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Abstract

Abstract
Natural gas hydrates are ice-like crystalline compounds containing water cavities that trap

natural gas molecules like CH4, which is a potent greenhouse gas with high energy density. The
Mallik site at the Mackenzie Delta in the Canadian Arctic contains a large volume of technically
recoverable methane (CH4) hydrate beneath the base of the permafrost. Understanding how the
sub-permafrost hydrate is distributed can aid in searching for the ideal locations for deploying
CH4 production wells to develop the hydrate as a cleaner alternative to crude oil or coal. Globally,
atmospheric warming driving permafrost thaw results in sub-permafrost hydrate dissociation,
releasing CH4 into the atmosphere to intensify global warming. It is therefore crucial to evaluate
the potential risk of hydrate dissociation due to permafrost degradation.

To quantitatively predict hydrate distribution and volume in complex sub-permafrost
environments, a numerical framework was developed to simulate sub-permafrost hydrate
formation by coupling the equilibrium CH4-hydrate formation approach with a fluid flow and
transport simulator (TRANSPORTSE). In addition, integrating the equations of state describing
ice melting and forming with TRANSPORTSE enabled this framework to simulate the permafrost
evolution during the sub-permafrost hydrate formation. A modified sub-permafrost hydrate
formation mechanism for the Mallik site is presented in this study. According to this mechanism,
the CH4-rich fluids have been vertically transported since the Late Pleistocene from deep
overpressurized zones via geologic fault networks to form the observed hydrate deposits in the
Kugmallit–Mackenzie Bay Sequences.

The established numerical framework was verified by a benchmark of hydrate formation
via dissolved methane. Model calibration was performed based on laboratory data measured
during a multi-stage hydrate formation experiment undertaken in the LArge scale Reservoir
Simulator (LARS). As the temporal and spatial evolution of simulated and observed hydrate
saturation matched well, the LARS model was therefore validated. This laboratory-scale model
was then upscaled to a field-scale 2D model generated from a seismic transect across the
Mallik site. The simulation confirmed the feasibility of the introduced sub-permafrost hydrate
formation mechanism by demonstrating consistency with field observations. The 2D model
was extended to the first 3D model of the Mallik site by using well-logs and seismic profiles,
to investigate the geologic controls on the spatial hydrate distribution. An assessment of this
simulation revealed the hydraulic contribution of each geological element, including relevant
fault networks and sedimentary sequences. Based on the simulation results, the observed
heterogeneous distribution of sub-permafrost hydrate resulted from the combined factors of the
source-gas generation rate, subsurface temperature, and the permeability of geologic elements.
Analysis of the results revealed that the Mallik permafrost was heated by 0.8–1.3 °C , induced
by the global temperature increase of 0.44 °C and accelerated by Arctic amplification from the
early 1970s to the mid-2000s.

This study presents a numerical framework that can be applied to study the formation
of the permafrost-hydrate system from laboratory to field scales, across timescales ranging
from hours to millions of years. Overall, these simulations deepen the knowledge about the
dominant factors controlling the spatial hydrate distribution in sub-permafrost environments
with heterogeneous geologic elements. The framework can support improving the design of
hydrate formation experiments and provide valuable contributions to future industrial hydrate
exploration and exploitation activities.
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Kurzfassung

Kurzfassung
Gashydrate sind eisähnliche kristalline Verbindungen, die Moleküle wie Methan (CH4) in

Hohlräumen einschließen. Die Mallik-Lagerstätte im Mackenzie-Delta in der kanadischen Arktis
enthält ein großes Volumen an technisch förderbarem CH4-Hydrat unter dem Permafrostboden.
Das Verständnis, wie die Hydrate verteilt sind, kann bei der Suche nach idealen Standorten
für Förderbohrungen zu ihrer Erschließung als saubere Alternative zu Erdöl oder Kohle
helfen. Weltweit führt die Erwärmung der Atmosphäre zum Auftauen des Permafrosts und
zur Zersetzung der Hydrate, wodurch CH4 in die Atmosphäre freigesetzt und die globale
Erwärmung verstärkt wird. Es ist also entscheidend, das potenzielle Risiko der Hydratauflösung
aufgrund der Permafrostdegradation zu bewerten.

Um die Verteilung und das Volumen von Hydraten in komplexen Sub-Permafrost
Umgebungen quantitativ vorherzusagen, wurde ein numerischer Ansatz zur Simulation
entwickelt. Hierzu wurde der Gleichgewichtsansatz für die CH4-Hydratbildung mit einem
Strömungs- und Transportsimulator (TRANSPORTSE) kombiniert. Die zusätzliche Integrierung
der Zustandsgleichungen, die das Schmelzen und die Bildung von Eis beschreiben, ermöglichte
die Simulation der Permafrostentwicklung während der Hydratbildung. Für den Standort
Mallik wird ein modifizierter Bildungsmechanismus in dieser Studie beschrieben. Demzufolge
wurden die CH4-reichen Fluide seit dem späten Pleistozän aus tiefen Überdruckszonen vertikal
über geologische Verwerfungssysteme transportiert, und haben die Hydratvorkommen gebildet.

Der numerische Ansatz wurde anhand eines Benchmarks zur Hydratbildung verifiziert.
Messdaten eines mehrstufigen Hydratbildungsexperiments im LArge scale Reservoir
Simulator (LARS) dienten zur Kalibrierung. Basierend auf der guten Übereinstimmung
zwischen der simulierten und beobachteten Hydratsättigung, wurde das LARS-Modell validiert.
Im Anschluss erfolgte die Übertragung auf ein 2D-Modell im Feldmaßstab, das mithilfe
einer seismischen Transekte durch den Mallik-Standort erstellt wurde. Die Übereinstimmung
mit den Feldbeobachtungen bestätigte den beschriebenen Mechanismus zur Hydratbildung
unterhalb des Permafrosts. Das 2D-Modell wurde basierend auf Bohrlochprotokollen und
seismischen Profilen zum ersten 3D-Modell des Mallik-Standorts erweitert, um die geologischen
Einflüsse auf die Hydratverteilung zu untersuchen. Die Auswertung verdeutlichte den
Beitrag jedes geologischen Elements zum hydraulischen System, einschließlich relevanter
Verwerfungssysteme und sedimentärer Abfolgen. Die beobachtete heterogene räumliche
Verteilung der Hydrate ist auf die Gasproduktionsrate der Quelle, die Untergrundtemperatur
und die Durchlässigkeit der geologischen Einheiten zurückzuführen. Die Analyse der
Ergebnisse ergab, dass der Mallik-Permafrost um 0,8–1,3 °C erwärmt wurde, was durch
den globalen Temperaturanstieg von 0,44 °C verursacht und durch die sogenannte polare
Verstärkung seit Anfang der 1970er bis Mitte der 2000er Jahre beschleunigt wurde.

Der in dieser Studie entwickelte numerische Ansatz zur Bildung von
Permafrost-Hydrat-Systemen kann vom Labor- bis zum Feldmaßstab und über Zeitskalen von
Stunden bis zu Millionen von Jahren angewendet werden. Mit den Simulationen konnten
die dominierenden Faktoren identifiziert werden, welche die räumliche Hydratverteilung in
Umgebungen mit heterogenen geologischen Strukturen steuern. Der Ansatz kann die Planung
von Hydratbildungsexperimenten verbessern und einen wertvollen Beitrag für zukünftige
industrielle Hydraterkundungen- und -erschließungen leisten.
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Introduction

1.1 Gas Hydrates in Arctic Sub-Permafrost Sediments
Methane (CH4) is one of the most common greenhouse gases, whose global warming

potential (GWP) is 27–30 times greater than carbon dioxide’s GWP for a 100-year timescale
(Myhre et al., 2013). CH4 contributes significantly to the increasing atmospheric greenhouse gas
concentration leading to present-day climate change (Hartmann et al., 2013; Saunois et al., 2016).
A large amount of methane on the earth is naturally trapped in host sediments as gas
hydrates (GHs), an ice-like crystalline inclusion compound composed of a hydrogen-bonded
water network caging small guest gas molecules (Sloan and Koh, 2007). Although
recent global estimates of methane hydrate inventories range over nearly two orders
of magnitude (Boswell, 2009) from 500 to 55,800 Gt of methane carbon without clear
convergence (Kretschmer et al., 2015), Pang et al. (2022) predict recoverable hydrate resources
accounting for 20% of the total conventional oil and gas resources. While GHs have the potential
to provide an immense fossil fuel resource to support the green energy transition to renewable
energies, the challenges of quantifying their distribution in nature and realizing GHs extraction
are substantial. Figure 1.1 shows that GHs are primarily localized in marine and sub-permafrost
environments (Collett et al., 2009), but are also found under continental ice sheets, as illustrated
in Figure 1.2.

Figure 1.1: Global gas hydrate stability zone (GHSZ) thickness and locations map.
Global GHSZ thickness under present-day climate conditions as the base map
(Kretschmer et al., 2015), with superposed locations of observed and inferred gas hydrate
(based on well logs or geophysical markers), reused from Ruppel and Kessler (2017) with
copyright permission granted by John Wiley and Sons, Inc. (2023).
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Chapter 1: Introduction 1.1. Gas Hydrates in Arctic Sub-Permafrost Sediments

GHs are exclusively stable under appropriate conditions of high pressure (p) and/or
low temperature (T), but they are extremely sensitive to slight variations in p-T conditions.
When GHs are outside the gas hydrate stability zone (GHSZ), it will trigger GHs dissociation,
which has implications for the global carbon and water cycles. GHs are a type of energy-dense,
clean fossil fuel. According to Ruppel and Kessler (2017), dissociating 1 m3 GHs from the solid
phase releases a maximum of 180 m3 of gaseous CH4 under the standard temperature (0 °C)
and pressure (1 atm). The exacerbated release of CH4 from dissociating GHs in response
to a warming event results in positive climate feedback (Berbesi et al., 2014; Kroeger and
Funnell, 2012) between the geosphere and atmosphere systems.

Figure 1.2: Schematic depiction of generalized gas hydrate-bearing sediments under various
high-attitude and high-latitude environments. Typical gas emission and GH sample images
courtesy of as follows (A) visual observation of bubbling CH4 flux rising through water in
the East Siberian Sea (Chuvilin et al., 2022); (B) GH mounds in the southwestern slope
of the Chukchi Plateau, Arctic Ocean (Kim et al., 2020b); (C) pore-filling GH-bearing
sandstone recovered from Mount Elbert (Winters et al., 2011); (D) GHs in the onshore
arctic conglomerate, collected from Mallik, Canada (Dallimore et al., 2005a); (E) burning
NGH sample cored from the Muli area of South Qilian Basin, China (Zhu et al., 2021).
The general locations of the labeled samples by grey circles are shown, modified
after Boswell et al. (2020).

Arctic GH deposits are estimated to hold 100–500 gigatons of carbon
(Kretschmer et al., 2015; Marín-Moreno et al., 2016), representing more than 10% of the
carbon stored in the global GH repository (Kretschmer et al., 2015). In addition, the Arctic region
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1.1. Gas Hydrates in Arctic Sub-Permafrost Sediments Chapter 1: Introduction

is the most sensitive to climatic breakdown, warming two- to fourfold faster than the global
average rate (Rantanen et al., 2022). Under the representative concentration pathway (RCP) of
the 8.5 scenario (Stocker et al., 2013), the average Arctic subaerial temperature may rise by 10
– 12 K in the period from 2010 to 2100, according to the prediction by the Intergovernmental
Panel on Climate Change (IPCC). Concerns about the impact of GH dissociation on the
climate have prompted a series of studies aiming at unraveling the formation mechanism of
sub-permafrost GH-bearing sediments and quantifying the CH4 trapped in the Arctic GH
deposits (Chuvilin et al., 2000; Safronov et al., 2010; Yakushev et al., 2018).

The Arctic Ocean hosts numerous pockmarks (Kristoffersen et al., 2022; Panieri et al., 2017)
and pingo-like features (Gwiazda et al., 2018; Serov et al., 2015) associated with presently active
CH4 seeps (Figure 1.2A) and GH mounds (Figure 1.2B) that are widespread over the seafloor.
These CH4 seeps are often directly connected to dissociating GHs, with the released free gas and
gas-charged fluid. For instance, recent marine surveys reveal large CH4 seeps in the Laptev Sea,
East Siberian (Shakhova et al., 2015), with the observation of bubbling CH4 fluxes rising through
an approximate 45 m thick water column and reaching the sea surface as shown in Figure 1.2A
(Chuvilin et al., 2022).

In the circum-Beaufort coastal area, Mount Elbert (Figure 1.2C), Mallik (Figure 1.2D), and
Taglu sub-permafrost GHs have nearly 99.4% (Lorenson et al., 2011), 99.5% (Lorenson et al., 2005;
Lorenson et al., 1999), and 99% (Dallimore and Collett, 1995) of CH4 in their gas compositions,
respectively. At the listed circum-Beaufort sites, simplification of the gas composition to pure
CH4 is practicable, but it is not appropriate for the GHs with a large fraction of non-CH4

gases. The sub-permafrost GH deposits beneath the Muli permafrost (see Figure 1.2E) in Qilian
Mountain (Zhang et al., 2019) form by mixed hydrocarbon gases, such as ethane, propane, and
butane, with CH4 contents ranging from 54% to 76% (Wang et al., 2014). Figure 1.2 shows the
thicknesses of GHSZ derived from mixed gas with 66% CH4 can be more than 1.3 times thicker
than the GHSZ of pure methane (Wang and Lau, 2020).

Figure 1.3: Association between gas hydrate saturation (Sh) and reservoir quality (i.e.,
intrinsic sediment permeability), after Boswell et al. (2020).

Permeable faults connecting source rock, mud volcano diapirism, gas chimneys, and
seafloor craters are visible in the seismic data over the Beaufort fold belt (Helwig et al., 2011).
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They act as vertical migrating pathways that connect deep thermogenic and shallow biogenic
gases with the GHSZ, where GHs can form and accumulate. A study of subsurface temperature
distributions in the Beaufort-Mackenzie Basin (Chen et al., 2008) supports the view of vertical
transport for an active petroleum system from deep overpressurized zones. Highly permeable
sand bodies composed of channel-shape sandstones provide lateral migrating pathways for the
source gas migration, expanding the source gas-charged region and increasing GH distribution
scales. Regions with a favorable coupling relationship between hydrocarbon migrating systems
(e.g. faults, gas chimneys, craters) and tectonic structures (e.g. anticlines) are prospective targets
for high Sh and enrichment (Wei et al., 2018). These regions are indicated in locations of C, D,
and E in the upper panel of Figure 1.2.

Figure 1.3 depicts the observed GH morphologies as a function of reservoir quality
versus Sh and shows five general categories of GH occurrences with varying CH4 recoverability
potentials (Boswell et al., 2020). The pore-filling (Waite et al., 2009) GH habit (categories I and III
in Figure 1.3) assumes that GHs float and anchor in the middle of pore space, as consistent with
the assumed GH habit in the LArge scale Reservoir Simulator (LARS). In addition, pore-scale
observations (Lei et al., 2022b) also suggest GH particles in similar natural water-saturated
samples also in pore-filling habit. Pore-filling GHs can occur across the entire range of reservoir
quality. Whereas the observed Sh is relatively low in poor-quality fine-grained and clay-rich
sediments (categories II to IV). In contrast, locally observed GHs with higher Sh (category
II) are produced by grain displacement when the source gas charge is sufficient. Massive
grain-displacing GHs, such as veins and nodules (category IV), can form when the source gas
supply is abundant. GHs in good-quality sand- and silt-rich sediments with limited clay content
(categories I and V) are commonly observed in the pore-filling habit. For example, the onshore
arctic conglomerate GHs from the Mallik site (Figure 1.2D) fall under category I.

Since the discovery of GHs by Davy (1811) through a laboratory study, there has
been significant progress in research on their microstructure and formation mechanisms.
Modern analytical characterization instruments (Jain et al., 2019; Priegnitz et al., 2013;
Priegnitz et al., 2015), such as electrical resistivity tomography (ERT) and nuclear magnetic
resonance (NMR), have aided this research. Since the 1970s, the research focus has shifted toward
GH deposits in natural environments (Makogon et al., 2007). The combination of experimental
detection technologies and numerical simulations at both micro- and reservoir-scale has played
a crucial role in supporting future GH research (Wu et al., 2018).

The LARS has been developed to reproduce the GH interval observed at the Mallik and
to test new GH recovery techniques (Schicks et al., 2011). The Mallik site in the Canadian
Mackenzie Delta (MD) is chosen as it holds one of the world’s highest GH saturations (Sh) when
Mallik wells were originally drilled and considered promising for extraction. In addition, the
Mallik site has numerous similarities to marine GH deposits. Thus, the research conducted
here could be applied to global GH deposits. The GH formation experiments conducted in
LARS provide valuable observations to develop the numerical model in order to investigate the
formation of sub-permafrost GH deposits at the Mallik site.

1.2 Needs of Developing a Permafrost-Hydrate Genesis
Numerical Framework

The aims of this study are to reveal the formation mechanism of sub-permafrost
GH-bearing sediments, predict GH deposit distributions, and evaluate the CH4 trapped in
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the Arctic GH deposits. The approach of this thesis is to create and verify the first numerical
framework for modeling the sub-permafrost GHs formation process in laboratory-simulated and
seismically inferred natural settings at the Mallik site. The purpose of developing a numerical
framework (TRANSPORTSE+Hydrate, referred to as TplusH) is to resolve the limitations found
in HydrateResSim (HRS; Moridis et al. 2005). HRS is capable of describing the transport of
multiple temperature-dependent components in multiple phases through a porous medium
as well as GHs formation from various hydrate-forming gas in up to three spatial dimensions.
However, numerous unfixed bugs (Gamwo and Liu, 2010) mean the HRS code cannot be applied
to complete the work presented in this thesis. Therefore, TplusH was developed and verified by
benchmarking it against the established HRS code to fulfill above mentioned tasks and aims of
this study.

1.3 Thesis Objectives
Objectives 1–3 of this thesis focus on calibrating and validating the TplusH-derived

LARS model by using laboratory observation before applying TplusH to achieve the following
objectives. The equilibrium GH formation approach was integrated with TRANSPORTSE to
establish TplusH, which enabled the investigation of a multi-stage GH formation experiment
conducted by LARS in response to objectives 1–3. Then equations of state (EoS) for permafrost
formation and degradation were developed to establish the first simulator to study the
permafrost-hydrate system genesis. This innovation allowed for achieving objectives 4–8.

1. Confirm the feasibility of optional (kinetic or equilibrium) CH4 hydrate reaction
approaches for simulation that can accurately reproduce the experiment observations
obtained from a multistage hydrate formation experiment conducted in LARS.

2. Verify the previously conducted ERT measurements in LARS and investigate the cause of
the deviation between ERT-derived Sh,bulk and Sh,bulk determined by pore fluid sampling.

3. Investigate the accumulation pattern of GH crystals in the LARS specimen to confirm the
optional assumptions of the GH crystals in-situ or off-site accumulation.

4. Investigate the feasibility of applying the GH formation approach employed in the
laboratory-scale model to reproduce the evolution of field-scale Mallik GH deposits.

5. Examine the feasibility of the GH deposit formation mechanism proposed for Mallik site.

6. Examine the viability of the proposed timescale allowing for the formation of GH deposit.

7. Determine the influence of the geologic controls, such as geo-structural units, lithology
variation, etc., on the observed spatial extent of GH deposits, and the hydrogeologic role
that each fault may play during the accumulation of GH deposits.

8. Quantitative evaluation of the relationship between the near-surface temperature profiles
in the MD and the permafrost warming due to modern climate changes.

1.4 Chapter Summary
The following section summarises the three published articles included in this cumulative

doctoral thesis. These published articles are respectively presented in Chapter 2, Chapter 3 and
Chapter 4, and an extended discussion of the published chapters is comprehensively organized
in Chapter 5. Conclusions with respect to the thesis objectives are given in Chapter 6.

The findings of this thesis consist of three main chapters. The first chapter focuses on
the numerical study of the experiment conducted in LARS. The second chapter examines the
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feasibility of the proposed sub-permafrost GHs genesis mechanism for the Mallik site through a
2D field-scale simulation study. The third chapter assesses the geological factors that control the
distribution of GH deposits at the Mallik site through a 3D field-scale simulation study. Each
chapter is briefly introduced below.

Chapter 2 presents the detailed code development of the EoS describing equilibrium
GH formation, which is completed to integrate with a numerical flow and transport simulator
(TRANSPORTSE) to establish TplusH. This chapter fulfills objectives 1–3 by using the established
simulator to reproduce a previously conducted multi-stage CH4 hydrate formation experiment.
The effectiveness and accuracy of the developed numerical framework were evaluated and
verified by benchmarking. The LARS model was validated by the consistency between
simulation results and experimental observations. The key parameters and an optimal
combination of the initial and boundary conditions of the LARS experiment were determined
via iterative history matching. This chapter is published as"Numerical Simulation of Hydrate
Formation in the LArge-scale Reservoir Simulator (LARS)" in Energies, and cited as Li et al. (2022b)
in the following.

Chapter 3 contains a sub-permafrost GH formation mechanism that CH4-rich fluids are
vertically transported from deep overpressurized zones via geologic fault networks since the
Late Pleistocene and formed the present-day observed GH deposits in the shallower Kugmallit
Sequence. The code of previously verified EoS has been further extended to be capable of
quantifying the permafrost formation and thawing. Based on a 2D model generated from a
seismic transect, this study simulated the evolution of the integrated permafrost-GH system
at the Mallik site in order to quantify the thicknesses of permafrost and GH-bearing sediment,
GH saturation, and ground temperature changes over geologic time. In this way, the aim of
the study was to promote the understanding of the permafrost-GH system and the modern
Arctic amplified permafrost warming and to confirm the introduced mechanism with the filed
observations as constraints. This chapter fulfills objectives 4, 5, 6, and 8. The chapter is published
as "Numerical Simulation of Coastal Sub-Permafrost Gas Hydrate Formation in the Mackenzie Delta,
Canadian Arctic" in Energies, and in the following cited as Li et al. (2022a).

Chapter 4 is dedicated to fulfilling objectives 5–7 by assessing the hydrogeologic role of the
regional fault networks in the CH4-rich fluid migration and the spatial extent and Sh distribution
of sub-permafrost GH deposits since the Late Pleistocene. The simulation was performed by
employing TplusH in a 3D field-scale static model. The observations from well-logs and seismic
profiles were employed to establish the first field-scale 3D model of the Mallik site, containing
sedimentary sequences, anticlines, and fault networks. The simulation results were generally
consistent with seismic observations and a variety of borehole evidence. Anticlines consisted of
folds with reservoir-quality rocks in their core and impermeable seals in the outer layers of the
fold. Due to the low permeable upward-doming zone of the anticline acting as a seal, a large
amount of CH4 was trapped and accumulated in the porous host sediment as hydrates. Away
from the Mallik anticline, as observed in the weak seismic energy zones, more sediments were
saturated with fluid rather than GH due to a lack of the impermeable seal in the outer layer.
Without such structure, even if the p-T condition is suitable to form GHs, the CH4-rich fluid that
migrates along the faults may instead continue migrating upward through the permafrost strata,
enter the thermokarst lake, and be released to the atmosphere rather than forming hydrates. The
chapter is published as "Geologic controls on the genesis of the Arctic permafrost and sub-permafrost
methane hydrate-bearing system in the Beaufort–Mackenzie Delta" in Frontiers in Earth Science.
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Numerical Simulation of Hydrate Formation in the
LArge-scale Reservoir Simulator (LARS)

ABSTRACT
The large-scale reservoir simulator (LARS) has
been previously developed to study hydrate
dissociation in hydrate-bearing systems under
in-situ conditions. In the present study, a
numerical framework of equations of state
describing hydrate formation at equilibrium
conditions has been elaborated and integrated
with a numerical flow and transport simulator
to investigate a multi-stage hydrate formation
experiment undertaken in LARS. A verification of
the implemented modeling framework has been
carried out by benchmarking it against another
established numerical code. Three-dimensional
(3D) model calibration has been performed based

on laboratory data available from temperature
sensors, fluid sampling, and electrical resistivity
tomography. The simulation results demonstrate
that temperature profiles, spatial hydrate
distribution, and bulk hydrate saturation are
consistent with the observations. Furthermore,
our numerical framework can be applied to
calibrate geophysical measurements, optimize
post-processing workflows for monitoring data,
improve the design of hydrate formation
experiments, and investigate the temporal
evolution of sub-permafrost methane hydrate
reservoirs.

2.1 Introduction
Gas hydrates are ice-like crystalline compounds made of lattices of hydrogen-bond water

molecules, in which hydrate-forming gas molecules are embedded (Kvenvolden et al., 1993;
Sloan and Koh, 2007). Various hydrate-forming gases have been identified thus far,
including some typical smaller hydrocarbons (e.g., CH4, C2H6) and inorganic compounds
(e.g., H2S, CO2), with methane (CH4) being the most common one (Yin et al., 2018b).
Naturally occurring gas hydrates are stable at elevated pressures and low temperatures,
commonly present in marine environments and permafrost regions, where these conditions are
fulfilled (Kvenvolden et al., 1993). Generally, approximately 97% of natural gas hydrates (NGH)
are reported to be concentrated in marine environments, whereas the rest are accumulated
below permanently frozen strata (Makogon, 2010), such as the Mallik NGH-bearing site in the
Mackenzie Delta of Canada (Osadetz et al., 2005).

Gas hydrates are formed when gas and water molecules are in contact at high-pressure
and low-temperature conditions (Koh et al., 2009). Due to the distinct cage-like hydrate
structures, a high amount of gas can be embedded in the three-dimensional network of
water cages. According to conservative predictions, the total amount of methane-carbon,
ca. 500–2500 gigatons (Milkov, 2004), stored in worldwide NGH reservoirs is estimated to
exceed the proven methane inventory of conventional gas reservoirs by about one order of
magnitude (Wallmann and Schicks, 2018). Hence, NGH is considered an alternative fossil energy
source and in-depth research is still required to study the NGH formation (Yin et al., 2018a)
and dissociation kinetics (Yin et al., 2016) as well as their efficient utilization in sustainable
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technologies (Hassanpouryouzband et al., 2020). Although methane extraction from NGH
reservoirs has been investigated for almost four decades, it is still far from commercial production,
and various knowledge gaps need to be addressed by scientific studies.

From micro- to macro-scale, various laboratory experimental devices (Broseta et al., 2017;
Chandrasekharan Nair et al., 2018; Chong et al., 2016; Fitzgerald et al., 2012; Handa and
Stupin, 1992; Heeschen et al., 2021; Li et al., 2017; Pan et al., 2020; Priest et al., 2009;
Schicks et al., 2018; Schicks et al., 2020; Schicks et al., 2011; Thoutam et al., 2019; Winters et al., 2004;
Yin et al., 2018b) combined with state-of-the-art monitoring equipment (Broseta et al., 2017;
Heeschen et al., 2020; Pan and Schicks, 2021; Priegnitz et al., 2013; Priegnitz et al., 2015;
Sa et al., 2016; Strauch et al., 2020; Zhang et al., 2017a), have been developed to investigate
gas hydrate formation processes based on different hypotheses and to determine the optimum
parameters for hydrate production. Evidently, it is impractical and challenging to extract intact
and undisturbed NGH samples from hydrate-bearing layers. Therefore, the first objective in
the laboratory study discussed here was the formation of hydrates in artificial sandy porous
media, as shown in Table 2.1. Here, it has to be noted that the hydrate distribution types
(hydrate habits) in the pore space have not yet been officially named or classified. As a
consequence, there are many basically identical principles to categorize how gas hydrates may
be embedded in a porous medium, i.e., grain coating (encrustation), cementing (cementation),
load-bearing (matrix-supporting), and pore-filling hydrate habits, modified after Dai et al. (2004)
by Sell et al. (2018) and Sell et al. (2016); pore-filling, load-bearing, and cementing hydrate habits
by Yun et al. (2005) and Waite et al. (2009).

Table 2.1: Overview of laboratory-scale CH4 hydrate formation tests conducted in laboratory
reactors.

Experiment system Sample volume (L) Sample material NGH-bearing sediment type
LSHV 70 quartz sand gas-rich permafrost sediment
LARS 210 quartz sand hydrate-rich permafrost sediment
GHASTLI 0.5 ottawa sand gas-rich sediment
USGS-DOE 0.24 quartz sand hydrate-rich marine sediment
NUS 0.98 silica sand water-dominated sediment

Hydrate formation
methods Hydrate habits Maximum Sh,bulk (% of pore space)

LSHV “excess-gas” load-bearing
/cementing ∼33

LARS “dissolved-gas” pore-filling ∼90
GHASTLI “excess-gas” cementing ∼70

USGS-DOE “excess-gas”
/“dissolved-gas”

cementing
/pore-filling -

NUS “excess-water” load-bearing ∼40

LSHV: large-scale hydrate vessel (Fitzgerald et al., 2012; Tupsakhare et al., 2016);
LARS: LArge scale Reservoir Simulator (Heeschen et al., 2016; Priegnitz et al., 2013; Priegnitz et al., 2015;
Schicks et al., 2013; Schicks et al., 2011; Spangenberg et al., 2014; Strauch et al., 2020);
GHASTLI: gas hydrate and sediment test laboratory instrument (Waite et al., 2004; Winters et al., 2004);
USGS-DOE: U.S. Geological Survey—U.S. Department of Energy (Choi et al., 2014; Waite et al., 2011);
NUS: National University of Singapore (Chong et al., 2016; Yin et al., 2019a; Yin et al., 2019b; Yin et al., 2018b).

Over the last few decades, four reliable operational procedures were developed for the
synthetic formation of CH4 hydrates in sample cells or cylindrical sample chambers for laboratory
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studies. According to the theoretical basis of hydrate formation techniques reported in the literature
indicated in Table 2.1, these are known as “excess-gas” (Fitzgerald et al., 2014; Fitzgerald et al., 2012;
Gambelli et al., 2019; Handa and Stupin, 1992; Kono et al., 2002; Waite et al., 2004; Waite et al., 2011;
Winters et al., 2004), “excess-water” (Chong et al., 2016; Cui et al., 2021; Feng et al., 2021;
Priest et al., 2009; Yin et al., 2019a; Yin et al., 2019b; Yin et al., 2018b), and “dissolved-gas” methods
(Choi et al., 2014; Heeschen et al., 2016; Priegnitz et al., 2015; Schicks et al., 2013; Schicks et al., 2011;
Spangenberg et al., 2005; Strauch et al., 2020; Waite and Spangenberg, 2013; Waite et al., 2004).

The “excess-gas” method, also termed as “gas injection” by Fitzgerald et al. (2012) and
originally presented by Handa and Stupin (1992), is the most widely used approach for hydrate
formation in the laboratory. CH4 hydrate forms in the space where injected water accumulations
are trapped around grain contacts, exhibiting a cementation habit by employing the “excess-gas”
method. Ordinarily, the hydrate growth rate in a gas-rich environment generated by the
“excess-gas” method proves to be orders of magnitude higher than the “excess-water” method
achieved in water-dominated systems. In comparison, Priest et al. (2009) reported that the outer
layers of injected gaseous CH4 bubbles are surrounded by synthetic CH4 hydrate, showing a
matrix-supporting habit by employing the “excess-water” method.

The “excess-gas” method, also termed as “gas injection” by Fitzgerald et al. (2012) and
originally presented by Handa and Stupin (1992), is the most widely used approach for hydrate
formation in the laboratory. CH4 hydrate forms in the space where injected water accumulations
are trapped around grain contacts, exhibiting a cementation habit by employing the “excess-gas”
method. Ordinarily, the hydrate growth rate in a gas-rich environment generated by the
“excess-gas” method proves to be orders of magnitude higher than the “excess-water” method
achieved in water-dominated systems. In comparison, Priest et al. (2009) reported that the outer
layers of injected gaseous CH4 bubbles are surrounded by synthetic CH4 hydrate, showing a
matrix-supporting habit by employing the “excess-water” method.

CH4 hydrate formation via the “excess-water” method requires a simpler laboratory
setup and shorter experimental time periods in comparison to the “dissolved-gas” method.
For mimicking the natural conditions present in hydrate-rich sediments, the “dissolved-gas”
method was initially proposed by Spangenberg et al. (2005), using a sample cell filled with
glass beads outfitted for a micro-scale experimental setup. Here, it was demonstrated that
hydrate saturation reached approximately 95% until the termination of the experiment by the
decrease in permeability. Although the occurrence of pore-filling hydrate habit was reported
for the “dissolved-gas” method (Spangenberg et al., 2005; Waite and Spangenberg, 2013),
pore-filling hydrate naturally turns into matrix-supporting hydrate when the local hydrate
saturation reaches 25–40% (Berge et al., 1999; Yun et al., 2005). Moreover, Waite et al. (2004) and
Choi et al. (2014) achieved a good balance between hydrate growth rate and high bulk hydrate
saturation by using the “excess-gas” method to initiate hydrate nucleation before the continuity
of hydrate growth by circulating dissolved CH4-rich fluid.

In addition, Stern et al. (1996) suggested a special CH4 hydrate formation technique called
the “ice-seeding” method, which was originally designed to generate core-scale CH4 hydrate
samples from ice seed (pure H2O), for further mechanical testing and the investigation of
hydrate dissociation patterns. Although this method is rarely used to form CH4 hydrates,
Spangenberg et al. (2020) employed the “ice-seeding” method in combination with partial
freezing to form CH4 hydrates in sand samples.

According to our knowledge, most of these laboratory experiments involving CH4 hydrate
formation in synthetic sediments (Table 2.1) have not yet been reproduced by numerical
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simulations, except for the work of Yin et al. (2019a), Yin et al. (2019b), and Yin et al. (2018b),
who conducted several numerical investigations by means of the TOUGH + Hydrate
simulator (Moridis, 2014). The authors aimed to explore different kinetic and equilibrium
CH4 hydrate formation models to improve the description of the “excess-water” method and
establish a sensitivity analysis on the hydrate saturation distribution concerning different
multi-stage cooling schemes within a core-scale cylindrical sample chamber (Chong et al., 2016;
Yin et al., 2019a; Yin et al., 2019b; Yin et al., 2018b). Although many hydrochemical
models and numerical codes have been developed and implemented to study CH4 hydrate
production as summarized by White et al. (2020), only a few of these are capable of reproducing
hydrate formation by the “excess-gas” and “excess-water” methods. Among those numerical
implementations, HRS (Gamwo and Liu, 2010; Moridis et al., 2005a) is the only available
open-source and open-access code, describing both equilibrium and kinetic models of hydrate
formation, and only a few studies (Wu and Hsieh, 2020; Zheng et al., 2018) have made use of it
recently.

The large-scale reservoir simulator (LARS) has been established to study intermediate
processes during hydrate formation via dissolved CH4 at reservoir conditions and various
hydrate dissociation strategies (Schicks et al., 2011). Laboratory tests previously undertaken in
LARS offer data for calibrating numerical models to further improve process understanding as
well as experimental strategies and workflows. To the author’s knowledge, there is currently
no numerical modeling study published that represents the observed hydrate formation or
dissociation processes in LARS. Furthermore, CH4 hydrate formation using the “dissolved-gas”
method has not been simulated at core-sample scale. Consequently, the present study aims
at developing a suitable numerical framework, verifying it against an established numerical
simulator, and calibrating and validating it using a hydrate formation experiment undertaken
in LARS.

For that purpose, a framework of equations of state (EoS) to simulate the physical
properties of water with dissolved NaCl as well as CH4 and equilibrium CH4 hydrate
formation has been developed, as demonstrated in Section 2.5.2. The EoS was then
implemented and integrated with the TRANSPORT Simulation Environment (Kempka, 2020) to
investigate time-dependent and spatial CH4 hydrate formation in a porous medium at pressure
and temperature (p-T) conditions representative for the Mallik site (Priegnitz et al., 2015;
Uddin et al., 2014). The resulting simulation tool is referred to as TplusH in this study.
Our simulation results demonstrate that the numerical model implementation is capable of
reproducing the main processes of hydrate formation in LARS so that it can substantially support
the further development of the experimental design and investigation of hydrate formation in
water-dominated hydrate-rich sediments at the field scale.

2.2 Materials and Methods
2.2.1 Experimental Data from LARS

So far, eleven laboratory experiments have been successfully conducted in LARS,
illustrated in Figure 2.1, including five different investigations into hydrate dissociation
induced by thermal stimulation (Schicks et al., 2013; Schicks et al., 2011). Additionally,
three other experiments focus on CH4 hydrate formation along with dissociation triggered
by depressurization (Heeschen et al., 2016; Priegnitz et al., 2013; Priegnitz et al., 2015;
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Spangenberg et al., 2014), and the rest of the tests focused on CH4–CO2 or CH4–CO2–N2

exchange processes (Heeschen et al., 2021; Schicks et al., 2018).

Figure 2.1: Schematic of LARS setup used in the CH4 hydrate formation study (not to scale),
modified from Spangenberg et al. (2014).

Those previously undertaken and well-analyzed laboratory tests provide numerous
resources and supplement materials for the calibration and validation of numerical models.
However, the major processes of those studies in LARS have neither been reproduced by
numerical simulations nor addressed the fundamental hydro-chemical characteristics of the
mechanisms of CH4 hydrate formation from supersaturated dissolved CH4 in saline fluids.

Priegnitz et al. (2015) performed two experiments to replicate the in-situ natural settings at
the Mallik site (Uddin et al., 2014) and form hydrate using the “dissolved-gas” method, before the
depressurization-induced CH4 hydrate dissociation was studied in LARS (Heeschen et al., 2016;
Priegnitz et al., 2015). In this course, key parameters such as the time-dependent spatial
temperature distribution and bulk pressure within the sediment sample were continuously
recorded based on an automatic protocol executed during the hydrate formation processes.
Additionally, other crucial variables, for instance, bulk hydrate saturation (Sh,bulk) and fluid flow
rate, were measured manually at regular intervals. Moreover, the workflow for quantification
of the spatial hydrate saturation (Sh) distribution relied on achieving a thermal equilibrium
before undertaking electrical resistivity tomography (ERT) measurements to map the spatial Sh

distribution (Priegnitz et al., 2013; Priegnitz et al., 2015). Consequently, for the determination of
Sh from ERT, the CH4-loaded brine circulation was stopped to initiate temperature equilibration
throughout the sandy sediment sample before performing the ERT measurement.

After a careful analysis of the experimental datasets, the early stages (ca. 15 days) of one
experiment conducted by Priegnitz et al. (2015) have been selected to serve as the benchmark for
model calibration and validation in the present study, as shown in Figure 2.2. Particularly, our
research focuses on the conformance of simulated hydrate saturations with those derived from
fluid sampling, temperature distribution, and ERT data collected during the hydrate formation
experiment.
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Figure 2.2: Temperatures observed at installed RTDs (cf. Table 2.2 for their coordinates)
during the hydrate formation experiment in LARS (left) with their relative location (right,
not to scale). Observations at T0–T12 are modified from a hydrate formation experiment
conducted by Priegnitz et al. (2015)

Table 2.2: Spatial locations of RTDs employed in LARS with the temperature deviation
considered for their calibration.

T0 T1 T2 T3 T4 T5

Location (m)
(radius, height) (0.15, 1.28) (0.15, 1.20) (0.02, 1.05) (0.16, 1.05) (0.14, 0.85) (0.15, 0.59)
Correction of

measured T (°C) 3.2 3.0 3.0 3.1 3.2 3.3

T6 T7 T8 T9 T11 T12

Location (m)
(radius, height) (0.14, 0.59) (0.16, 0.44) (0.06, 0.44) (0.03, 0.44) (0.22, 0.44) (0.0, 0.35)
Correction of

measured T (°C) 3.3 3.5 3.3 3.6 3.7 3.7

The accuracy class of RTD location is in a range from 0.01 to 0.05 m, and the measurement error of the applied Pt100
RTD is ± (0.3+ 0.005T) °C.

Hydrate Formation Experimental Schedule

At the onset of any hydrate formation experiments in LARS, a plastic mesh plate with
fourteen mounted Pt100 temperature sensors (resistance temperature detector (RTD)) was first
installed into the cylindrical sample chamber that was isolated by a neoprene rubber jacket.
Subsequently, the sample chamber was filled with quartz sand and sealed by the lid of the
pressure vessel from its top. Thereafter, the vessel lid combined with the sample chamber was
inserted into a cylindrical autoclave, where the sample is separated from the cooling liquid,
circulating in between the neoprene rubber jacket of the sample chamber and autoclave wall.
Finally, the nuts and bolts of the autoclave were secured to complete the installation of the
sample in LARS, and hydraulic integrity along with the availability of all types of sensors
installed were verified before initiating the experiment.

Before the start of the experiment in LARS, a CH4-free saline solution (3.68 g NaCl⋅L−1)
sourced from the pore fluid container was circulated through a stainless porous filter plate
from the bottom of the sample chamber to drive the air out (Priegnitz et al., 2015). After the
saturation procedure, a confining pressure (ca. 14–15 MPa) was applied to the sandy specimen
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by pressurizing the coolants circulating through the cooling chamber. The amount of water
injected in the saturation procedure and expelled during the build-up of confining pressure
was determined as a prerequisite for the estimation of the intrinsic porosity and Sh,bulk. In the
next step, the brine was loaded with CH4 and pressurized (ca. 11 MPa) in the dissolved gas
charging vessel (Figure 2.1). It was then pumped into the sample chamber from the top through
the hydrate-bearing sand at constant pressure and temperature. The prescribed temperature
was slightly above the hydrate equilibrium temperature at the given pressure (ca. 13.6 °C at
11 MPa) to avoid the porous filter plate at the inlet from clogging by forming hydrates.

Inside the sample chamber, the temperature of the flowing pore fluid was reduced by
the cooling circulation system to approximately 3.5 °C to achieve hydrate stability conditions.
A considerable temperature drop of the inflowing warm CH4-rich brine occurs close to the
neoprene rubber jacket, and additional hydrate is thus formed when CH4 solubility is decreased
in the presence of hydrate nucleation (Waite and Spangenberg, 2013). Consequently, the
CH4-supersaturated pore fluid continuously releases CH4 to form hydrate until the CH4

concentration is reduced to maximum CH4 solubility. The outflowing brine is then heated
and reloaded with additional CH4 in the gas charging vessel before re-entering the sample
chamber for the next flow-through cycle.

Three major pore fluid circulation stages marked by Roman numbers (I to III) were
considered in the numerical simulations, whereby Stage I has been divided into two Substages
(I-1 and I-2) due to an unintentional interruption of the warm inflowing fluid flow for around
9 h, as indicated in Substage I-1-1 (Figure 2.2). Excluding this interruption, other intentional
interruptions (Substages I-1-2, II-2, and III-2) of the inflow of warm CH4-charged water resulted
in a temperature “equilibration” of the sandy sediment sample close to the temperature of the
circulating confining pressure fluid and a decline of CH4 available for hydrate formation.

The ERT measurements taken at the end of Substages I-1-2, II-2, and III-2 (Figure 2.2)
produced the most reliable resistivity distributions because the stationary conditions reduced
the fluctuations in temperature and also improved the quality of the collected data. As CH4

hydrate is an electrical insulator, ERT measurements allow for the determination of the spatial
Sh distribution in the sample chamber (Priegnitz et al., 2015). Hereby, ions from the dissolved
salt accumulate in the pore fluid, as only CH4 and pure water are consumed during hydrate
formation. As a result, the electrical conductivity of the pore fluid increases. Furthermore,
the mass of accumulated CH4 hydrate can be determined by using the Sh-dependent electrical
conductivity approach presented by Waite et al. (2004) and Spangenberg et al. (2005). Based on
that approach, the spatial Sh can be derived from spatial variation of the electrical conductivity
in the hydrate-bearing sand.

According to Waite and Spangenberg (2013), the amount of CH4 available for hydrate
formation at about 5 °C amounts to approximately 42% of the initial CH4 solubility in brine at
20 °C. By circulating the warmer CH4-rich pore fluid through the sandy sediment sample, the
accumulation rate of Sh,bulk increases by 2 to 4.5% per day, filling almost 31% of the sample’s
pore space after Stage III.

Out of the fourteen installed RTDs, twelve operated and two malfunctioned (T10 and
T13), with the latter excluded from previous (Priegnitz et al., 2015) to our current study. The
calibration of RTDs was conducted before their installation inside LARS during the preparation
of the first hydrate formation test in 2011. In addition, the original measurement deviations
of the RTDs T4 and T8 were both 4.2 °C , falling out of the average measurement deviation of
the other RTDs (3.3 °C). According to the correlation between the distance of these RTDs to the
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fluid inlet and their temperature correction listed in Table 2.2, temperatures for RTDs T4 and T8
have been revised. Therefore, a re-correction was made in the present study using the proven
temperatures of 3.2 °C and 3.3 °C for the originally calibrated temperatures for RTDs T4 and
T8, respectively.

2.2.2 Mathematical Model
An equation of state (EoS) module for hydrate formation has been developed and

coupled with a flow and transport simulator (Kempka, 2020) in the scope of the present
study to investigate the coupled hydro-thermo-chemical processes in LARS as discussed
in Section 2.2.1 (Priegnitz et al., 2013; Priegnitz et al., 2015). Kowalsky and Moridis (2007)
demonstrated that an equilibrium reaction model is a feasible alternative to a kinetic approach
for simulating gas hydrate behavior at the reservoir scale. However, temperature measurements
in the LARS experiments were made every few seconds by the RTDs, and the sample
volume of LARS is approximately 210 L. Therefore, we were not able to state until now that
hydrate formation processes can be described by an equilibrium reaction approach given the
aforementioned conditions. For the representation of short-term and core-scale (typically around
0.1 to 10 L) hydrate formation processes, the kinetic model is accurate and able to capture the
transitional results of intermediate states (Gamwo and Liu, 2010; Kowalsky and Moridis, 2007),
but its requirements in terms of computational power and numerical model convergence are
substantially higher. Therefore, one objective of the present study was to investigate whether an
equilibrium reaction approach is capable of representing hydrate formation via dissolved CH4

in LARS using multi-stage cooling.

Modeling Assumptions

The developed equilibrium model utilizes the temperature and pressure-dependent
relation proposed by Moridis (2003) at the hydrate-aqueous equilibrium. According to
Kashchiev and Firoozabadi (2002), the aqueous solution has to be supersaturated with the
hydrate-forming gas at the given pressure and temperature conditions; hydrate crystallization
can then occur as the supersaturated gas is encased by the hydrate structure. Consequently,
CH4 hydrate formation or precipitation can be defined by the following reaction (Sloan and
Koh, 2007):

CH4 + nH2O(liquid)→ CH4 ⋅ nH2O(solid), (2.1)

where the hydration number, n, commonly equals 5.9 in series of experimental studies
undertaken in LARS (Priegnitz et al., 2015; Schicks et al., 2013; Spangenberg et al., 2014),
with CH4 hydrates of cubic structure I (Koh et al., 2009) being formed.

The applied numerical framework allows for conducting quantitative descriptions of the
involved coupled thermal, hydraulic, and chemical processes in hydrate-bearing sand, which
are presented in Section 2.5.1. Hereby, fluid migration is governed by density-driven flow
in porous media (Darcy’s Law), considering advective and diffusive transport of dissolved
CH4 and NaCl in the pore fluid. Moreover, heat transport and thermal energy exchange occur
via conduction and convection (Kempka, 2020), complemented by the equilibrium-based CH4

hydrate formation reaction.
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In order to maintain the accuracy of the numerical solution of the non-linear system
of partial differential equations, the underlying simplifications were considered to maintain
computational efficiency and numerical convergence requirements:

1. The porous medium is completely filled by pore fluid and/or CH4 hydrate, with
single-phase flow considered in the entire modeling domain;

2. Deformation of the porous medium (hydrate-bearing sand) is assumed to be negligible
due to the applied confining pressure of 14 to 15 MPa, with the porous medium matrix
being evenly compacted and homogeneous;

3. Thermophysical properties of the aqueous solution do not consider the effects of the
dissolved CH4, as these are negligible for the present study. The dissolved inhibitor (NaCl)
influences neither the molecular structure of the formed CH4 hydrate nor the rate of
hydrate formation, but fluid density, viscosity, heat conductivity and capacity as well as
CH4 solubility, only;

4. CH4 from the supersaturated aqueous phase is directly consumed by equilibrium hydrate
formation without any intermediate phase changes and side reactions;

5. Mobile components contain the aqueous phase with dissolved CH4 and NaCl. All
water-soluble species and liquids are non-volatile at the applied temperature range
(0–25 °C) and pressure conditions (ca. 11 MPa).

The simplification of the inhibition effect of NaCl and other salts on hydrate formation is
attributed to the fact that the salt ions bind water molecules, which are then no longer available
for dissolving CH4 molecules in the aqueous phase. Thus, the amount of CH4 available for
hydrate formation is reduced in saline aqueous solutions compared to deionized water, as
presented by Malagar et al. (2019) and literature cited within it. In LARS, the saline fluid is
almost fully saturated with CH4 when it leaves the dissolved CH4 charging vessel (Figure 2.1)
and enters the sample chamber. Due to the continuous flow, CH4 is continuously supplied as
a hydrate former, so that the salting-out effect described above is reduced or even completely
eliminated. Therefore, an instantaneous formation of CH4 hydrate within LARS is observed
when the salinity-corrected p-T condition is met under the equilibrium CH4 hydrate formation
approach.

Numerical Model Verification

The objective of the benchmark study discussed in the following was to verify the coupling
between the CH4 hydrate formation EOS implemented in the present study with the fluid flow
and transport simulator presented by Kempka (2020). For that purpose, the well established
numerical simulator HydrateResSim (Gamwo and Liu, 2010; Moridis et al., 2005a) has been
used as a reference.

Figure 2.3a shows the 1D modeling domain, where the first left element acts as a cooling
boundary at a constant temperature of 4 °C under the assumption of the presence of a negligible
amount of hydrate nucleation. The pore space of all other elements is filled with CH4-saturated
water at an initial temperature of 16 °C. At the impermeable cooling boundary, heat exchange is
allowed between it and its neighboring element. Figure 2.3b plots the T-dependent CH4 solubility
in water in the presence of hydrate (blue solid curve) derived from the equilibrium pressure and
that at a constant pressure of 11 MPa without the presence of hydrate (dashed curve). With the
reducing temperature of the inner modeling domain induced by the left cooling boundary, CH4
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solubility is decreased by up to approximately 52% of the initial CH4 concentration in all other
elements (Figure 2.3a), as indicated by the black arrow line in Figure 2.3b.

Figure 2.3: (a) The 1D benchmark used for verification of the implemented numerical
modeling framework (TplusH); (b) curves of CH4 solubility in water in the presence of
hydrate (solid curve, derived from the equilibrium pressure) and without the presence of
hydrate (dashed curve, computed by the fixed pressure); (c) comparison of temperature
distributions along the model length, computed by TplusH and compared against those
produced by HydrateResSim (HRS); (d) comparison of hydrate saturation (Sh) and CH4
concentration in fluid (CCH4) at the right boundary, computed by TplusH against those
produced by HRS.

The supersaturated dissolved CH4 is instantly consumed by hydrate formation as the
water temperature drops from 16 °C (blue dot) to 4 °C (green dot) during 50 days of simulation.
Additionally, Figure 2.3c shows the temperature distribution in the model at simulation times
of 0.1, 1, 3, 5, 10, and 50 days. Figure 2.3d presents the temporal evolution of the dissolved
CH4 concentration (CCH4) and CH4 hydrate saturation (Sh) at the right boundary for 50 days of
simulation time as computed by TplusH and HRS.

Overall, the maximum relative deviation between the main simulation results, i.e.,
temperature, Sh and CCH4, calculated by TplusH and HRS is < 0.5%. The main reasons for
the deviations are attributed to the application of different equations of state, as well as the
distinct realization for the same initial and boundary conditions in both simulators (i.e., the
cooling boundary is implemented as an element with infinite volume in HRS, whereas it is a
finite volume element in TplusH). Further, additional error sources for these deviations may be
attributed to the application of different temporal and spatial discretization schemes. Following
the results of this benchmark, the TplusH simulation results show a similarly high accuracy, so we
conclude that our code is capable of addressing the main objective of the study: the simulation
of the hydrate formation experiment undertaken in LARS as discussed in the following section.
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2.2.3 Model Implementation to Reproduce the LARS Experiments
Following the successful model verification, TplusH is calibrated using the experimental

LARS data. For that purpose, temperature profiles determined by the installed RTDs and
spatial hydrate saturations derived from geophysical monitoring as well as fluid sampling were
reproduced numerically.

Model Geometry

Figure 2.4b shows the geometry and dimensions (1.3 m × 0.24 m × 0.24 m) of the
implemented model, consisting of a cuboid containing a quarter of the LARS cylindrical sample
chamber (height 1.28 m, radius 0.23 m) under the assumption of symmetry in both lateral
directions. The top boundary represents the porous filter plate used to redistribute the inflowing
fluid at the inlet into a surficial flux, with a source term marked by the red square in Figure 2.4a,
derived from the assumption of partial clogging of the filter plate by hydrate and sand. The
thicknesses of the inlet and outlet layers are both 0.01 m. In total, the entire 3D domain contains
24× 24× 130 = 74, 880 elements, whereby each cubic element has a volume of 1 cm3.

Figure 2.4: Simulation domain with numerical grid employed for the numerical simulations
of the LARS experiment: (a) grid and inlet boundary geometry (porous filter plate at the
top) with cooling boundary outside the neoprene jacket; (b) model geometry of the sample
chamber and cooling boundary with the outlet layer at bottom (not to scale).

Initial and Boundary Conditions

The initially homogeneous thermophysical properties of the porous medium in LARS
change with the increase in Sh, i.e., effective porosity and permeability as well as effective heat
conductivity of the immobile components decrease. The sampled Sh,bulk exceeded 89% and the
local Sh observed by ERT reached ca. 94.2% at the end of the hydrate formation experiment,
while the minimum local effective permeability calculated by the Carman–Kozeny relation
(Equation 2.14) was 28.8 mDarcy (Priegnitz et al., 2015). In contrast to the ERT observations,
the measured effective permeability was 2 mDarcy (Heeschen et al., 2020) at the final stage,
maintained by a local Sh of 97.5% and residual pore fluid saturation of 2.5%. Applicable
thermophysical properties for the porous medium in LARS were determined using an iterative
matching approach and are summarized in Table 2.3.

Only limited information is provided in the description of the hydrate formation
experiment in Priegnitz et al. (2015), comprising the estimated temperature ranges of the fluid
at the inlet and the surrounding coolants as well as the average Sh,bulk accumulation rates (ca.
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Table 2.3: Thermophysical properties of the porous medium and related components in
LARS.

Parameters Value Unit Reference

Intrinsic permeability of porous medium 500 Darcy Heeschen et al. (2016)
Intrinsic porosity of porous medium 0.35 - Heeschen et al. (2016)
Salinity of pore fluid 5 kg m−3 Heeschen et al. (2016)
Initial pore pressure 11 MPa Priegnitz et al. (2015)
Density of quartz sand 2650 kg m−3 Yin et al. (2018b)
Thermal conductivity of wet sand 2.36 W m−1 K−1 Smits et al. (2010)
Thermal conductivity of CH4 hydrate 0.68 W m−1 K−1 Huang et al. (2005)
Specific heat of quartz sand 830 J kg−1 K−1 Waite et al. (2009)
Specific heat of CH4 hydrate 2100 J kg−1 K−1 Waite et al. (2009)
Diffusion coefficient 1.3× 10−9 m2 s−1 Assumed
Density of inhibitor (NaCl) 2160 kg m−3 Moridis et al. (2005a)
Compressibility of porous medium 1.0× 10−10 Pa−1 Assumed

2% per day). Other data required for model parametrization, such as the average inlet fluid rate
(ca. 80 L per day), were derived from experimental records of an identical experiment. As the
actual fluid temperature after passing through the porous filter plate was not determined in
the laboratory study, it was estimated from the provided temperature thresholds (13.6–16 °C).
Hereby, the lower limit was chosen to ensure that the inflowing brine temperature remains
above hydrate stability conditions (ca. 13.6 °C) at the given pressures. The evaluated upper
temperature limit (ca. 16 °C) was determined based on a measurement in the dissolved CH4

charging vessel undertaken at the start of the experiment.

Table 2.4: Main variables for determining thermo-physically reasonable initial and boundary
conditions for model calibration.

Variable Range Precision Unit

Fluid pressure [11, 11.1] ±0.1 MPa
External coolant temperature [3.5, 4.0] ±0.1 °C
Inflowing fluid temperature [13.6, 16] ±1.5 °C

Dissolved CH4 concentration [60, 90] ±10 % of CH4 solubility limit at
given p-T conditions

Initial inflowing fluid rate [50, 100] ±5 Liters per day

Moreover, the pore fluid control system (Figure 2.1) was implemented by means of a
Neumann boundary condition in the numerical model (Figure 2.4a). The coolant circulation
system and the confining chamber were introduced as Dirichlet boundary conditions with
impermeable hydraulic properties, fixed pore pressure, and constant temperature gradient
linearly increasing from the fluid inlet (ca. 3.5 °C) to the outlet (ca. 4.0 °C). The coolant
temperature was measured once at the cooling chamber inlet, and then the coolant was
assumed to be heated gradually by the thermal energy transmitted through the neoprene
jacket from the sediment chamber. The temperature of the recycled coolant was determined
once before entering the heat exchanger (Figure 2.1) at less than 4.0 °C. The main variables used
to determine thermo-physically reasonable initial and boundary conditions, implemented for
model calibration by means of an iterative history-matching procedure, are summarized in
Table 2.4.
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2.3 Results and Discussion
One multistage CH4 hydrate formation experiment was chosen for the following

model validation as indicated in Figure 2.2. This experiment is also referenced as “LARS
RUN2” (Priegnitz et al., 2015) in the research on spatial Sh characterization by ERT as well as
“experiment A” (Heeschen et al., 2016) in the investigation of gas production triggered by a
multistage depressurization scheme. The temporal evolution of temperature profiles recorded
at twelve RTDs is compared with the simulation results for model calibration. Hereby, the
location of the temperature sensors was accordingly calibrated, and thus revised as discussed
in Section 2.3.1. After calibration, the model was validated by comparison of the temporal and
spatial evolution of the simulated and observed hydrate saturations presented in Section 2.3.3.
An overview of the experimental temperature evolution and numerical predictions at an early
period of the hydrate formation experiment is shown in Figure 2.5.

Figure 2.5: Overview of temperature evolution during 90 h of hydrate formation: comparison
of observed temperatures at the RTDs T0–T5 (a) together with T6–T9, T11, and T12, (c)
with the TplusH simulation results (dashed) obtained by revising the RTD locations in the
numerical model; the equilibrium line Teq identifies the CH4 hydrate stability temperature of
13.6 °C at the given pressure and salinity; (b) schematic of the revised RTD locations within
LARS (not to scale). LARS T0–T12 data were adapted from the CH4 hydrate formation
experiment conducted by Priegnitz et al. (2015).

2.3.1 Model Calibration
Model Calibration by Comparison of Simulated and Observed Temperature
Evolution Profiles

The experiment and simulation started with the circulation of the CH4-saturated brine
sourced from the gas-charging vessel (Figure 2.1), defined as hour zero of the experimental
time in Figure 2.5. Before hour zero, the hydrate-bearing sand is assumed to be filled with
a negligible amount of hydrate crystals, and the porous filter plate is partially clogged by a
mixture of hydrate and sand. Stage I is regarded as the most representative period of the hydrate
formation experiment, considering that each period is influenced by different effects discussed
in the following.

As outlined in Figure 2.2, Stage I has been divided into two Substages (I-1 and I-2) due
to the occurrence of an unexpected discontinuity in the provision of the warm CH4-rich fluid
during the time period 33.4 to 47.5 h (Table 2.6). After the fluid flow interruption, the warm
CH4-rich fluid re-entered LARS from hour 47.5 on, until the pumping system was shut down
12.5 h later for ERT measurements to be taken at hour 90. Considering the uncertainties related
to the manual temperature and rate control of the injected fluid, data in Figures 2.2 and 2.5
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suggest that the inlet fluid parameters were occasionally not fully maintained according to the
experimental plan.

The earliest rapid temperature increase was captured at RTD T0, with the shortest distance
to the fluid inlet, and the peak temperature (slightly below 14.5 °C) was recorded by RTD T1
during Stage I-1 (Figure 2.5a). The simulated warm and CH4-rich fluid reached T1, T2, and T3
at almost the same time, whereas the measured temperature front arrival delay between RTD
T0 and T1 was about 2 h. In contrast to the respective experimental results, the numerically
predicted arrival time of the elevated temperature front between T0 and T1 is over 0.8 h, and
those between T1 and T2 as well as T3 are approximately 1.2 h, as the distances of T2 and T3 to
the fluid inlet are identical.

RTD T0 was expected to record the highest temperatures during the entire experiment
duration, because the inflowing warm fluid should reach RTD T0 first under the assumption of a
homogeneous porous medium. However, the temperature curve at T0 barely reached 12.5 °C at
the beginning, and then it gradually declined to about 10.8 °C after 4 h. The highest temperature
reading at RTD T1 was more than 3 °C higher compared to the corresponding simulated one
at T0 in Stage I-1. This anomalous behavior did not occur during the remaining experiment,
where the numerical predictions at the T1 location were in line with the observed temperatures.
Despite the possibility of instrumental failures and spatial displacement of RTDs during their
installation, it is reasonable to assume that the region near RTD T0 had a higher CH4 hydrate
saturation than that obtained from the simulations. The region near RTD T1 was assumed to
have a lower CH4 hydrate saturation than the simulated one, and thus more inflowing warm
water was redistributed from the area near sensor T0 to the location of T1. This may be explained
by a considerable amount of hydrate being present at the top of the sample chamber before hour
zero of the experiment, resulting in RTD T0 being coated or surrounded by hydrate much earlier
than in our simulation.

The simulated temperatures obtained for the RTD positions T2–T6, T8, T11, and T12 match
very well with their corresponding observations (Figure 2.5). Additionally, the general tendency
of the simulated temperatures at RTDs T3, T7, and T9 is consistent with the observations, even
though it shows maximum deviations of 8% during the time period of 10 to 33 h.

Calibration of RTD Locations

RTD locations in the model were adjusted to calibrate the simulated temperatures by
the observed ones. For the simulation results presented in Figure 2.5, the obtained numerical
predictions were not extracted from the exact coordinates plotted in Table 2.2, because (1) the
RTDs’ actual spatial detection range as well as pressure and flow rate sensitivity regarding its
measurement accuracy are unknown; (2) it is very likely that unquantifiable deformation has
been introduced during the installation of the sample chamber when it was hoisted for mounting
into the pressure vessel; (3) further immeasurable deformation may occur during compaction
of the sediment sample when the confining pressure is initially applied; (4) inevitable position
deviation may emerge during the manual installation of the temperature sensors onto the
reserved holes of the plastic frame.

To improve the match between the simulated and experimental data, the spatial RTD
positions have been adopted within a range of 0.01 m (region close to sample chamber top) to
0.04 m (region close to sample chamber bottom), except for RTD T12 (Table 2.5). This noticeable
deviation of the revised location of RTD T12 may be attributed to the heterogeneity introduced
by local compactions of the hydrate-bearing sand during the installation of the counter-current
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heat-exchange reactor (Schicks et al., 2013; Schicks et al., 2011) in the experimental setup
(Figure 2.5b).

Table 2.5: Revised locations of the RTDs deployed in LARS.

T0 T1 T2 T3 T4 T5

Revised location (m)
(radius, height) (0.18, 1.27) (0.14, 1.2) (0.02, 1.05) (0.15, 1.07) (0.13, 0.84) (0.14, 0.6)

Displacement of
relocation (m) 0.03 0.01 0.008 0.02 0.016 0.013

T6 T7 T8 T9 T11 T12

Revised location (m)
(radius, height) (0.13, 0.6) (0.14, 0.44) (0.07, 0.43) (0.03, 0.44) (0.18, 0.43) (0.08, 0.34)

Displacement of
relocation (m) 0.028 0.018 0.028 0.036 0.032 0.085

In summary, data in Figure 2.5 show that the majority of the simulated temperatures are
in very good agreement with the observed ones, excluding a few RTDs positioned close to the
sample chamber boundaries. Consequently, the applied numerical model has been successfully
calibrated using the temperatures recorded at the RTDs.

2.3.2 Model Calibration and Validation
By implementing the previously introduced initial and boundary conditions within the

bandwidths listed in Table 2.4, the best-fit combinations with minimum deviation from the
observations were obtained from the model calibration based on Stage I results in the previous
section. Subsequently, further model calibration based on Stages II and III was achieved via
an iterative history-matching procedure. As a result, the model parametrization was revised
accordingly (Table 2.6). As shown in Figure 2.2 and Table 2.6, the CH4-loaded brine inflow
periods are represented by Substages I-1-1, I-2-1, II-1, and III-1, with the rest of the experimental
duration determined by brine inflow suspension periods.

Table 2.6: Main parameters of the initial and boundary conditions employed in the
simulation study on the CH4 hydrate formation experiment performed in LARS (see
Figure 2.2 for the division of Substages).

Substage Interval (hours) Inflowing fluid
temperature (°C)

Inflowing fluid
rates (L/Day) CCH4 (kg m−3)

I-1-1 0–0.8–33.4 13.6 97.0 0–2.69

I-1-2 33.4–47.5 - - -

I-2-1 47.5–48.5–60 12.5 64.7 1.2–2.41

I-2-2 60–95.3 - - -

II-1 95.3–97–144.5–153.2 13.8 56.7–55.9–56.7 1.2–2.55–2.41

II-2 97–193.5 - - -

III-1
193.5–195–215–249
–265–282–310.5–314
–333.8–335

14.5–14.3–14.3–14.5
–14–14.5–16–15.5
–15.5

76.8–76.8–68.3–52.7
–49.8–46.1–58.5
–57.6–59.5

1.2–2.03–2.01–2.03
–2.01–1.96–1.89–1.93
–1.20

III-2 335–360 - - -
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Model Calibration via Comparison of the Temporal Evolution of Simulated and
Observed Temperature Profiles

During the LARS experiment and simulation, contribution to the temperature increment
within the sample chamber is made by the combined effect of inflowing warmer CH4-loaded
fluid and the latent heat released from hydrate formation. Generally, the heat release
of hydrate formation is ca. 54.4 kJ (mol CH4)−1, according to Gupta et al. (2008). As
reported by Waite and Spangenberg (2013), given a small dissolved CH4 consumption rate,
the temperature increment is limited to < 0.5 °C even under the assumption that the components
present in each element instantaneously absorb all released heat. However, the forming hydrate
would gradually fill the available pore space in at least 200 h (Figure 2.7a,b), so that the
contribution to temperature increment from the inflowing warmer CH4-rich fluid is an order of
magnitude higher than that from hydrate formation.

Figure 2.6: Observed and simulated temperature evolution during the 360-hour hydrate
formation experiment at RTDs T0–T5 (a) together with T6–T9, T11, and T12; (b) based on
the revised RTD locations (cf. Figure 2.5b and Table 2.5). LARS T0–T12 are modified from
experimental data obtained by Priegnitz et al. (2015).

From 50 h on (Figure 2.6a), the measured and simulated peak temperatures are always
observed at RTD T2. This shows that the temperature increment contributed by warm fluid in
the vicinity of RTDs T0, T1, and T3 is less than that in Stage I-1 due to the local permeability
decrease induced by hydrate accumulation. In contrast, warmer fluid flowed along T2 via the
center of the sample, where permeability was much higher than at the nearby model boundary.
This phenomenon indicates that a high permeable flow channel existed along the central axis
of the model geometry near T2. Consequently, CH4 hydrate is primarily formed at the model
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boundary close to T0, T1, and T3, where the temperature is determined by external cooling in
contrast to the conditions in the vicinity of T2.

Moreover, the vertical distance sequence of the RTDs in the upper sediment was
T0 < T1 < T3 < T4 (sorted from top to bottom), whereas the observed temperature sequence
was T1 > T0 > T3 > T4 (sorted from high to low temperatures) in Stages I-1, I-2, and II-1. The
observed temperature sequence then changed to T1 > T3 > T0 > T4 at the early period of Stage
III-1 and ended with T3 > T0 > T1 > T4 afterwards (Figure 2.6a). This phenomenon confirms
the previous explanation that the warm inflowing fluid was redirected to RTD T1 at the start
of the experiment due to pre-existing hydrate in the region of RTD T0. Moreover, hydrate was
constantly amassed around RTD T1 until almost full hydrate saturation was achieved before
Stage III. The redistributed warmer and CH4-rich inflowing fluid then advanced to the region
around RTD T3, and thus the observed temperature at RTD T1 became lower than that at RTD
T0, due to its longer distance to the fluid inlet at the top.

Figure 2.7: Model validation by: (1) comparison of the simulated hydrate saturation (Sh)
distributions (a) against those measured by ERT (b) at experimental times of 0, 90, 190,
and 360 h (Priegnitz et al., 2015); (2) comparison of the temporal evolution of simulated
Sh,bulk (a) against the ERT-measured and pore fluid sampled ones (Priegnitz et al., 2015)
(b) over selected experimental and simulation times; (3) comparison of the simulated spatial
hydraulic permeability distributions (c) against ERT measurements (d) over the selected
experiment and simulation times, modified from Priegnitz et al. (2015).

However, the numerically predicted temperature sequence for the revised RTD positions
maintains T0 > T1 > T3 > T4 (sorted from high to low temperatures) until the end of Stage II-1,
complying with the aforementioned distance relation. In Stage III-1, the temperature sequence
changes to T0 > T1 > T4 > T3, showing that the warmer inflowing fluid was redirected to T4
when the nearby region of T3 was occupied by hydrate. Hereby, the nearby regions of T0 and
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T1 were not saturated with hydrate at the end of Stage III, as illustrated in Figure 2.7a. These
findings further support the hypothesis that hydrate must have been present near RTDs T0 and
T1 at the start of the experiment.

In Stage II-1, similar temperature changes are observed at T0, T1, and T3, whose simulated
temperatures gradually drop by 0.6 to 1.0 °C. However, a reverse temperature change is observed
during the same period at T4, whose simulated temperature steadily increases by approximately
1.1 °C (Figure 2.6a). This phenomenon indicates that the inflowing warm CH4-loaded fluid was
redirected from the nearby regions of lower permeability (T0, T1, and T3) to those around T4
with higher permeability. In addition, the simulated temperature development at T4 reflects
that the hydrate formation process successively generated heat in the region around T4. This
causes the simulated temperature at T4 to deviate from the corresponding observations by up to
13% during the experimental time period of 140 to 160 h.

During Stage III, the most noticeable difference between the simulated and observed
temperatures is found at T3 with a maximum deviation of 40% during the time period from 220
to 310 h (Figure 2.6a). In this period, the region around T3 exhibits a decreasing permeability
with the continuous accumulation of hydrate, as illustrated in Figure 2.7c,d. Considering
these deviations at the RTD at the sample top near the neoprene jacket, the influence of a
buffer layer (Dong et al., 2018; Hu et al., 2017; Sell et al., 2016; Wetzel et al., 2021) is expected.
Although digital rock modeling (Hu et al., 2017) of the hydrate-bearing sample (Dong et al., 2018;
Sell et al., 2016) is beyond the scope of the present study, the buffer layer of the unconsolidated
sample built by gravity-driven sedimentation (Wetzel et al., 2021) is relevant to this study.

The latter indicates that the hydro-physical properties of the interface between the
hydrate-bearing sand and the neoprene jacket as well as surrounding metal structures (the
porous filter plates and the counter-current heat-exchange reactor) were probably influenced by
the buffer layer. As a result, remarkably high porosities and one order of magnitude higher local
permeabilities were observed at these locations (Wetzel et al., 2021). Consequently, a certain
amount of warmer inflowing fluid migrated downwards along this high-permeable outer layer
to reach RTD T3, supplying extra heat and increasing the observed temperatures at RTD T3
beyond the corresponding numerical predictions.

A substantial difference between the temperature evolution at the RTDs in the upper
sample (T0–T4) and those in the lower one (T5–T9, T11, and T12) becomes obvious from
Figure 2.6. The simulated and observed temperatures in the upper sample are higher than
those in the lower one by more than 2 °C before Stage III. This shows that the temperature of
the downward-flowing warm CH4-loaded fluid is substantially reduced after passing RTDs
T0–T4, whereby some amount of the initially dissolved CH4 is consumed by hydrate formation,
accompanied by the release of latent heat. Consequently, the highest hydrate accumulations
occur in the upper sample according to the simulations and ERT measurements plotted in
Figure 2.7a and b, respectively.

Although the distance from the fluid inlet to RTD T12 is farther than that to RTD T11,
the lowest monitored and simulated temperatures are always observed at T11 rather than at
T12. For the boundary region around T11, the heat transmitted from the inflowing fluid is
superimposed by the external heat sink. In comparison, T12 is located in the aforementioned
warm fluid flow channel, where the thermal conditions are contrary to those observed in the
region near T11. Moreover, similar simulated and observed temperature change characteristics
did not only exist at RTDs T8 and T9 within the warm fluid flow path, but also at RTDs T5
and T6 near the buffer layer. The same temperature change characteristics are also present for
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the observed and simulated results at RTDs T7 and T12. Despite their maximum deviations
extending to up to 9% for the time period of 140 to 160 h, simulated temperatures in the lower
sample (T5–T9, T11, and T12) matched well with the corresponding observations after Stage I
(cf. Figure 2.6).

Model Validation by Comparison of the Temporal and Spatial Evolution of
Simulated and Observed Hydrate Saturation

The evolution of spatial hydrate saturation and hydraulic permeability distributions can
be described by the numerical simulations and ERT observations, separately. At hour zero in
Figures 2.7b and 2.8b, Sh,bulk > 7.2% was determined by ERT Priegnitz et al., 2015. At the end
of Stage I (90 h), it is indicated by the simulation results that the majority of formed hydrate
was accumulated under the bottom of the top porous filter plate and distributed along the
warm-cool fluid interface present at 1.3–0.65 m of the specimen height. Moreover, the simulated
Sh,bulk reaches 9.0% (Figure 2.7a), showing good agreement with the pore fluid sampling data
(10%), disregarding the deviation to Sh,bulk of 20.4% determined from ERT measurements (90 h
in Figure 2.7b).

Figure 2.8: Observed and simulated bulk permeability alongside with the bulk hydrate
saturation (Sh,bulk) evolution during the hydrate formation experiment: (a) comparison
of the simulated volume-averaged permeability with the numerically inversed ERT
results (Priegnitz et al., 2015), the Carman–Kozeny relation as a function of Sh,bulk,
and the bulk permeability (blue dot) determined by hydraulic testing at the end of
experiment (Priegnitz et al., 2015); (b) comparison of the simulated Sh,bulk against the
sampled and ERT-measured ones, modified from Priegnitz et al. (2015).

In Stage II, hydrate formation mainly occurred at 1.3–0.95 m of the specimen height, as
shown for 190 h in Figure 2.7a,b. Furthermore, the maximum simulated Sh increased to 97% and
the simulated Sh,bulk to approximately 18.9% simultaneously, which closely matches with the
fluid sampling result (21%) at 190 h. Subsequently, the front of accumulated hydrate advanced
to 0.95–0.65 m of the specimen height, indicating a similar hydrate distribution pattern to the
ERT-measured findings (cf. 360 h in Figure 2.7a,b). Finally, the simulated Sh,bulk increased to
about 30.1%, and is thus almost identical with the corresponding Sh,bulk of 31% determined by
fluid sampling at the end of Stage III. Despite the relative error of the ERT-measured Sh,bulk, it
has been confirmed that hydrate initially formed at the top of the specimen, and then the front
of hydrate formation advanced to the specimen center along the neoprene jacket.

In Figure 2.7a,b, the Sh observed by ERT and simulated are virtually zero at the bottom
and top of LARS. At the top region near the inlet of LARS, the p-T conditions of the inflowing
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CH4-loaded fluid are outside of the CH4 hydrate stability range. These conditions were chosen
to avoid undesired blockages by intensive hydrate formation at the inlet. As the fluid flows
through the sandy sample, it cools and eventually meets the CH4 hydrate stability conditions,
whereby the excess CH4 is completely consumed. When the fluid flows to the bottom of the
sandy sample, it is undersaturated with CH4, so that CH4 hydrate can no longer form despite
matching the suitable p-T conditions.

The Carman–Kozeny Equation (2.14) shows that the bulk permeability is a function of
Sh,bulk, as the predefined initial permeability is constant (Table 2.3). Accordingly, the change in
local permeability reflects the variation of Sh. At hour zero of the experiment (Figure 2.7d), a
slightly heterogeneously distributed permeability was observed in a range of 300 to 500 Darcy.
Subsequently, accumulating hydrate reduced hydraulic permeability in the upper part of
specimen. Some warmer CH4-loaded brine advanced along the neoprene jacket, and a small
amount migrated along the aforementioned buffer layer. Moreover, the electrical resistivity
of the relevant region was appreciably increased (Spangenberg et al., 2014). On account of
the constantly increasing hydrate accumulation, the permeability of the affected region was
thus declining until 360 h. Finally, the minimum simulated local permeability is 2.1 mDarcy
(Figure 2.7c) and identical to the hydraulic test results (2 mDarcy) represented by the blue dot in
Figure 2.8a.

Overall, the simulation results confirm that ERT successfully monitored the spatial hydrate
distribution within the specimen, and the volume-averaged Sh,bulk was estimated at high
precision by pore fluid sampling in previous laboratory studies (Priegnitz et al., 2015).

2.3.3 Uncertainties of Critical Parameters in the Experimental Study
Initially, several essential details were collected to determine practical ranges of input

parameters (Table 2.4) and establish an equivalent geometrical model for calibration (Figure 2.4).
The optimized input parameters were then determined by a history-matching procedure during
model calibration, and the documented initial and boundary conditions were revised (Tables 2.5
and 2.6). Additionally, the exact locations of RTDs could not be derived by any measurement
method once the sample chamber was filled with quartz sand. Thus, these had to be estimated
iteratively in the present study (Table 2.5).

There are further uncertainties similar to those noted above. For instance, the initial
intrinsic permeability of the specimen was too high and out of the measurement range of
the experimental setup, thus it could exclusively be estimated empirically from porosity and
grain size distribution. However, the final bulk permeability could be measured at the end of
the hydrate formation experiment by a hydraulic test (Priegnitz et al., 2015), whose result is
illustrated in Figure 2.8a. In addition to this, the boundary condition for the inflowing fluid
became time-dependent, caused by the hydrate potentially forming inside the porous filter
plate. Furthermore, some critical variables required for the presented simulation study were
exclusively measured at the onset of the hydrate formation study, e.g., the external cooling and
inflowing fluid temperatures as well as the dissolved CH4 concentration in the inflowing fluid.
Despite these uncertainties, most of them can be prevented or eliminated in future experimental
designs by optimizing the execution of the experimental planning.

With regard to the uncertainties in the estimation of the initial permeability and Sh,bulk, the
initial interpretation of Figure 2.8 was given in a previous study (Priegnitz et al., 2015). However,
the remarkable differences between hydrate saturations derived from ERT measurements, pore
fluid conductivity measurements, and simulation are still worth noting and require further
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analysis. Figure 2.8b demonstrates that the simulation curve increases in the form of multiple
steps, which is inconsistent with the simple linear growth pattern determined by pore fluid
sampling and ERT measurements. It can be explained by the artificial acquisition intervals of
experimental data being much larger than those in the numerical simulations. For example, the
pore fluid sampling for pore fluid conductivity measurements was undertaken on a daily basis,
whereas ERT measurements were only made at the end of each formation stage. Hence, these
cannot characterize the detailed transition during hydrate accumulation.

Theoretically, the remarkable contrasts in electrical resistivities between the coexisting
pore-filling components (pore fluid and hydrate) granted hydrate to be distinguished from
the pore fluid and localized even at low Sh (Priegnitz et al., 2015), as hydrate is electrically
non-conductive. However, it should be noted that the most significant deviation of the
ERT-measured Sh,bulk (ca. 7.2%) from the corresponding simulated and sampled Sh,bulk (0%) was
observed at the onset of the experiment (hour zero) in Figure 2.8b. This is attributed to the initial
assumption and relevant post-processing routine for the conversion of electrical resistivity into
Sh (Priegnitz et al., 2015). Hereafter, the difference in hydrate content from ERT and pore fluid
electrical resistivity becomes less notable as the hydrate saturation increases, particularly at
Sh,bulk > 65%, when the sampled Sh,bulk finally agrees with the ERT-observed one. Eventually, the
ERT-observed Sh,bulk resulted in a notable deviation of more than 10% from the corresponding
sampled Sh,bulk (ca. 89%) in Figure 2.8b.

The ERT measurements provided useful information regarding the location where hydrate
started to form and how its distribution generally changed with time, which helped to adjust
the way the experiment was conducted. However, the upper and lower 0.15 m of the sample
chamber are not covered with electrodes, and the ERT is not able to capture effects close to
the top and bottom steel closures with the fluid in- and outlets. In addition, the resolution
of the ERT method is limited, and small-scale accumulations of hydrate with only little
effect on electrical resistivity might not be recognized. Furthermore, the inversion process
of converting the resistance measurements on the sample surface into a 3D electrical resistivity
distribution is not unique (as for all potential methods). The transformation of electrical
resistivity into Sh relies on an empirical rock-physical model, without any specific calibration
for hydrates (Priegnitz et al., 2013; Priegnitz et al., 2015). This further explains the observed
discrepancies in the numerical modeling.

2.4 Summary and Conclusions
The present study numerically reproduced a previously conducted multi-stage CH4

hydrate formation experiment. The effectiveness and accuracy of the developed coupled
numerical framework have been evaluated and demonstrated by a benchmark and comparisons
to the experimental observations. Consequently, the key parameters and an optimum
combination of initial and boundary conditions were determined. Our findings allow for
the following conclusions:

1. The general consistency of the experimental observations with the simulation results
proves that the employed equilibrium CH4 hydrate formation model can represent
the main processes of hydrate formation in LARS. The equilibrium reaction model is
a practicable alternative to kinetic approaches at the macro-scale (vessel volume > 0.2 m3)
given the application of the “dissolved-gas” method. In contrast, kinetic reaction
approaches tend to be irreplaceable for modeling hydrate formation by other methods,
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because their CH4 hydrate growth rates are orders of magnitude faster than that of the
“dissolved-gas” method.

2. The deviations among the experimental observations (i.e., continuously recorded
temperature profiles, periodically gathered Sh,bulk, and ERT-tomography derived spatial
Sh distributions) and the corresponding numerical predictions were minimized through
an iterative optimization procedure. It has been indicated that the combination of the
thermal properties of inflowing CH4-loaded fluid and the hydrate-bearing sand determine
the spatial distribution of hydrate accumulations.

3. The presented spatial Sh distribution illustrates a heterogeneous accumulation within the
hydrate-bearing sand at an early experimental period when Sh,bulk < 30%, with the feature
becoming less prominent until Sh,bulk > 80%.

4. In the LARS hydrate formation experiment, a relatively large temperature gradient (ca.
10 °C/0.23 m) is generated between the inflow of warm brine and its surrounding coolants,
leading to a heterogeneous hydrate distribution. In contrast, the sub-permafrost and
sub-seafloor geothermal gradients in natural settings are substantially lower (3 °C/100 m)
and steady for long time periods (Majorowicz et al., 1990), causing a lower and almost
constant dissolved CH4 concentration gradient in the saline fluid. Therefore, relatively
uniformly distributed Sh were found within the NGH intervals with ignorable lateral
variations at the Mallik site. These NGH accumulation intervals could be simplified as
CH4 hydrate layers formed via the continuous supply of dissolved CH4, migrating through
the up-dip natural faults in the Canadian Beaufort-Mackenzie Basin region.

The proposed numerical framework can be utilized to improve experimental designs
and optimize post-processing workflows of monitoring data. Thereby it could contribute to
calibrating the advanced geophysical identification techniques and investigate dynamic hydrate
accumulation processes in water-dominated geological settings at the field scale.
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2.5 Appendix

2.5.1 Governing Equations for Fluid Flow, Heat and Chemical
Species Transport

The continuity equation for the mobile components in the fluid flow and transport
simulator (Kempka, 2020) is represented by

ρ f ((1− ϕ)α + ϕβ) ∂P
∂t
= −ρ f∇Ð→v +W. (2.2)

In Equation 3.1, ϕ is the effective porosity of porous medium (hydrate-bearing sand); P
stands for the pore fluid pressure; and α and β are the compressibilities of porous medium and
fluid, respectively. Source/sink terms are represented by W.

The velocity of mobile components,Ð→v , is defined to obey the single-phase Darcy’s Law

Ð→v = − k
µ f
(∇P − ρ f

Ð→g ) , (2.3)

where the effective permeability of hydrate-bearing sand is described by k; µ f is dynamic fluid
viscosity andÐ→g is the gravity vector.

The density of the mobile components, ρ f , is expressed as

ρ f = Xwρw +Xmρm +Xiρi, (2.4)

where Xw, Xm, and Xi are the mass fractions of water, dissolved CH4 and inhibitor (NaCl here),
respectively. Accordingly, ρw, ρm, and ρi are the densities of water, dissolved CH4 and inhibitor,
respectively. In particular, the density of dissolved CH4 can be ignored (ρm = 0).

The species transport by diffusion and advection is described by the mass balance
equation (Kempka, 2020):

ϕ
∂C
∂t
= ∇ (ϕD∇C −Ð→v C)+Q. (2.5)

In Equation 3.4, the concentration tensor of each mobile component is stored in the
matrix of C; D represents the diffusion coefficient of mobile components (Fick’s Law), and the
source/sink term is given by Q.

The conductive and convective heat transport is taken into account by the energy balance
equation (Kempka, 2020), written as

((1− ϕ) cprρr + ϕcp f ρ f )
∂T
∂t
= ∇ (λa∇T +Ð→v cp f ρ f T)+H, (2.6)

where cp f is the specific heat capacity of mobile components, and H is the source/sink term.

The average thermal conductivity of immobile and mobile components, λa (W⋅m−1⋅K−1), is
defined as

λa = (1− ϕ)λr + ϕλ f , (2.7)
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where λ f is the thermal conductivity of the mobile components, and the thermal conductivity of
the immobile components, λr, is expressed as

λr =
(1− φ)λs + φShλh

1− ϕ
. (2.8)

In Equation 3.7, λs and λh are thermal conductivities of matrix of hydrate-bearing sand
made of quartz sand and CH4 hydrate, respectively; Sh is the CH4 hydrate saturation of the pore
space in the hydrate-bearing sand.

The specific heat capacity of the immobile components, cpr (J⋅kg−1⋅K−1), is

cpr =
(1− φ) cps + φShcph

1− ϕ
, (2.9)

where cps and cph are specific heat capacities of quartz sand and CH4 hydrate, respectively.

The density of the immobile components, ρr (kg⋅m−3), is

ρr =
(1− φ) ρs + φShρh

1− ϕ
, (2.10)

where ρs and ρh are densities of quartz sand and CH4 hydrate, respectively.

To solve the aforementioned governing equations, additional equations restricting the
behaviour of the related components are required. The conservation relation of mass fractions
of each individual mobile component is

Xw +Xm +Xi = 1, (2.11)

and the saturation summation of each component in the pore space is 1:

Sh + S f = 1. (2.12)

The effective porosity, ϕ, of the hydrate-bearing sand is proposed by Spangenberg (2001) as

ϕ = S f φ, (2.13)

where φ is the intrinsic porosity of the hydrate-bearing sand.

Based on the assumption of pore filling hydrate formation mechanism
(Spangenberg et al., 2014), the effective permeability, k (m2), is assumed to obey the
modified Carman–Kozeny relation (Kleinberg et al., 2003) and is defined as a function of
hydrate saturation; that is

k = κ
(1− Sh)n+2

(1+
√

Sh)
2 . (2.14)

In Equation 2.14, κ is the intrinsic permeability of the hydrate-bearing sand; n is the
linear relation with respect to the hydrate saturation by n = 0.7Sh + 0.3 (Delli and Grozic, 2013;
Priegnitz et al., 2015; Spangenberg, 2001).
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2.5.2 Equations of State for CH4 Hydrate Equilibrium Formation
The dynamic viscosity of aqueous solutions, (Pa⋅s), is given by the equation for pure

water (Nagashima, 1977) with the suitable modification (Phillips, 1981) by the correlation of the
presence of NaCl as inhibitor:

µ f = A exp( 1+ B (T + 273.15)
C (T + 273.15)+D (T + 273.15)2

)
⎛
⎝

3

∑
j=0

ajxi + bT (1− ecxi)
⎞
⎠

. (2.15)

In Equation 2.15, A = 1.2571873 × 10−5, B = −5.8064362 × 10−3, C = 1.1309108 × 10−3,
D = −5.723952× 10−6, a0 = 1.0, a1 = 0.0816, a2 = 0.0122, a3 = 0.000128, b = 0.000629, c = −0.7, and
xi is the NaCl molality of solution.

The density of pure liquid water, ρw (kg⋅m−3), as the function of temperature (Saul and
Wagner, 1989; Wagner and Pruß, 2002) over range 0 to 25 °C in the experimental studies required
pressure region (Table 2.4), is

ρw =
4

∑
j=0

ajT4−j, (2.16)

where a0 = −4.18113085× 10−6, a0 = −4.18113085× 10−6, a2 = −0.0126230251, a3 = −0.0666415017,
and a4 = 1005.21463.

The compressibility (Kell, 1975) of liquid water, β (Pa−1), is represented by the
temperature-dependent function:

β = a
1+ bT

5

∑
j=0

cjT j. (2.17)

In Equation 2.17, a = 1.0 × 10−11, b = 1.967348 × 10−2, c0 = 50.88496, c1 = 0.6163813,
c2 = 1.459187× 10−3, c3 = 2.008438× 10−5, c4 = −5.847727× 10−8, and c5 = 4.10411× 10−10.

The thermal conductivity of fluid (O’Sullivan et al., 1985), λ f (W⋅m−1⋅K−1), is

λ f =
4

∑
j=0

ajTj + P
3

∑
j=0

bjTj + P2
3

∑
j=0

cjTj, (2.18)

where a0 = −0.92247, a1 = 2.8395, a2 = −1.8007, a3 = 0.52577, a4 = −0.07344, b0 = −9.473 × 10−9,
b1 = 2.5186× 10−8, b2 = −2.0012× 10−8, b3 = 5.1536× 10−9, c0 = 1.6563× 10−16, c1 = −3.8929× 10−16,
c2 = 2.9323× 10−16, c3 = −7.1693× 10−17, T0 = 1.0, T1 = 1+ T

273.15 , T2 = T2
1 , T3 = T3

1 , and T4 = T4
1 .

The specific heat capacity of NaCl solution, cp f (J⋅kg−1⋅K−1), is calculated by the
temperature-dependent function for the enthalpy of liquid water (Michaelides, 1981), hw (J⋅kg−1),
with correlation for salt solution (Gudmundsson and Thráinsson, 1989) divided by T; that is

cp f =
∆hw

∆T
, (2.19)

where, hw =
∑3

j=0 AjT j

1+ xi MNacl
+

Bxi∑2
j=0 CjT j+1

1+ xi MNacl
+ xi

3

∑
j=0

2

∑
k=0

aijT jxk
i . (2.20)

In Equation 2.20, A0 = −29.578, A1 = 4.81155, A2 = −4.5137 × 10−3, A3 = 1.2453 × 10−5,
B = 0.004184, C0 = −25.9293, C1 = 50.88496, C2 = −8.3624 × 10−4, a00 = −9633.6, a01 = −4080.0,
a02 = 286.49, a10 = 166.58, a11 = 68.577, a12 = −4.6856, a20 = −0.90963, a21 = −0.36524,
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a22 = 0.0249667, a30 = 0.0017965, a31 = 7.1924× 10−4, a32 = −4.9× 10−5 and the molecular weight
of NaCl, MNacl , is 58.448× 10−3 kg⋅mol−1.

The enthalpy of CH4 hydrate formation reaction (Kamath, 1984; Moridis et al., 2005a),
h∆H (J⋅kg−1), is calculated by

h∆H = a (b − 4.02 (T + 273.15)) , (2.21)

where a = 3.372995× 10−2, and b = 1.3521× 104.

For calculating the CH4 solubility in brine, it is assumed that the amount of dissolved
CH4 concentration is so small that its dissolution in brine can be computed by the Henry’s Law
constant (Battistelli et al., 1997; Gamwo and Liu, 2010; Moridis et al., 2005a). By implementing
polynomial regression fitting to the results in the table of the smoothed Henry’s Law constant
for CH4 in water and brine provided by Cramer (1984), CH4 Henry’s Law constant with the
correlation of the salting-out effect (Battistelli et al., 1997), Hm (MPa), is calculated as

Hm = 10(xi∑5
k=0 bkTk)

9

∑
j=0

ajT(9−j), (2.22)

where a0 = 3.77595983 × 10−17, a1 = −5.55562536 × 10−14, a2 = 3.39179531 × 10−11,
a3 = −1.08734945× 10−8, a4 = 1.85464755× 10−6, a5 = −1.32411649× 10−4, a6 = −2.57983366× 10−3,
a7 = 0.264131301, a8 = 71.0306921, a9 = 2460.04129, b0 = 0.164818, b1 = −1.40166 × 10−3,
b2 = 1.3236× 10−5, b3 = −4.85733× 10−8, b4 = 7.87967× 10−11, and b5 = −5.52586 × 10−14.

The CH4 solubility in brine (Gamwo and Liu, 2010; Moridis et al., 2005a), χm (mol⋅mol−1),
is computed as

χm =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

P
Hm

if Peq > P,
Peq
Hm

otherwise.
(2.23)

Peq (MPa) is the equilibrium pressure of CH4 hydrate (Moridis, 2003) for T > 273.2 K, and
can be expressed as follows:

Peq = exp
⎛
⎝

5

∑
j=0

ajT
j
shi f t
⎞
⎠

, (2.24)

where, a0 = −194138.504464560, a1 = 3310.18213397926, a2 = −22.5540264493806,
a3 = 7.67559117787059× 10−2, a4 = −1.30465829788791 × 10−4, a5 = 8.86065316687571 × 10−8,
and Tshi f t is the temperature of fluid shifted by inhibitors (Makogon, 1997), e.g., NaCl; that is

Tshi f t = (T + 273.15)+∆Tshi f t, (2.25)

where the temperature depression, ∆Tshi f t (°C), induced by NaCl (Moridis, 2003) is

∆Tshi f t =
2.0 ⋅ ln (1− xi)

ln (1− 0.01335) . (2.26)
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Numerical Simulation of Coastal Sub-Permafrost
Gas Hydrate Formation in the Mackenzie Delta,
Canadian Arctic

ABSTRACT
The Mackenzie Delta (MD) is a permafrost-bearing
region along the coasts of the Canadian Arctic
which exhibits high sub-permafrost gas hydrate
(GH) reserves. The GH occurring at the Mallik
site in the MD is dominated by thermogenic
methane (CH4), which migrated from deep
conventional hydrocarbon reservoirs, very likely
through the present fault systems. Therefore, it is
assumed that fluid flow transports dissolved CH4

upward and out of the deeper overpressurized
reservoirs via the existing polygonal fault system
and then forms the GH accumulations in
the Kugmallit–Mackenzie Bay Sequences. We
investigate the feasibility of this mechanism with
a thermo–hydraulic–chemical numerical model,
representing a cross-section of the Mallik site.
We present the first simulations that consider

permafrost formation and thawing, as well as
the formation of GH accumulations sourced from
the upward migrating CH4-rich formation fluid.
The simulation results show that temperature
distribution, as well as the thickness and base
of the ice-bearing permafrost are consistent with
corresponding field observations. The primary
driver for GH distribution is the permeability
of the host sediments. Thus, the hypothesis
on GH formation by dissolved CH4 originating
from deeper geological reservoirs is successfully
validated. Furthermore, our results demonstrate
that the permafrost has been substantially heated
by 0.8–1.3 °C , triggered by the global temperature
increase of about 0.44 °C and further enhanced by
the Arctic Amplification effect at the Mallik site
from the early 1970s to the mid-2000s.

3.1 Introduction

3.1.1 Arctic Permafrost-Associated Gas Hydrates
Gas hydrates (GHs) are ice-like crystals storing enormous quantities of gas molecules

such as methane (CH4), and are possibly found in marine and permafrost-associated sediments,
including gas-free and water-saturated Arctic sands (Boswell, 2009). GHs can form when
favorable p-T conditions are met, and hydrate-forming gas is supplied either in free gas
or supersaturated dissolved form. In Arctic permafrost-associated sediments, a series of
continuously and uniformly distributed GH intervals of high CH4 saturation were observed
in core specimens sampled within the gas hydrate stability zone (GHSZ), as presented by
Dallimore et al. (1999). The specifics of the hydrate-forming CH4 supply (i.e., mass flow and
physical state as well as other involved species) and their transport mechanisms (Wei et al., 2019)
affect the heterogeneous characteristics of GH occurrences (i.e., their thickness and distribution
in the deposit). However, the hydrodynamics of the subsurface system related to fluid flow and
CH4 transport, bridging the pool of deep hydrocarbon gases and shallower GH occurrences,
cannot be intuitively identified (Waghorn et al., 2020; Wei et al., 2022). Therefore, numerical
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simulation is an irreplaceable method to study the hydrodynamics of subsurface systems,
especially for sub-permafrost-associated GH-bearing strata.

Permafrost, with near-surface temperatures below 0 °C for a minimum of two years
(Woo, 2012), widely exists in the Canadian Arctic, and thus also in the Mackenzie Delta
(MD) region. As illustrated by Figure 3.1, high-latitude terrestrial permafrost in general
comprises a seasonally-thawed active layer underlain by perennially-frozen ground, often
accompanied by thick thaw bulbs (taliks) overlain by thermokarst lakes (Frederick and
Buffett, 2014; Ruppel and Kessler, 2017). Three factors mainly control the thermally equilibrated
thickness of the permafrost and subsurface temperature gradient: (1) the mean annual
temperature at the base of the active layer, (2) the thermal conductivity of sediments and
(3) the basal heat flow (Dallimore et al., 2005a). During the recent glacial–interglacial history
and regressive/transgressive marine cycles, permafrost forms or degrades, while the latent
heat of the water–ice phase changes is consumed or released over considerable amounts of
time (Matveeva et al., 2020; Mottaghy and Rath, 2006). In general, permafrost evolution is
accompanied by the formation of permafrost-associated GHs, including the shallow pan-Arctic
continental shelves and coastal plains (Overduin et al., 2019; Shakhova et al., 2010) and the
Qinghai–Tibet Plateau (Zhu et al., 2021). Permafrost and permafrost-associated GHs in the
MD may exist since about 1.0 MaBP. Moreover, the current subsea relict permafrost formed
terrestrially during late Pleistocene low sea-level stands (Majorowicz et al., 2012a). Under
contemporary global warming events, the relict permafrost degradation is continually promoted
(Frederick and Buffett, 2014), whereby thick ice-bonded permafrost may prevent GHs from
contributing greenhouse gases to the global carbon budget (Friedlingstein et al., 2022).

Figure 3.1: Illustration of the GH-associated permafrost lowlands along the Arctic
coastal plain of the Beaufort Sea, according to Chen et al. (2021). A portion of the
plain has been inundated by sea by thawing continental ice sheets at high northern
latitudes. The thermogenic gaseous CH4 migrates along the faults (red dashed lines) from
deeper geological units (i.e., source rock) and accumulates in the upper sequences (e.g.,
Kugmallit–Richards Seq., Seq. = sequence, not to scale), which act as conventional gas
reservoirs. Then, the accumulated CH4 is transported upward into shallower sequences
(e.g., Iperk–Mackenzie Bay Seq.), supporting the formation of GH occurrences.

After experiencing subaerial exposure during glacial episodes, permafrost-associated
GHs (GRID-Arendal, 2020) occur within and below the permafrost and are thus defined as
intra-permafrost and sub-permafrost GHs, respectively. Dallimore and Collett (1995) studied a
sample containing intra-permafrost GHs recovered at a 336.4 m depth within the ice-bonded
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permafrost near the Taglu gas accumulation in the MD, which proved intra-permafrost GH
occurrence for the first time. Although the source gas composition of GH-bearing sediments
varies, the CH4 source of intra-permafrost GHs is likely derived from the degradation of in
situ organic matter by microbial activity (methanogenesis) at low temperatures (Dallimore and
Collett, 1995). Instead, the primary source of sub-permafrost GH accumulations is CH4 migrating
from deep conventional hydrocarbon deposits through specific tectonic features (i.e., faults)
(Waghorn et al., 2020) acting as fluid flow pathways. This hydrate-forming source gas originates
from the deeper sedimentary sequences (source rocks of feed gas) and has been formed by
thermogenic activities (Lorenson et al., 2005; Lorenson et al., 1999), such as thermal cracking
(Taladay et al., 2017). Thermogenic CH4 has not only been found within Arctic circumpolar
GH accumulations in the Beaufort Sea and Russia (Ruppel and Kessler, 2017), but also at the
thermogenic basins lying between upper continental slopes and deep water sags, such as the
Gulf of Mexico (Johnson et al., 2022) and the South China Sea (Qin et al., 2020; Ye et al., 2020).

3.1.2 Review of Numerical Studies on the Spatial-Temporal
Evolution of Permafrost and Permafrost-Associated GHs in
the Mackenzie-Beaufort Region

Present knowledge on the paleo-evolution of permafrost is mostly based on
numerical experiments with the implementation of simple 1D and 2D geothermal models
(Majorowicz et al., 2012a; Majorowicz et al., 2012b; Majorowicz et al., 2015; Overduin et al., 2019;
Taylor et al., 2013; Taylor et al., 2008), considering thermal effects to describe the ice–water
phase transition (i.e., latent heat). Recently, Frederick and Buffett (2014) established a more
sophisticated multiphase fluid flow model to investigate the role of taliks as a potential pathway
for gaseous CH4 venting and predicted the degradation of Arctic permafrost-associated GH
reservoirs in terms of their contribution to the global CH4 budget (Frederick and Buffett, 2014).
Additionally, they employed their models to verify if submarine groundwater discharge laterally
transports dissolved CH4 to the Mackenzie–Beaufort (MB) shelf to form GHs (Frederick and
Buffett, 2015; Frederick and Buffett, 2016).

Using the numerical simulator TEMP/W (GEO-SLOPE International Ltd., 2014),
Taylor et al. (2008) established several 1D geothermal models to compare the sensitivity of
relict permafrost and subsea GHs to climate change. Taylor et al. (2013) further employed a 2D
geothermal model to study the permafrost history under the inferred paleo-environment of
the MB shelf and slope. In 2012, Majorowicz et al. (2012b) developed a series of 1D geothermal
models to simulate profiles of permafrost and GHSZ bases, and validated these models by
matching numerical results to field data. In addition, they studied GH and permafrost stability
histories in the context of climate change (Majorowicz et al., 2012a) in the MB area. Moreover,
Majorowicz et al. (2015) utilized 1D and 2D geothermal models to predict the talik, permafrost
and permafrost-associated GH histories in the MB region and concluded that the primary control
in talik formation is lithology.

3.1.3 Comparison of Numerical Validations of Source Gas
Migration Mechanisms during GH Formation and
Accumulation

From the previous quantitative studies reviewed by You et al. (2019), CH4 hydrate
formation models are categorized into six classifications by their respective gas migration

35



Chapter 3 3.1. Introduction

mechanisms: M1—local biogenesis with/without diffusion; M2—local diffusion of
dissolved gas; M3—advection with upward fluid flow and/or diffusion; M4—CH4

recycling; M5—buoyancy-driven CH4 gas flow; M6—in situ conversion of gaseous CH4

accumulations into GH deposits as the GHSZ base shifts downward below the top of
the gaseous CH4 accumulations. Moreover, this classification should be extended by
including the mechanism of GH formation via CH4 transported in the dissolved state
(M7), as suggested by Frederick and Buffett (2015) and Frederick and Buffett (2016) and by
Egeberg and Dickens (1999).

According to the migration distance of the source gas (Wei et al., 2019; Wei et al., 2022),
these mechanisms can be further classified into (1) short-range (M1, M2, M3 and M6); (2)
medium-range (M4); and (3) long-range migration mechanisms, including M5, (Wei et al., 2022;
You et al., 2019; You and Flemings, 2018) and M7 (Frederick and Buffett, 2016). The major type
of source gas origin used in the abovementioned CH4 hydrate formation and accumulation
models can be mainly either thermogenic (M4, M5 and M7), mixed (M6) or biogenic (M1, M2,
M3, M4 and M5).

Table 3.1: Summary of numerical models used to investigate GH accumulation mechanisms
and comparisons of deposit features characterizing the evolution pattern of GH occurrences

Drilling site Location Source gas
state GH layer conditions Sh distribution

along GH intervals

GMGS1-SH2 Shenhu area, slope
of South China Sea Dissolved CH4 Marine GH

0–25% (60–250 mbsf),
peak at 48%
(210–220 mbsf)

GMGS3-W19 Shenhu area, slope
of South China Sea Gaseous CH4 Marine GH 0–45%

(130–160 mbsf)

Beaufort Shelf Canadian Beaufort
Shelf Dissolved CH4

Permafrost-associated
GH ∼ 3%

GC 955 Green Canyon,
Gulf of Mexico Gaseous CH4

Marine GH underlain
by gaseous CH4

79–93%
(413–442 mbsf)

Mount
Elbert-01

Alaskan North
Slope Gaseous CH4 Sub-permafrost GH

50% in average with
peak at 75% (615–628
and 650–662 mbgl)

Simulation
timescale

Model
dimension

GH accumulating
mechanism Reference

GMGS1-SH2 1.5 Ma 1D GH sedimentation and
formation (M3) Su et al. (2012)

GMGS3-W19 30 ka 1D M5 Fang et al. (2019)

Beaufort Shelf 100 ka 1D/2D M7 Frederick and Buffett
(2015;2016)

GC 955 5.6 ka 1D/2D M5 Wei et al. (2022)
Mount
Elbert-01 Not applied 1D M6 Behseresht and

Bryant (2012)

Almost all explored marine CH4 hydrate-bearing sediments can be described by the
first five abovementioned mechanisms. M6 was defined to interpret the observed CH4

hydrate distributions acquired from the sub-permafrost sediments at the Mount Elbert
prospect (Behseresht and Bryant, 2012; Hunter et al., 2011), as listed in Table 3.1. In
addition, M1 can be applied to describe the intra-permafrost hydrate occurrences discussed in
Dallimore and Collett (1995). Through comparisons of the GH accumulation time period and
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its hydrate saturation (Sh) distribution (Table 3.1), the formation rate of high-saturation GHs
at the GMGS3-W19 site (Fang et al., 2019) is presumed to be about 2–3 orders of magnitude
higher than of those at the GMGS1-SH2 and GC 955 sites (Su et al., 2012). This difference in
GH formation rates implies that the GH-forming gas at the GMGS3-W19 and GMGS1-SH2
sites is transported in the free-gas (M5) and dissolved (M7) states, respectively. Furthermore,
it demonstrates that the notable complexity of GH-bearing environments and the diversity of
GH formation mechanisms exist even in adjacent regions in approximately 14 km distance
(Sun et al., 2021) in the Pearl River Mouth Basin, South China Sea. In comparison, the coastal
sub-permafrost GH fields of the Alaskan (e.g., Mount Elbert) and Canadian (e.g., Mallik) Beaufort
Sea (Behseresht and Bryant, 2012; Boswell et al., 2011; Dallimore et al., 2005b) likely experienced
similar heterogeneous distributions of different GH formation mechanisms.

To date, most well-studied sub-permafrost GH accumulations are located along the
Arctic shoreline and contain high CH4 hydrate saturations in the pore space of the respective
sediments (e.g., Mallik (Dallimore et al., 2005b) and Mount Elbert (Behseresht and Bryant, 2012;
Boswell et al., 2011)). Although M4 (Nole et al., 2018) and M5 (You and Flemings, 2018) can
explain and predict the formation of CH4 hydrate deposits with thick, high-saturation GH
intervals in marine environments, they do not apply to concentrated terrestrial sub-permafrost
GH accumulations. Boswell et al. (2011) compared the GH occurrence zone characteristics of
the Mallik and Mount Elbert sites and confirmed that the interpretation of M6 does not apply to
the Mallik site, whose intermediate and bottom GH intervals result from the lack of gaseous
CH4 supply. Instead, Frederick and Buffett (2015) and Frederick and Buffett (2016) proposed
a new hypothesis considering fluid circulation below the permafrost transporting dissolved
CH4 into the GHSZ (referred to as M7 in this study) and promoting the formation of an 800
m-thick permafrost-associated CH4 hydrate occurrence with GH saturations of about 3%. Their
results reasonably explain the existence of intra-permafrost GH around the Taglu gas field as
observed by Dallimore and Collett (1995). However, they do not achieve an agreement with
the field data of the sub-permafrost GH intervals observed at the Mallik scientific drilling
sites (Dallimore et al., 2005a; Dallimore et al., 1999), as listed in Table 3.7. Consequently, the
spatio-temporal evolution of the permafrost and permafrost-associated CH4 hydrate systems
does not match the field observations without assuming that the dissolved CH4-rich fluid flows
through the underlain fault systems into the targeted GHSZ of the Mallik site.

3.1.4 Hypothesis and Main Objectives of the Present Study
Conclusively, the mechanism controlling the formation of sub-permafrost CH4

hydrate-bearing accumulations has not yet been sufficiently well understood. Thus, knowledge
gaps still exist in terms of the interactions and interrelationships between the tectonic settings,
as well as permafrost and permafrost-associated GH systems. The present study investigates
the hypothesis that fluid flow transports dissolved CH4 upward and out of the overpressurized
zones via pre-existing polygonal fault systems, which serve as feed gas migration pathways.
Then, the dissolved CH4 forms GH accumulations in the upper sequences, where the
combination of large anticline systems, fault throws, and sandy sediments act as hydrocarbon
traps (Figure 3.1). To our knowledge, a conceptual model has not yet been developed or
quantitatively investigated based on the proposed formation mechanism of a sub-permafrost GH
accumulation. Thus, the primary objective of this study is to validate the proposed mechanism
by comparing the simulated spatio-temporal profiles of permafrost and permafrost-associated
GH systems against temperature profiles and GH distributions observed at the Mallik site.
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3.2 Materials and Methods
3.2.1 Geological Settings at the Mallik Site
GH Research and Industry Exploration Wells

Initially, the sub-permafrost GH occurrences in the MB area were inferred from seismic
data obtained from conventional hydrocarbon exploration in the mid-1980s. Subsequently, the
GH accumulations at the Mallik site have been subject to a series of international scientific
joint investigations over the last decades. Up to now, four GH research (Mallik 2L-38, 3L-38,
4L-38, and 5L-38) and four industry exploration wells (Mallik P-59, L-38, J-37, and A-06) at
the Mallik site have encountered the underlain sub-permafrost GH sediments (Collett, 1999;
Osadetz et al., 2005). Overall, two production research (Mallik 2L/5L-38) and two monitoring or
water-reinjection wells (Mallik 3L/4L-38) have been drilled throughout the permafrost and its
underlain GH intervals in the course of the numerous scientific Mallik field programs, as shown
in Table 3.7.

According to previous studies (Mestdagh et al., 2017; Ruppel and Kessler, 2017), pan-Arctic
permafrost-associated GHs are not as climate-vulnerable as the shallow marine GHs on the
upper continental slopes, the subglacial GHs and the terrestrial plateau permafrost-associated
GHs (Zhu et al., 2021). Although the relict permafrost degradation in the MD area has been
continuously promoted by the contemporary climate change, leading to an increased probability
of further GH destabilization, no significant amount of free gas has been monitored directly
below the GHSZ base at the Mallik site (Bellefleur et al., 2007; Collett, 1999). Consequently, the
decomposition of sub-permafrost GHs at the Mallik site has not yet been observed, as the GHSZ
bottom is the region most sensitive to temperature changes induced by climate warming, as
reported by Mestdagh et al. (2017) and Tréhu et al. (2006).

Available Seismic Data

Reflection seismic imaging is a feasible geophysical exploration technique for identifying
GH deposits. High-saturation GH deposits usually correlate with observable, reverse-polarity
bottom simulating reflectors (BSRs), high resistivity and low acoustic travel-time differences
(Mestdagh et al., 2017). The appearance of BSRs indicates the high impedance contrast between
the GH-bearing sediments with high seismic velocity and the underlying free or dissolved
gas-charged sediments with low seismic velocity (MacKay et al., 1994). As a result, the BSR is
regularly associated with the base of the GHSZ, and the higher the GH saturation (Sh), the more
pronounced any BSR anomalies are (Zhang et al., 2017b).

In Figure 3.2, the seismic profile 85987 (Collett, 1999) crosses the Mallik anticline and runs
to the north. Numerous normal faults penetrate the crest of this anticline with high dipping
angles. Beneath and along the crest of the Mallik anticline, the seismic transect A-A’ shows a
number of high-amplitude reflectors indicated by the orange shading in Figure 3.2b, implying
the sub-permafrost GH sediments. In addition, the phase boundary (p-T) marks the GHSZ base
on the northern flank of the Mallik anticline. As plotted in Figure 3.2b, the Mallik anticline is
bounded to the southwest trend by a large high dipping angle normal fault, which extends
down into deeper stratigraphic sequences.

Uncertainties and Limitations of Seismic Reflection Measurements

The field parameters of seismic imaging were not optimal for evaluating shallow
GH-related features since these campaigns aimed at exploring deep conventional oil and
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Figure 3.2: (a) Map of permafrost terrain in the Mackenzie Delta showing the seismic
profile 85987, the location of the transect A-A’ and the Mallik and Taglu sites, modified
from Collett (1999); (b) inset of Mallik anticline and well locations obtained from the
seismic profile, modified after Collett (1999). The 2D seismic transect A-A’, modified
on the basis of the seismic profile 85987, crossing the Mallik J-37 well location, with the
industrial exploration wells Mallik P-59, J-37 and A-06 projected onto the transect. Figures
presented with permission from Natural Resources Canada under the Open Government
License—Canada version 2.0.

gas deposits (Collett, 1999). Additionally, ice-bearing permafrost and GH occurrences
have similar seismic and electrical properties (Frederick and Buffett, 2016). Therefore,
BSRs cannot be expected within the ice-bearing permafrost (Ruppel, 2015), and it is nearly
impossible to determine intra-permafrost GH by any standard surface-based geophysical
observation technique. Despite these limitations, the reprocessing of industry seismic data
(Bellefleur et al., 2009) provides valuable insights into the dominating sedimentological and
structural features on the distribution of inferred sub-permafrost GH accumulations.

In terms of the seismic characteristics of the Mallik site, the previously qualitative mapping
of GH reservoirs, as well as the coarse resolution of the GH reservoir boundaries and thicknesses
could not meet industrial production needs. In this context, Bellefleur et al. (2009) addressed
the lateral and depth-dependent geologic variations and lateral extent of the GH occurrences at
further distances to the wells. In addition, Huang et al. (2009) demonstrate that attenuation of
seismic energy may be primarily attributed to scattering from small-scale heterogeneities and
highly attenuate leaky mode propagation of seismic waves through larger-scale heterogeneities
in sediments rather than the intrinsic attenuation of GH-bearing sediments.

Characteristics of the Phase Boundary at the Hydrocarbon Trap Bottom

The upper Cretaceous–Tertiary basin-fill and pre-Cenomanian rifted strata contain
significant fossil fuel resources in the MD area. The combinations of large anticlines, fault-related
structures and porous sandy sediments produce efficient hydrocarbon traps. The anticlines
are large-amplitude structures with up to 3 km of relief and generally have rounded hinges
(Dixon et al., 2019), as shown in Figure 3.2b. They are thus commonly inferred to be structural
traps containing the bulk of potential hydrocarbons. Most anticlines are asymmetric, with the
steep branches usually facing basinwards, and many are cored with north- or northeast-verging
thrust faults (Dallimore et al., 2005a).
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At the Mallik site, the observed high-saturation GH intervals occupy > 80% of the pore
space of the unconsolidated clastic sediments, located at depths of 900–1100 mbgl and localized
at the crest of the Mallik anticline (Dallimore et al., 2005a). Moreover, the seismic characteristics
of the top, middle and bottom GH zones, identified by the A, B and C zones, respectively, were
examined to assess the localized geologic influence on the GH distribution. The phase boundary
at the bottom of zone C coincides with the GHSZ base with no free gas below, further indicating
a lack of gaseous CH4 supply (Dallimore et al., 2005b) at the Mallik site, which suggests that
the formation mechanism M7 is valid here instead of M6 (gaseous CH4 accumulations in situ
conversion into GH deposits). As a comparison, Behseresht and Bryant (2012) attributed a
different Sh distribution but a similar vertical variation of the Sh profile observed at the Alaskan
Milne Point area to the discontinuous supply of gaseous CH4 during the formation of two GH
intervals via M6 instead of M7. The fact in support of this conclusion is that the mean value
of Sh significantly declined from ca. 60% to 15% at the bottom of the lower GH interval, which
agrees with the GH distribution pattern generated by M6.

However, three well-log inferred GH zones (Collett, 1999) were confirmed by on-line
mud-gas monitoring (Wiersberg et al., 2005), but the previous interpretation of the BSR as
a free-gas zone below 1112 mbgl (the assumed GHSZ base shown in Figure 3.2b) was not
identified in the mud-gas analysis of the Mallik 5L-38 well. This observation is consistent
with the seismic measurements (Miller et al., 2005), as well as the velocity and attenuation
tomograms of the Mallik 5L-38 well (Bauer et al., 2005a), showing no clear indication of a free
gas phase below the GH zone C. Moreover, Bellefleur et al. (2007) improved the resolution of the
surface 3D seismic data by compensation for attenuation effects of permafrost and GH-bearing
sediments. They demonstrated the occurrence of a 5 m-thick free-gas interval located at ca.
75 m below the GHSZ base of the Mallik L-38 well and reported the absence of free gas within
any GH intervals and directly underneath the p-T boundary at the Mallik site. According to
MacKay et al. (1994), super-saturated dissolved gas in the pore fluid may also produce a similar
BSR event as the presence of a free-gas phase, which may explain the above mentioned BSR
near the p-T boundary at the Mallik site. As a result, these findings support our assumption of
CH4 in dissolved form as the feed gas to form hydrate at the crest of the Mallik Anticline.

3.2.2 Model for Validating the Formation Mechanism of
Sub-Permafrost GH Deposits

Faults as Feed Gas Migration Pathways

Faults are internally complex volumetric zones, playing a critical role as primary conduits
for the convection of fluids beneath the permafrost, facilitating GH formation, gas migration
and tectonics (Hillman et al., 2020). For example, many substantial dipping angle faults occur
in the major Taglu Fault Zone (TFZ) adopted from Chen et al. (2021) and Chen et al. (2008),
as presented in Figure 3.2a, representing barriers to lateral fluid flow across the fault plane.
However, fault damage zones may serve as preferential flow paths for the vertical migration of
CH4-rich fluids originating at depth, causing temperature anomalies (Chen et al., 2008).

Some large high-dipping angle faults are depicted at the bottom of Figure 3.2b, with main
GH accumulations above these faults, indicating that some faults are efficient pathways for
CH4-bearing formation fluids. However, it is not yet fully understood to what extent these
faults control the subsurface geothermal distribution and CH4-rich fluid migration near the
TFZ and how they impact the heterogeneity of GH accumulations at the Mallik site. Using the
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fault geometries (Figure 3.3) derived from Figure 3.2b, the role of normal faults contributing
to the formation of highly-saturated GH accumulations is investigated in the present study.
Furthermore, we determine whether these faults are hydraulically conductive to fluid flow by
altering their hydraulic properties (i.e., porosity and permeability) employed in the numerical
model.

Figure 3.3: Model domain and geometry of the interpreted seismic transect A-A’
modified after Collett (1999). The lithology markers (L) represent the sediments of the
Iperk–Mackenzie Bay (0) and Kugmallit–Richards Sequences (1). The 17 faults considered in
the model are identified by the lithology markers 2 to 18. Faults 3 and 4 (located within the
white rectangle) are the sources for the dissolved CH4-rich fluid flowing into the modeling
domain (cf. Figure 3.2a,b).

Origin of GH Feed Gases as well as Characteristics of the GHs and their
Host Sediments

Characterization of the GH research wells in the MD via geochemical analyses, such as
the Mallik 5L-38 well, shows that gases from sequences shallower than 500 mbgl are considered
biogenic (Waseda and Uchida, 2005). At depths of 550–850 mbgl, gases are mixtures of biogenic
and thermogenic origin, while gases from more than an 890 mbgl depth, including the GH
interval at depths of 890–1108 mbgl, are thermogenic. Generally, organic- and gas-geochemical
analyses show that thermogenic gases probably migrated from thermally-matured sediments
below 5000 mbgl, whereas low-maturity gases were generated from in situ organic matter,
particularly the lignite layers of the Kugmallit Sequence (Zhu et al., 2005). Geochemical studies
suggest that thermogenic gases have migrated up-dip along faults and stratigraphic boundaries,
were adsorbed by lignite-rich strata and then intermixed with local microbial gases. In addition,
the archaeal DNA and microbial analyses suggest exceedingly low methanogenic archaeal
populations and activities in deep sediments (Colwell et al., 2005), supporting our simplification
of the feed gas as thermogenic gas (CH4) in the numerical simulations.

Based on core samples from the Mallik 2L/5L-38 wells, petrophysical analyses indicate
GH accumulations of varying saturations in sand-rich sediments overlain by moderate to
good seals (Moridis et al., 2005b). As a result, the assumption of impermeable boundaries for
caprocks is reasonable, given the relatively higher intrinsic permeability of the GH-bearing
sediments (Uddin et al., 2012). This also suggests that GHs occurred as a pore-filling type
within a frame-supported pore-structure texture (Katsube et al., 2005). The Mallik GH deposits
are controlled by the lithology of their host sediments, separated by fine-grained, silty facies
and clay. Within the cored intervals located at depths from 890 to 1108 mbgl, coarse-grained
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sandstone sediments contain abundant GHs, whereas fine-grained sediments, i.e., the siltstone
and mudstone, act as no-flow barriers, showing minor to absent GH saturations.

The GH feed gas may have migrated into the GHSZ in numerous ways (Collett et al., 2009).
As a result, the migration of gas dissolved in formation fluids is required to form high-saturation
GHs (Zhang et al., 2017b). However, there is no valid evidence for the presence of a free gas
phase within the GH zone (also referenced as the mixing layer) or directly below the GHSZ base,
as discussed in Section 3.2.1. Therefore, our hypothesis on dissolved CH4-rich fluid migrating
out of the overpressurized zone along preferential faults (Chupeng et al., 2020; Gongzheng, 2020;
Osadetz and Chen, 2010) to the host sediments within the GHSZ is further supported, given the
sediment below zone C shows a lack of free gas presence at the Mallik site.

3.2.3 Numerical Model Implementation
Mathematical Model and Modeling Assumptions

A framework of equations of state (EoS) for equilibrium CH4 hydrate formation has been
integrated with the flow and transport simulator TRANSE (Kempka, 2020), referred to as TplusH
(TRANSE + Hydrate) in a previous study (Li et al., 2022b). In the current study, an EoS module
describing the reversible processes of water-freezing and ice-thawing (Mottaghy and Rath, 2006)
has been implemented and integrated with TplusH to investigate the interactive processes of
permafrost formation and degradation, as well as sub-permafrost GH formation.

To preserve the solution accuracy of the non-linear system of partial differential equations,
we assume the following simplifications to maintain computational efficiency and numerical
convergence requirements:

1. The assumptions proposed by Li et al. (2022b) are considered, while temperature
(−20–45 °C) and pressure ranges (0–20 MPa) were extended in the updated EoS. Volume
changes during ice–fluid and vice versa phase transitions are neglected;

2. GH accumulations were categorized into various classes in previous simulation studies,
depending upon varying boundary conditions. According to Moridis and Collett (2004),
Class-II deposits are defined as GH sediments overlain by impermeable rocks and
underlain by gas-free aquifers. In the numerical history matching for a six-day
depressurization test, Uddin et al. (2012) and Uddin et al. (2014) defined the three GH
zones at the Mallik 2L-38 well as Class-II deposits. Moreover, data from specimen analysis
suggests that processes of solute migration and GH formation at the Mallik site occurred in
a semi-closed hydrodynamic system (Wright et al., 2005). Therefore, this study will employ
the assumption of the presence of semi-closed Class-II GH sediments to investigate the
formation of the sub-permafrost GH deposits overlain by impermeable upper sediments
comprising permafrost and structural traps;

3. Beneath the GH sequences at the Mallik site, fluid migration pathways are represented by
faults of which the widths are unknown but assumed to be 60 m. The dissolved CH4-rich
fluid flows into the modeling domain via two high dipping-angle Faults 3 and 4, shown at
the bottom of Figure 3.3;

4. The depositional processes of the stratigraphic sequences and coastal erosion in the MD
region, changes in sea level and tectonic subsidence or uplift since the late Pleistocene
showed negligible influences on the evolution of sub-permafrost GH accumulations. Thus,
these are not considered in the present modeling work.
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Model Geometry

Figure 3.3 shows the lithology of the considered seismic cross section at the Mallik site as
implemented into the numerical model, as well as its geometry and dimensions (12,000 m in
horizontal and 2000 m in the vertical direction). It comprises two sequences with the respective
lithology markers L = 0 and L = 1, and 17 faults (L = 2–18). The lateral model boundaries are
represented by Dirichlet boundary conditions in terms of transported species concentrations and
p-T terms to mimic an infinite aquifer. Moreover, the upper model boundary is represented by a
Dirichlet boundary with fixed p-T conditions, overlying those aforementioned impermeable
sediments. Finally, constant pressure and basal heat flow are applied at the model bottom,
excluding the grid elements representing Faults 3 and 4. The latter represents source elements
for the inflowing CH4-rich formation fluid, with constant temperature conditions and a
pre-determined fluid flow rate. The grid element thicknesses along the lateral and vertical
directions equal 60 m and 10 m, respectively. In total, the 2D modeling domain consists of
200× 200 = 40, 000 elements.

Model Parametrization

The hydrothermal properties of the sediments at the Mallik site were determined using
an iterative history-matching procedure resulting in the parameters summarized in Table 3.2.
The initially uniformly distributed hydrothermal properties of the permafrost and GH-bearing
sediments change with the local increase in Sh and ice saturation (Sice), i.e., effective porosities
and permeabilities will decrease in turn, as explained in Section 3.6.2.

Table 3.2: Hydrothermal properties of the permafrost and GH-bearing sediments as well as
other parameters used in the present study.

Parameter Value Unit Reference

Effective permeability of I-M sequence κx = 10−5, κy = 10−7 Darcy Assumed
Intrinsic permeability of K-R sequence κx = 5, κy = 1 Darcy Assumed
Intrinsic permeability of Faults 2–18 κx = 50, κy = 10 Darcy Assumed
Intrinsic porosity of sediment matrix 0.3 - Collett (1999)
Salinity of pore fluid 10 kg m−3 Collett (1999)
Initial pore pressure gradient 1.012× 104 Pa m-1 Henninges (2005)
Density of sediment grain 2650 kg m−3 Collett (1999)
Hydration number 6.1 - Ripmeester et al. (2005)
Thermal conductivity of wet sediment 2.45 W m−1 K−1 Henninges (2005)
Thermal conductivity of CH4 hydrate 0.68 W m−1 K−1 Waite et al. (2009)
Specific heat of sediment matrix 830 J kg−1 K−1 Waite et al. (2009)
Specific heat of CH4 hydrate 2100 J kg−1 K−1 Waite et al. (2009)
Diffusion coefficient 1.0× 10−10 m2 s−1 Li et al. (2022b)
Density of inhibitor (NaCl) 2160 kg m−3 Moridis et al. (2005a)
Compressibility of porous medium 1.0× 10−10 Pa−1 Li et al. (2022b)

According to the log interpretation and results from core analyses undertaken at the
Mallik 2L- and 5L-38 wells, the GH-bearing sediment is mainly composed of sand interbedded
by shale, whereas the average effective porosity is between 0.24–0.4 and mean permeability
about 2.9 mDarcy. Moreover, the highly saline residual pore fluid sampled at the GH intervals
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implies that fluid migration in the GH-bearing sediments at the Mallik site is slow due to the
permeability reduction by GH accumulation and the in situ hydraulic properties (i.e., presence
of interbedding shales).

In Table 3.3, the subaerial surface temperature is implemented at the top model boundary
based on the arithmetic mean of the paleo-climate evolution derived from Taylor et al. (2013)
and Majorowicz et al. (2012a). The listed initial fluid flow rate is the optimal input parameter
derived from validating the respective simulated subsurface temperature distributions against
the reported temperature profiles and anomalies in the MD region in Chen et al. (2008) via an
iterative modeling workflow. In addition, the thick permafrost and GH sequences may have
persisted for about 1.0 Ma (Majorowicz et al., 2012a), but offshore permafrost formed during
the Wisconsinan glacial period (Dallimore et al., 2005a), when the Beaufort Shelf was exposed
by seaward regression. However, the influence of sea-level changes is negligible in view of the
deep buried onshore GH deposits residing under the thick permafrost at the Mallik site, and
thus sea-level changes are not considered in the present study. Instead, a change in subaerial
surface temperature from −16 °C to −8.3 °C is considered after the first stage at a simulation
time of 997 ka to take into account the paleoclimate evolution. For that purpose, parameters
reflecting average values reported in the literature are employed for model parametrization, as
listed in Tables 3.2 and 3.3. Unless otherwise stated, the employed parameters are not changed
after the implementation of the transitional boundary conditions.

Table 3.3: List of applied initial and boundary conditions in the simulation.

Parameter Value Unit Reference

Simulation time of the first stage 997 ka Modified after
Majorowicz et al. (2012a)

Inflowing fluid rate 6.0× 10−10 kg m−3 s−1 Assumed
Dissolved CH4 concentration 2.1 kg m−3 Assumed

Subaerial surface temperature since 1 MaBP −16 °C Modified after
Taylor et al. (2013)

Basal heat flow 57 mW m−2 Taylor et al. (2013)
Freezing point of pore fluid −1.5 °C Taylor et al. (2013)
Frozen point of pore fluid −2.5 °C Taylor et al. (2013)
Specific latent heat of water-ice phase change 333.6 kJ kg−1 Waite et al. (2009)

Transitional boundary condition used since 3 kaBP

Simulation time of the second stage 3 ka Modified after
Majorowicz et al. (2012a)

Current subaerial surface temperature −8.3 °C Modified after
Taylor et al. (2013)

3.3 Simulation Results
3.3.1 Regional Distribution of Permafrost and Sub-Permafrost GH

Accumulations
Figure 3.4a shows the assessed boundaries of the seismically-inferred distribution of the

two significant GH accumulations at the Taglu and Mallik sites on Richards Island, based on the
seismic data reprocessed by Collett (1999) and initially acquired by the oil and gas industry in the
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mid-1980s. As depicted in Figures 3.2b and 2.4b, sub-permafrost GH deposits were seismically
inferred and numerically confirmed at the crest of the Mallik anticline with a connection to the
deeply buried hydrocarbon GH feed gas via Faults 2–7 illustrated in Figure 3.3. Figure 3.4a
shows that the GH deposit at the Mallik site is laterally continuously distributed and covers an
area (green shaded) of ca. 51 km2 (Collett, 1999). The portion of the delineated GH deposit with
the dark green shading denotes an area of higher GH saturations. Figure 3.4b suggests that GHs
mainly accumulate in the upper host sediments of the Mallik anticline crest.

Figure 3.4: (a) Map illustrating the saturation distribution of seismic- and well-log-inferred
Mallik GH accumulations in the outer Mackenzie Delta, modified after Collett (1999); (b)
simulated regional permafrost and sub-permafrost GH accumulation distributions after
a simulation time of 1 Ma (cf. Figure 3.3 for modeling dimensions). (a) presented with
permission from Natural Resources Canada under the Open Government License—Canada
version 2.0.

As interpreted from Figure 3.5b, the simulation results (cf. Figure 3.5 and Table 3.4) are
acquired from the Mallik J-37 well and projected locations of the industrial exploration wells
(Mallik P-59, L-38, and A-06) onto the 2D seismic transect A-A’ to allow for model validation. Our
simulation results reach a very good agreement with the well-logged and seismic observations
(Collett, 1999) from the Mallik wells P-59, L-38, J-37 and A-06, which reveal highly variable Sh of
the Mallik GH deposit throughout the horizontal profiles shown in Figure 3.4a. The simulated
Sh profile presented in Figure 3.5b also confirms that the Mallik GH occurrences are highly
concentrated around the location of the Mallik L-38 well, illustrated by the dark green shading
in Figure 3.4a. Moreover, the simulated Sh profiles (cf. Figure 3.5a,c,d) are consistent with the
respective seismic-inferred GH concentrations from the Mallik P-59, J-37 and A-06 wells, located
within the light green shaded delineation in Figure 3.4a.

Figure 3.5e demonstrates that the Sh profile of the GH interval is highly heterogeneous in
line with the lithology along the borehole profile. It also indicates that coarse-grained sediments
consisting of sand and pebbles contain abundant GH, whereas fine-grained sediments made of
shale and silt host little to no GHs. This supports the conclusion that the Sh distribution
is lithologically controlled, as previously stated by Matsumoto et al. (2005). According to
Katsube et al. (2005), analysis of the petrophysical data (i.e., porosity, permeability and pore-size
distribution) of the core samples acquired at the Mallik 5L-38 well support that relationship
between Sh and the lithological properties. It is known that silty and clayey sediments
with relatively low porosities (0.25–0.3) have medium to very low permeabilities (generally
0.1–10 mDarcy). Overall, sediments of poor reservoir quality (i.e., low porosity and permeability)
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show a significantly lower potential to host GHs compared to those of good reservoir quality
(i.e., high porosity and permeability) in the MD region.

Figure 3.5: Simulated ice-bearing permafrost saturation (Sice) and sub-permafrost gas
hydrate saturation (Sh) profiles obtained for the respective locations of the Mallik P-59
(a); L-38 (b); J-37 (c); and A-06 (d) wells after a simulation time of 1 Ma; (e) lithology
and Sh profiles recorded at the Mallik 5L-38 well, modified after Bauer et al. (2005b). (e)
presented with permission from Natural Resources Canada under the Open Government
License—Canada version 2.0.

According to Boswell et al. (2011), the intervals with high GH saturations (Sh > 50%)
exhibit high intrinsic permeabilities (often 1–5 Darcy), which are only known for sand-type and
pebble-type sediments of high porosity (0.3–0.4). Consequently, a uniform porosity is employed
in the simulations with varying permeabilities, rendering permeability the dominant factor of
the lithology variations undertaken in the present study.

In Figure 3.5e, the relation between sediment characteristics and Sh indicates that varying
permeabilities in our simulations are the principal local constraint on pore occupancy within the
GH columns. This also implies that the three GH zones occurring within the sand-dominated
intervals at depths of ca. 905–930 mbgl, 940–995 mbgl and 1065–1112 mbgl are preserved under
the caprocks composed of shale and silt, interbedded with coal at depths of about 895–905 mbgl,
930–940 mbgl and 995–1070 mbgl, respectively. The presumption that fractures within the
caprock connect those adjacent sand-rich sediments and supply dissolved CH4-rich fluid to
facilitate GH formation until these clog the fractures is also supported by the previous findings.
In contrast, the simulated Sh profile at the Mallik L-38 well near the Mallik 5L-38 observation
well demonstrates a relatively uniform GH distribution within the assumed homogeneous sandy
host sediment, as shown in Figure 3.5b.

Throughout Table 3.4, the comparison of simulated and observed data implies that most
of the numerically determined parameters, including the bases of the ice-bearing permafrost
and peak GH saturations, match very well with the field observations with negligible deviations
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of up to 2.3%. In addition, all the simulated GHSZ bases are within the uncertainty range of
the corresponding observations, which amounts to about 9%. Although most of the simulated
total GH interval thicknesses are consistent with the observed data with minor deviations of up
to 8.5%, a relatively high deviation of ca. 26% is outlined between the observed and simulated
results at the location of the Mallik A-06 well, which was projected on the respective cross
section. This deviation may be directly related to the fact that the Mallik A-06 well exhibits the
greatest distance to that cross section, as presented in Table 3.7. Furthermore, it should be noted
that the actual projection of the Mallik A-06 well is located outside of the green shaded area
with a distance of about 500 m, as shown in Figure 3.4a.

Table 3.4: Comparison of the well-log-inferred data with the simulated key parameters of
the GHSZ and permafrost distributions as well as GH saturation profiles.

Parameter/Well
P-59 L-38

Observed Modeled Observed Modeled

Depth of ice-bearing permafrost base (mbgl) 638 630 605 600
Depth of GHSZ base (mbgl) 1200 ± 100 1240 1100 ± 100 1130
Total thickness of sub-permafrost GH intervals (m) 156.8 150 213.1 230
Peak Sh within GH intervals (%) - 5 90 91

Parameter/Well
J-37 A-06

Observed Modeled Observed Modeled

Depth of ice-bearing permafrost base (mbgl) 615 620 632 630
Depth of GHSZ base (mbgl) 1300 ± 100 1220 1300 ± 100 1280
Total thickness of sub-permafrost GH intervals (m) 292.2 300 182.8 230
Peak Sh within GH intervals (%) - 15 - 18

Note: The well-log-inferred data are adopted from Collett (1999) and Dallimore et al. (2005a). Well-log-inferred
results that could not be derived from field reports (Collett, 1999; Dallimore et al., 2005a) are represented by dashes.

In the MD, exhaustive studies have not yet been completed to survey the distribution
of permafrost-associated GH. So far, the GH distribution observed by geophysical methods
may be attributable to the fact that these measurements are easier to employ to explore
large-scale and highly saturated GH deposits in the vicinity of hydrocarbon deposits, as noted by
Frederick and Buffett (2016). As a result, it may be assumed that small-scale and less saturated
GH deposits exist outside the green shaded areas in Figure 3.4a. Moreover, given the lack of
extensive field observations on Sh for each GH interval at the Mallik P-59, J-37 and A-06 wells, it
is not feasible to conduct a quantitative analysis, but only qualitative comparisons of the peak
saturations based on the limited available information.

3.3.2 Observed and Simulated Temperatures in the Vicinity of the
Mallik L-38 Well

Subsurface p-T conditions control the stability of permafrost and sub-permafrost GH
accumulations, while permafrost stability is much less susceptible to pressure perturbations
(e.g., caused by regressive/transgressive marine cycles) but is more sensitive to temperature
changes. Generally, a change in temperature at the ground surface will disrupt the subsurface
temperature profile, which is originally in thermal equilibrium with the corresponding basal
heat flow below the permafrost and the GH-bearing sandy columns. The transition of the
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temperature profile to a new thermal equilibrium condition is shown in Figure 3.6a, as the
result of implementing transitional boundary conditions at a simulation time of 3 kaBP to
mimic the paleo-climate evolution from the Late Holocene Epoch on (cf. Table 3.3), according
to Majorowicz et al. (2012a) and Taylor et al. (2013). As the arithmetic mean of subaerial surface
temperature shifts from −16 °C to −8.3 °C, the simulation continues for a subsequent period of
3 ka until the final simulation time of 1 Ma is reached.

Figure 3.6: (a) Comparison between Distributed Temperature Sensing (DTS)-logged
and simulated temperature profiles. The DTS temperature profiles acquired at
the Mallik 3L/4L/5L-38 wells were obtained after 622, 605 and 575 days of their
completions (Henninges et al., 2005), respectively. Sequence boundaries are modified
after Dallimore et al. (1999); (b) map of the near-surface ground temperature distribution in
the Mackenzie Delta, in which the representative ground temperature data was collected
from hydrocarbon exploration wells developed in the late 1960s and early 1970s, modified
after Dallimore et al. (2005a). Figures presented with permission from Natural Resources
Canada under the Open Government License—Canada version 2.0.

With some modifications based on the map presented by Dallimore et al. (2005a),
Figure 3.6b shows the representative near-surface temperatures acquired at several hydrocarbon
exploration wells. As indicated in Figure 3.6b, the current near-surface ground temperature
ranges from −8 °C to −9 °C at the Mallik site, which matches the arithmetic mean of the
subaerial surface temperatures of −8.3 °C listed in Table 3.3. However, the sub-permafrost
parts (depth > 600 mbgl) of the simulated and observed temperature profiles demonstrate that
the GH intervals (depth > 900 mbgl and < 1100 mbgl) are still located above the GHSZ base.
This supports the conclusion that even though submergence of the shelf and coastal retreat
occurred with rising sea levels since the Holocene, there has not been enough time to trigger
significant permafrost degradation (Dallimore et al., 2005a) and GH dissociation by the increase
in temperature. Based on the observations and simulation results, Table 3.5 lists the depths of
the GHSZ and ice-bearing permafrost bases.

When comparing the profiles in Figure 3.6a, the simulated sub-permafrost temperature
profile of the Mallik L-38 well is consistent with the DTS-logged observations, while the
simulated temperature at the Mallik J-37 well deviates from the observations of the Mallik
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3L/4L/5L-38 wells by almost 2.0 K at the GHSZ base. This suggests an almost 100 m-deeper
simulated base of the GHSZ at the Mallik J-37 well compared to the logged GHSZ bases at the
Mallik 3L/4L/5L-38 wells and the simulated GHSZ base at the Mallik L-38 well, as indicated
in Table 3.4. Furthermore, the relatively large variation between the location of the Mallik
J-37 to L-38 wells matches the prediction of the subsurface temperature field presented by
Chen et al. (2008). It has been demonstrated that subsurface temperature variation could reach
about 5.0 K/km along the lateral direction at the given depth of 1100 mbsl. As addressed in
Section 3.2.1, Mallik J-37 was a legacy well from previous industrial drilling activities, probably
conducted in the 1970s. Unfortunately, temperature data for the Mallik J-37 well are not available
in any existing open-access datasets and publications. Therefore, the simulation results are
compared to the adjacent DTS-logged observations of the scientific research wells Mallik 3L-38,
4L-38 and 5L-38 in Figure 3.6a.

Table 3.5: Comparison of DTS-logged data with the simulated key parameters of the
permafrost and GHSZ.

Parameter (mbgl)/Well
Observed Simulated

3L-38 4L-38 5L-38 J-37 L-38

Depth of ice-bearing permafrost base 599.4 ± 3.5 604.4 ± 3.5 600.4 ± 3.5 620 600
Depth of GHSZ base 1104 ± 3.5 1105 ± 3.5 - 1210 1130

Note: Observations of Mallik 3L/4L/5L-38 wells are originally obtained from Henninges et al. (2005) with the units
of ’mKB’, which were converted into ’mbgl’ by compensating the relative depth to rotary kelly-bushing which
is ca. 4.6 m above the ground level. The dash represents field observation data that could not be derived from
Henninges et al. (2005).

However, the intra-permafrost intervals of the simulated and observed temperature
profiles demonstrate that the observed near-surface temperatures (depth < 50 mbgl) are
higher than in the numerical predictions by up to 0.8 to 1.3 K. This can be accounted as the
combined consequence of the global warming above the pre-industrial levels before 2004
(Hoegh-Guldberg et al., 2019) and an overestimation of the ice content within the pore space in
the permafrost intervals (Nitzbon et al., 2020) as discussed in the following section.

3.4 Discussion
As addressed in Section 3.1.3, notable variations in GH formation mechanisms have been

identified in the vicinity of the same GH-bearing basins, even though their host sediments
have similar lithologic properties. Likewise, although the sediment properties of the Mallik
and Mount Elbert sites are identical, the formation mechanisms of their sub-permafrost GH
accumulations are entirely different. Therefore, the present study focused on the numerical
validation of the proposed formation mechanism of GH accumulations at the Mallik site to
test further hypotheses on GH formation and investigate the impact of climate change on the
stability history of sub-permafrost GH deposits.

3.4.1 Factors Impacting the GH Saturation Distribution
Figure 3.2b shows that some potential GH-bearing intervals, inferred from the 2D seismic

response and depicted in orange shading, accumulate along the Kugmallit–Mackenzie Bay
Sequences boundary (KMB), and appear as several scattered belts above the KMB. However,
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since the scattered belt-like GH intervals above 890 mbgl (Figure 3.2b) were not confirmed by
well logging obtained at the Mallik site, the corresponding sediments are parametrized to be
impermeable caprocks as listed in Table 3.3. Likewise, Figure 3.4b indicates that one simulated
GH accumulation is distributed along Fault 6 and above Faults 7 and 8 with a thickness up to
ca. 300 m. However, it is not found in the seismic interpretation shown in Figure 3.2b. This
inconsistency suggests either a likely undiscovered GH accumulation located ca. 2 km south
from the Mallik J-37 well near the Taglu GH accumulation or that Fault 7 was not hydraulically
active since the Late Pleistocene. However, it is not possible to form any definite conclusions
without additional field observations from the boreholes that penetrate the potential GH-bearing
sediments in this area due to the fact that this region has not been the target of previous
hydrocarbon exploration and scientific investigation activities. Therefore, it merits further
attention to promote the mapping precision of GH resources, as additional field data become
available.

As discussed in Section 3.3.2, lithology and fault architecture control the spatial evolution
of the Sh profiles within the simulated and observed GH intervals. In addition, their common
local constraint on pore occupancy (i.e., maximum Sh) within the GH columns is the sediment
permeability. Although Figure 3.5e reflects the lithological heterogeneity along the GH-bearing
column at the location near the Mallik L-38 well, it is not feasible to integrate this lithologic
variation into the model geometry in the form of permeability variations due to the lack of field
data covering the area presented in Figure 3.2a.

The variations in the sequence boundary depths between the projected locations of the
Mallik L-38 and Mallik 2L/5L-38 wells are not negligible. As shown in Figures 3.5e and 3.6a,
the KMB of the Mallik 5L-38 well is at a depth of ca. 930 mbgl, while the KMB at the projected
location of the Mallik L-38 well is at ca. 900 mbgl, as plotted in Figures 3.2b and 3.3. This
limitation is expected to be overcome by implementing a 3D regional model geometry for
subsequent simulation studies based on the available 2D seismic profiles, interpreted cross
sections and well data.

In addition, Figure 3.4a also illustrates that some faults (Faults 12–17), located directly
beneath the caprock and above Faults 3 and 4 contain the highest Sh ≈ 92% of the whole Mallik
GH deposit. For comparison, the nearby region of Faults 12–17 contains Sh < 70%. This regional
Sh variation strongly correlates with the intrinsic permeability difference between the faults
and sediments (Table 3.2). Therefore, this clearly shows that the simulated and observed
heterogeneities of Sh distribution at the Mallik site are mainly dominated by structural geology
and lithology.

3.4.2 Impact of Climate Change on Permafrost Heating
Permafrost heating mainly refers to the temperature increment of the ice-bearing

sediment addressed in the present study. Permafrost has been significantly heated during
the past 3–4 decades (Blunden and Arndt, 2017). Smith et al. (2022) conclude that heating
rates are generally below 0.3 K per decade in sub-Arctic regions for warmer discontinuous
permafrost with near-surface ground temperatures close to 0 °C. However, for cooler continuous
permafrost with near-surface ground temperatures below −2 °C, heating rates could be up
to ca. 1 K per decade in the high-latitude Arctic areas. The Arctic Amplification (AA)
phenomenon (Biskaborn et al., 2019; Fang et al., 2022) well documents that the Arctic is warming
at a twofold to a threefold rate of the global average, with some typical AA heating gradient
trends discussed by Biskaborn et al. (2019). Their study demonstrates that the annual amplitude
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temperature of permafrost near the ground surface increased globally by 0.29 ± 0.12 K during
2007–2016, whereas an increase by 0.39 ± 0.15 K has been observed for the continuous permafrost
such as the Mallik and Mount Elbert sites as listed in Table 3.6.

Table 3.6: Comparison of permafrost heating and its projection on the increased near-surface
annual amplitude temperature of permafrost at the Mallik site from 1969 to 2004.

Mode Permafrost heating
rate (K/decade) Permafrost type Projected temperature

increment (K) Reference

Biskaborn 0.39 ± 0.15 Continuous 1.365 ± 0.525 Biskaborn et al. (2019)
Smith 0.3 Discontinuous 1.05 Smith et al. (2022)

AA

Two to threefold
rate of the global
temperature
increment average

Discontinuous/
continuous 0.88–1.32 Biskaborn et al. (2019)

and Fang et al. (2022)

Note: The average global temperature increment is obtained from the observation shown in Figure 3.7a, which is ca.
0.44 K from 1969 to 2004.

Figure 3.6a shows that near-surface ground temperatures deviate from 0.8–1.3 K between
the simulated and observed temperature profiles at depths < 50 mbgl. As interpreted in
Section 3.3.2, this deviation could be caused by overestimating the ice content within the
permafrost because the pore volume of the ice-bonded permafrost is not often fully saturated
with ice (Brown et al., 2002) but contains large amounts of organic matter and minerals instead.
Hence, these materials will not experience the consumption of latent heat in the process of
permafrost heating. This may cause the observed climate change-driven permafrost degradation
to be substantially faster than in previous predictions (Irrgang et al., 2022), even without taking
thermokarst-inducing processes (Nitzbon et al., 2020) and AA effects (Biskaborn et al., 2019;
Cohen et al., 2018) into account.

The projections of the current ground surface temperatures vary from ca. −7.0 °C (Mallik
3L/5L-38 wells) to ca. −7.5 °C (Mallik 4L-38 well), derived from the extrapolation of the
DTS-logged temperature profiles, shown in Figure 3.6a. This inferred ground temperature
range also approximately matches the DTS-measured near-surface temperature of −7.8 °C at the
Alaskan Ignik Sikumi field in 2009, which was recovered from drilling-induced temperature
disturbance and cementing effects after 128 days of well completion (Boswell et al., 2017).
Furthermore, the near-surface ground temperature distribution (Figure 3.6b) is inferred from
the dataset of hydrocarbon exploration wells drilled between the late 1960s and early 1970s
(Burn and Kokelj, 2009; Dallimore et al., 2005a), while the DTS-logged temperature profiles
were recorded in September 2003 (Figure 3.6a). The above DTS-logged ground temperature
range of −7.0 to −7.5 °C (2003) is consistent with the near-surface ground temperatures recorded
from 2004 to 2007 at the Mallik site (Figure 3.7b), considering a non-negligible AA-enhanced
temperature increment of ca. 0.2 to 0.3 K within these three years.

According to Burn and Kokelj (2009), the near-surface ground temperatures were
generally increased by 2.0 K from the initial estimate of −8 to −9 °C (Figure 3.6b) in the
early 1970s to the observed −6 to −7 °C (Figure 3.7b) at the Mallik site in the mid-2000s. As
shown in Figure 3.7a, during the same period, global warming triggered a temperature increase
by 0.55 K from ca. 0.29 °C in 1968 to ca. 0.84 °C in 2007 (Hoegh-Guldberg et al., 2019), indicating
that the estimated permafrost heating intensity of the Mallik site is over three times higher than
the global warming average, confirming the AA effect.
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As shown in Table 3.6, the impact of global warming on the near-surface ground
temperature of the continuous permafrost at the Mallik site is estimated to be in the range
of 0.88–1.32 K from the late 1960s through the mid-2000s, considering the above mentioned AA
trend. This forecasted temperature increment is in perfect agreement with the above mentioned
deviation of 0.8 to 1.3 K between the observations and simulations, as shown in Figure 3.6a.
This suggests that the temperature increase caused by climate change is the main reason for the
deviations between the simulated and observed near-surface temperatures at the Mallik site.
Moreover, it also implies that the bias sources are broader than the impact of climate change,
owing to interactions between soil erosion, wildfire (Nitze et al., 2018), vegetation and ground
ice content (Smith et al., 2022).

Figure 3.7: (a) Observed monthly global mean surface temperature change and
estimated temperature increase due to global warming from 1960 to 2017, adopted from
Hoegh-Guldberg et al. (2019); (b) map of the near-surface ground temperature distribution,
measured between 2003 and 2007 in the Mackenzie Delta with temperatures adopted from
Burn and Kokelj (2009). (b) presented with permission from Natural Resources Canada
under the Open Government License—Canada version 2.0.

According to Min et al. (2008), the anthropogenic influence on the Arctic Sea ice became
detectable already in the early 1990s. Thus, it can be deduced that global warming has
significantly driven permafrost heating since the early 1970s at the Mallik site. Unfortunately,
unlike glaciers and snow covers, the lack of data on the evolution of permafrost in temporal
and spatial terms cannot yet be effectively compensated by remote sensing (IPCC, 2022).
Consequently, our inference on the permafrost heating time period requires validation by
additional field observations.

3.5 Conclusions
In this study, we have developed and applied a thermo–hydro–chemical model to

study the spatio-temporal evolution of permafrost and the formation of sub-permafrost GH
accumulations, facilitated by the upward migration of dissolved CH4-rich fluids flowing out of
an overpressurized zone along the fault systems at the Mallik site. The simulated temperature
profiles, the base of the ice-bearing permafrost, the thickness of the hydrate intervals and the
peak Sh are in very good agreement with corresponding field observations. Consequently, the
above presented simulation results support us to make the following conclusions:
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1. The feed gas (thermogenic CH4) transport mechanism proposed in this study has been
validated with regard to its dissolved migration state and highly dipping faults as
migration pathways. Simultaneously, our simulations prove the general feasibility of
the previously addressed laboratory-scale CH4 hydrate formation method (Li et al., 2022b)
at field scale for the sub-permafrost GH accumulations at the Mallik site.

2. GH-rich accumulations are generally formed in favorable geothermal environments,
preserving thick GHSZ and occurring in areas with moderate tectonic deformation
intensity. Hence, the varying GH saturations observed along the well intervals can be
attributed to the variability of the physical properties of the host sediments and lithology
at the Mallik site.

3. Our simulation results exhibit an undiscovered GH accumulation located ca. 2 km south
of the Mallik J-37 well along the transect A-A’, given that Fault 6 (Figure 3.3) has been
hydraulically active since the Mid-Pleistocene. Moreover, Faults 3 and 4 (Figure 3.3) may
still be hydraulically active in the present day, and thus deserve further attention and
investigation in view of their role in the stability of the GH accumulations.

4. At the Mallik site, the sub-permafrost GH accumulations did not release significant CH4

in view of the global carbon budget under the contemporary global warming events
(Ruppel and Kessler, 2017) until the mid-2000s, because they are well preserved below the
thick ice-bounded permafrost within the undisturbed GHSZ. Our numerical simulations
evidently support field observations on permafrost heating at the Mallik site, induced
by the AA-enhanced pan-Arctic climate warming, which has been observed since the
early 1970s.

The presented numerical modeling framework can be applied for the calibration of
geophysical measurements and the validation of the interpretation of BSRs derived from
seismic reflection profiles at the reservoir scale. This framework is capable of investigating
and projecting the potential gas hydrate enrichment and resource density within the target
Arctic sandy sediments. Moreover, it supports improving the understanding of sub-permafrost
groundwater migration and the evolution of hydraulic conductivity of geologic fault systems.
In addition, the model can be used to quantify the AA phenomenon on the evolution of the
mean annual near-surface temperature distribution in pan-Arctic permafrost regions. The 2D
model used in this study will be extended to a 3D model in the near future, using available 2D
seismic cross-sections and well data to further quantitatively investigate the role of the detected
geologic faults in the formation of the GH deposit at the Mallik site.
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3.6 Appendix

3.6.1 Scientific and Industry Exploration Wells at the Mallik Site

Table 3.7: Coordinates of the Mallik wells and their distances to the Mallik J-37 well serving
as the projection origin.

Wellsite Coordinates (latitude, longitude) Distance Reference

Mallik J-37 69°26′38′′ N, 134°38′23′′ W -

Osadetz et al. (2005)

Mallik 2L-38 69°27′40.7′′ N, 134°39′30.4′′ W 2034 m
Mallik 3L-38 69°27′38.3′′ N, 134°39′41.6′′ W 2047 m
Mallik 5L-38 69°27′39.5′′ N, 134°39′38.3′′ W 2066 m
Mallik A-06 69°25′01′′ N, 134°30′16′′ W 6071 m
Mallik P-59 69°28′49′′ N, 134°42′45′′ W 4940 m

Note: Mallik J-37 well directly crosses the transect A-A’ of the 2D seismic profile 85987 adapted from Collett (1999),
whereas all other wells are projected onto the transect A-A’.

3.6.2 Governing Equations Describing Water-Ice Thermal State
Transitions

The mass balance, energy balance and continuity equations employed in the scope of
the present numerical simulation are presented by Li et al. (2022b) and Kempka (2020). By
introducing the frozen state of pore fluid (i.e., ice) as an additional component, the following
EoS were integrated into TRANSE. The volume fraction relation of interstitial pore components
are defined as:

ϕh = Sh φ, (3.1)

ϕ f = Θ (1− Sh) φ, (3.2)

ϕice = (1−Θ) (1− Sh) φ, (3.3)

where φ is intrinsic porosity, Sh stands for the CH4 hydrate saturation.

The terms of ϕ f , ϕh and ϕice refer to the effective porosity available for the flow of the
mobile component (i.e., fluid), as well as the pore volume fraction occupied by hydrate and
ice, respectively. The constraint ϕh + ϕ f + ϕice = 1 implies that pore space is fully saturated.
Additionally, Θ denotes the unfrozen fraction of fluid within the pore space and is generally
assumed to be a temperature-dependent piece-wise function in the interval of phase transition
(Lunardini, 1988), such as

Θ =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

exp [− (T−TL
ω
)2] if T ≤ TL,

1 if T > TL.
(3.4)

In Equation (3.4), T describes the mixture temperature in the pore space; TL is
the temperature of the thawing/freezing point (liquidus, usually −1.5 °C in the MB
region (Taylor et al., 2013)); and w denotes the phase transition interval, i.e., w = TL − TS

(usually w = 1 °C in the MB region (Taylor et al., 2013)), where TS is the temperature of the frozen
point (solidus).
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The derivative of the above partition function Θ is integrated into the EOS to improve the
convergence of the numerical solution; that is

dΘ
dT
=
⎧⎪⎪⎪⎨⎪⎪⎪⎩

−2(T−TL)
w2 exp [(−T−TL

ω
)2] if T ≤ TL,

0 if T > TL.
(3.5)

For fluid-saturated, frozen and CH4 hydrate-bearing sediments, the energy balance
equation is updated by replacing the term of effective porosity ϕ with ϕh, then re-written
as

((1− ϕ f ) cprρr + ϕ f cp f ρ f )
∂T
∂t
= ∇ (λa∇T + v⃗cp f ρ f T)+H. (3.6)

In Equation (3.6), cpr is the specific heat capacity of the immobile components, including
the sediment matrix, ice and hydrate, which is modified by introducing the ice component to
the formula and taking the latent heat of ice formation, L (Matveeva et al., 2020), into account:

cpr =
(1− φ) cs + ϕicecice + ϕhch + Lφ (1− Sh) dΘ

dT
1− ϕ f

. (3.7)

In Equation (3.7), cs, cice and ch are the heat capacities of the sediment matrix, ice and
CH4 hydrate, respectively, while L is the specific latent heat of ice formation (cf. Table 3.3). The
following terms are updated by adding the ice component to each formula.

The average thermal conductivity of the immobile and mobile components, λa, is
expressed as

λa = (1− ϕ f )λr + ϕ f λ f , (3.8)

where λ f is the heat conductivity of the pore fluid (mobile components), while the heat
conductivity of the immobile components, λr, is described by

λr =
(1− φ)λs + ϕiceλice + ϕhλh

1− ϕ f
, (3.9)

where λs, λice and λh are heat conductivities of the sediment matrix, ice and CH4 hydrate,
respectively. The density of the immobile components, ρr, is

ρr =
(1− φ) ρs + ϕiceρice + ϕhρh

1− ϕ f
, (3.10)

where ρs, ρice and ρh are the densities of the sediment matrix, ice and CH4 hydrate, respectively.
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Geologic Controls on the Genesis of
the Arctic Permafrost and Sub-Permafrost
Methane Hydrate-bearing System
in the Beaufort–Mackenzie Delta

ABSTRACT
The Canadian Mackenzie Delta (MD) exhibits
high resources of prospected sub-permafrost gas
hydrates (GHs) mainly consisting of thermogenic
methane (CH4) at the Mallik site, which migrated
from deep conventional hydrocarbon source rocks.
The objective of the present study is to confirm
the proposed sub-permafrost GHs formation
mechanism, implying that CH4-rich fluids were
vertically transported from deep overpressurized
zones via geologic fault systems and formed the
present-day GH deposit in the shallower Kugmallit
Sequence since the Late Pleistocene. Given this
hypothesis, the coastal permafrost began to form
since the early Pleistocene sea-level retreat, steadily
increasing in thickness until 1 Ma ago. Data from
well logs and 2D seismic profiles were digitized
to establish the first field-scale static geologic 3D
model of the Mallik site, and to comprehensively
study the genesis of the regional permafrost and
the associated GH system. Numerical simulations
using a proven thermo-hydro-chemical simulation
framework were employed to provide insights
into the hydrogeologic role of the regional fault
systems in view of the CH4-rich fluid migration
and the geologic controls on the spatial extent
of the sub-permafrost GH accumulations during

the past 1 Ma. For > 87% of the Mallik
well sections, the predicted permafrost thickness
deviates from the observations by less than 0.8%,
which validates the general model implementation.
The simulated ice-bearing permafrost and GH
interval thicknesses as well as sub-permafrost
temperature profiles are consistent with the
respective field observations, confirming our
previously introduced hypothesis on the Arctic
sub-permafrost GH formation mechanism in the
Canadian MD. Spatial GH distribution constraints
are determined by, among other factors, the
source-gas generation rate, temperature regime in
the sub-permafrost sediments, and permeability
of the GH-bearing sandy sediments in interplay
with the geologic fault system. Overall, the good
agreement between simulations and observations
demonstrates that the present modeling study
provides a valid representation of the geologic
controls driving the complex permafrost-GH
deposit system. The model’s applicability for the
prediction of GH deposits in permafrost settings
in terms of their thicknesses and saturations
can provide relevant contributions to future GH
exploration and exploitation activities.

4.1 Introduction
The Mackenzie Delta (MD) is a river-mouth depocentre, the second largest Arctic delta

(Forbes et al., 2022). It is the most economically accessible area along the Arctic coast of the
Beaufort-Mackenzie Delta Basin (Dixon et al., 2019). The basin is an essential component of
the Canning-Mackenzie deformed assessment unit (Houseknecht et al., 2020), also recognized
as the Beaufort-Mackenzie tectono-sedimentary element (Chen et al., 2021). A high amount of
methane stored as the sub-permafrost gas hydrate (GH) resource has been deterministically
appraised in MD (Osadetz and Chen, 2010). GHs are ice-like crystalline solids consisting of
hydrate-forming gases, such as methane (CH4), trapped within the water molecules forming
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cage-shaped structures (Sloan and Koh, 2007). Permafrost refers to subsurface sediments
exhibiting temperatures below 0 °Cfor at least two consecutive years, regardless of the sediment
composition (Woo, 2012).

Decades of industrial exploration (Judge et al., 1981; Taylor and Judge, 1976) and scientific
research (Dallimore et al., 2005a; Dallimore et al., 1999; Dallimore et al., 2012) in this petroliferous
region have produced a broad spectrum of geoscientific data and knowledge on the basin. The
GH composition found at the Mallik sites, including the Mallik P-59, L-38, 2L-38, 3L-38, 4L-38,
5L-38, J-37, and A-06 wells (see Figure 4.1), is dominated by thermogenic CH4, which migrated
from deep conventional hydrocarbon deposits located in the Taglu and Richards Sequences
illustrated in Figure 4.2 (Lorenson et al., 2005; Lorenson et al., 1999). According to the hypothesis
addressed by Chen et al. (2008), the CH4-rich fluid is migrating upward out of the deeper
hydraulic overpressure zone (Hu et al., 2018) through gas-source faults to form CH4 hydrates
in the shallower Kugmallit Sequence Figure 4.1 over geological times. When the CH4-rich
fluid enters the Methane Hydrate Stability Zone (MHSZ), the dissolved CH4 is converted
from the supersaturated solution into the hydrate phase (Kashchiev and Firoozabadi, 2002).
This hypothesis on the sub-permafrost GH formation mechanism is to be validated by the 3D
numerical model developed in the scope of the present study.

Figure 4.1: Overview map of the study area with the trend of employed seismic profiles,
wells, and regional fault zones in the Ivik–Mallik–Taglu region. Map created using the free
and open source software QGIS with a base map from OpenStreetMap; Spatial reference:
WGS 84 / UTM zone 8N, modified after Chabab and Kempka (2023).

A significant amount of GH was formed and preserved in the Kugmallit Sequence, mainly
consisting of sandstones Figure 4.2A due to the presence of the Mallik anticline which is sealed
by the Mackenzie Bay Sequence with a lithology mainly composed of shale (Huang, 2009).
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The GH presence was observed in seismic responses and well logs which are summarized in
Table 4.1. In the far-field of the anticline, the pore space within the sandy sediment is occupied
by CH4-loaded fluids rather than highly-saturated with GHs due to the lack of a geologic trap
and the absence of CH4 super-saturated formation fluids (Huang, 2009).

Figure 4.2: (A) Schematic and (B) chronology of the sub-permafrost GH-bearing system
at the Mallik site with an active source rock generating thermogenic CH4, its geological
elements (trap, seal, reservoir, and source intervals), and processes (migration, accumulation,
and preservation), modified after Li et al. (2022a), according to Chen et al. (2008) and
Kroeger et al. (2008). (Seq. = sequence, not to scale)

In view of previously undertaken modeling activities, earlier basin-wide 3D geothermal
hydrocarbon flow models (Kroeger et al., 2008; Kroeger et al., 2009) to identify the
origin of the hydrocarbon province and recent lithosphere-scale 3D structural models
(Sippel et al., 2015; Sippel et al., 2013) on the temperature and maturity history did not
investigate the genesis of GHs. Nevertheless, these models were an important basis for the
present study, aiming to quantitatively assess the spatial distribution of GH occurrences
in relation to the potential CH4 migration pathways. Furthermore, available geothermal
models focusing on permafrost evolution (Majorowicz et al., 2012a; Majorowicz et al., 2012b;
Majorowicz et al., 2015; Overduin et al., 2019; Taylor et al., 2013) were exclusively realized in
one and two dimensions and validated by only a limited number of bottom-hole temperature
data acquired from the basin, neglecting the presence of sub-permafrost GHs. To date,
Frederick and Buffett (2014), Frederick and Buffett (2015), and Frederick and Buffett (2016)
have presented a more sophisticated multiphase fluid flow simulator to account for
permafrost-associated GH formation via dissolved CH4. In addition to GH formation, their
simulator was also applied to investigate GH dissociation under present and future global
warming events (Frederick and Buffett, 2014). Although their 2D simulation approaches could
predict the intra-permafrost GH formation with GH saturation (Sh) less than 3.5%, they did
not simulate the formation of highly saturated sub-permafrost GH intervals. Besides, their
approach is not capable of quantifying the influence of structural geological heterogeneity (i.e.,
anticlines, faults) on GH distribution.

As mentioned above, the integrated permafrost and sub-permafrost GH reservoir system
has not yet been sufficiently investigated. To promote the understanding of this complex
system, we previously employed a 2D hydrogeological model (Li et al., 2022a) to study the
spatial-temporal patterns of permafrost and the genesis of sub-permafrost GH accumulations
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facilitated by upward-migration of CH4-rich formation fluid. The proposed mechanism for
the formation of highly saturated sub-permafrost GH via dissolved CH4-rich fluid has been
quantitatively validated by comparison to observed temperature profiles and seismic-inferred
GH distributions.

Although the previous 2D model (Li et al., 2022a) used basic structural geology data, a
more detailed mapping of the model geometry and comprehensive spatial structural analyses
are required to refine the regional model. For instance, it has already been suggested before that
many adjacent structures are known, but they have not yet been adequately investigated
for their GH migration and trapping potentials (Lane, 2002). In addition, 3D geological
models are significantly more potent for developing and visualizing geological knowledge
than 2D cross-sections under heterogeneous subsurface environments (Thornton et al., 2018).
By applying various methods to reprocess the 3D seismic-reflection data acquired from
the Mallik 5L-38 site in 2002 (Brent et al., 2005), the complexity of the sub-permafrost
GH-bearing sediment has been visualized and demonstrated in a series of studies conducted
by Bellefleur et al. (2007), Bellefleur et al. (2012), Bellefleur et al. (2006), and Riedel et al. (2009).
These studies report that local heterogeneity within sedimentary rocks significantly influences
the GH distribution at the Mallik site. Therefore, the need for implementing a 3D simulation
based on a 3D static model for quantifying the geologic controls on GH distribution is substantial.
For instance, it is not feasible to parameterize specific faults near the model boundary as
hydraulically impermeable in a 2D simulation, because this would turn a semi-closed model
into a closed system, while a 3D model can easily overcome this obstacle by extending the
simulation domain accordingly. Additionally, the projection of the Mallik wells onto a 2D
transect does not necessarily represent the in-situ geothermal conditions and structural geology
at the well locations, leading to less reliable simulation results. For a 3D model, the additional
dimension allows a full spatial representation of the hydraulic dynamics and role of geologic
faults in terms of the upward-migrating CH4-rich fluid, and thus a qualitative and quantitative
assessment of the geologic controls on the spatial extent of heterogeneous sub-permafrost GH
accumulations.

Conclusively, the previous 2D model does not suffice to comprehensively evaluate the
permafrost and GH-bearing system, but rather provides qualitative information on the general
validity of the previously introduced hypothesis. Therefore, we present a 3D structural model
covering approximately 38 onshore-km2 of the MD in the present study. In addition to well
logs (Table 4.1), published seismic interpretations (Dallimore et al., 2005a; Dallimore et al., 1999)
were employed to construct a full-scale 3D model of the Mallik anticline GH trap. Our model
is used to quantitatively assess the structural geologic controls provided by the hydraulically
conductive fault and anticline systems as well as hydrocarbon traps on the temporal and spatial
development of the sub-permafrost GH occurrences since the Late Pleistocene.

4.2 Methods and Input Data
4.2.1 Geological Setting And 3D Structural Geological Model

The Beaufort MD Basin is an important petroleum province due to its abundant petroleum
resources. The Taglu gas field discovery in 1971 led to exploratory efforts primarily focusing
on oil during the 1970s to the mid-1980s (Dallimore et al., 1999). For example, the Mallik L-38
well was drilled into a fault-bounded anticline. Initially, GH deposits were considered a drilling
hazard in the exploration of deeper petroleum prospects. Once assumed to be rare, GHs are
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now expected to occur globally in vast volumes. Recent research activities have been aimed at
advancing the potential for cost-effective usage of GH deposits as a reliable alternative energy
resource and bridging technology during the energy transition from fossil fuels to renewables.
In the MD, the first GH sample was cored from the permafrost at the Taglu field (Dallimore and
Collett, 1995), and deliberate GH studies were inaugurated in 1998 by drilling the Mallik 2L-38
well (Dallimore et al., 1999), followed by the development of the Mallik 3L-38, 4L-38, and 5L-38
wells in 2002, as listed in Table 4.1.

Table 4.1: Overview of scientific and industrial exploration wells at the Mallik site.

Well Latitude (N), Longitude (W) Heat flux (mWm−2) Drilling period Well type

J-37 69°26′38”, 134°38′23” 49± 7 1970s Industrial
petroleum
exploration

A-06 69°25′01”, 134°30′16” 55± 8 1975
P-59 69°28′49”, 134°42′45” 43± 6 1970s
L-38 69°27′44”, 134°39′25” 55± 8 1971

2L-38 69°27′40.7”, 134°39′30.4” - 1998 Scientific
GHs
exploration
and
production

3L-38 69°27′38.3”, 134°39′41.6” - 2002
4L-38 69°27′40.8”, 134°39′34.9” - 2002
5L-38 69°27′39.5”, 134°39′38.3” - 2002

Note: The distance between Mallik 2L-38, 3L-38, 4L-38, 5L-38 to L-38 are respective 117 m, 252 m, 146 m, and 200 m,
as illustrated by Ashford et al. (2012). The details of Mallik J-37, A-06, P-59 and L-38 are adopted from field reports,
such as coordinates (Osadetz et al., 2005), drilling period (Judge et al., 1981; Taylor and Judge, 1976), and heat flux
(Majorowicz and Smith, 1999). The information of Mallik 2L-38, 3L-38, 4L-38 and 5L-38 are adopted from field
reports, such as coordinates (Ashford et al., 2012) and drilling period (Dallimore et al., 2005a).

Geology of the Beaufort Sea and Mackenzie Delta Region

The MD is part of a rifted continental margin basin in the Canadian Arctic that was
formed during the Early Cretaceous. Deposits in the delta and Beaufort Sea continental shelf
cover the geological period from the Paleozoic to the Holocene. Westward-thickening Paleozoic
rocks, intersected by numerous faults, are overlain by the main post-rift basin-fill, a thick
sedimentary succession formed by deltaic processes that marks a regional unconformity at
the boundary between Upper Cretaceous and pre-Cretaceous rocks (Collett, 1999; Dixon and
McNeil, 1992; Dixon and Dietrich, 1988). Marine organic-rich muds deposited during the
Upper Cretaceous transition into younger Cenozoic deltaic sandstones and shales result from a
series of sedimentation cycles of the progressing Laramide orogeny southwest of the present
coastline (Dixon and McNeil, 1992; Dixon and Dietrich, 1988; Miller et al., 2005). Modern
deltaic sediments and older fluvial and glacial deposits cover the Mesozoic and Cenozoic
strata, whose thickness tends to increase northwards towards the coast to 12 – 16 km below sea
level (Collett, 1999). Major unconformities terminate each transgressive-regressive sequence
within the Cenozoic strata (Chen et al., 2021; Collett, 1999; Dixon and McNeil, 1992; Dixon and
Dietrich, 1988; Miller et al., 2005). The GH-containing Cenozoic sequence within the MD in the
Ivik–Mallik–Taglu area encompasses four distinct lithostratigraphic units.

The Eocene Richards Sequence consists of fine-grained distal pro-delta and delta-slope
deposits that comprise mostly mudstones and siltstones. These are unconformably overlain
by coarser delta-front and delta-plain deposits from the Oligocene Kugmallit Sequence, which
exhibits the thickest sediment deposition among the present lithostratigraphic units (Dixon and
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McNeil, 1992; Dixon and Dietrich, 1988). Predominantly outer shelf and deep-water deposits
comprising mudstones and siltstones define the Late Oligocene to Middle Miocene Mackenzie
Bay Sequence, which lies unconformably above the Kugmallit Sequence and older strata.
Near-shore sand and gravel facies transitioning to mud and silt deposits on the continental
slope are characteristic of the thick and comparatively less deformed deposits of the Pliocene to
Pleistocene Iperk Sequence, which unconformably covers underlying sequences and truncates
most of the early to mid-Cenozoic structural features at its base (Dixon and McNeil, 1992;
Dixon and Dietrich, 1988; Osadetz et al., 2005). Cenozoic tectonics with extensional deformation
phases, following the Mesozoic rifting due to the opening of the Canada Basin and compressional
deformation during the Early Eocene to Late Miocene have overprinted the basin-fill in the MD.
Normal, thrust and strike-slip faulting of the underlying strata together with a predominantly
north-west trending folding resulted in several large-amplitude anticlinal systems, such as the
Mallik anticline, which serve as efficient structural traps for the accumulation of GHs. The
required methane most likely migrated upward from deep conventional hydrocarbon reservoirs
through the existing fault systems (Brent et al., 2005; Dixon and McNeil, 1992). According to the
sediment thicknesses, the bulk of reserves rests under the Beaufort Sea and about one-third are
located onshore (Dallimore and Collett, 1999; Osadetz et al., 2005).

3D Structural Geological Model Implementation

The structural geological 3D static model covers an area of 10 km × 20 km. With an
areal size of 12.7 km × 3 km, the numerical model encompasses the central geological model
area, including the Mallik anticline, major F1 Fault, and Mallik wells (Figure 4.1). The surfaces
of the Iperk/Mackenzie Bay, Mackenzie Bay/Kugmallit, and Kugmallit/Richards Sequence
boundaries were generated using six 2D high-resolution seismic reflection profiles (84942,
85251, 85984, 85987, 85988, and 86055), which have been commissioned by Imperial Oil Ltd.
in 1984 as part of the seismic survey across the Ivik–Mallik–Taglu area and reprocessed by
Collett (1999). Further, three 2D seismic reflection profiles from Brent et al. (2005) were used to
identify lithological contacts and fault zones. In the first instance, the reflection profiles were
georeferenced to the UTM grid system (Spatial reference: EPSG Projection 32608 - WGS 84
/ UTM zone 8N). Two-way traveltimes of the sequence boundaries were digitized from the
2D seismic reflection profiles using the PetrelTM software package (Schlumberger, 2012) and
converted to elevation depth based on average checkshot- and VSP-derived velocities in the
Mallik area between 2.25 km/s and 3.0 km/s (Brent et al., 2005). Vertical fault lines of six major
regional fault zones were derived from the seismic profiles. Fault strikes were adopted from
the two-way traveltime structure map from Brent et al. (2005) for Faults F1-F6. Two additional
fault zones at the top of the Mallik anticline structure were interpreted from the 2D seismic
profiles in Collett (1999) for Fault F7. The derived set of polylines was then used to calculate the
elevation depth of the surfaces and to generate the fault zones using the convergent interpolation
algorithm (Schlumberger, 2012).

Available log data from Collett (1999) on the depth of the relevant sequence boundaries
from eleven wells in the Ivik–Mallik–Taglu area, all drilled by Imperial Oil Ltd. in the early 1970s,
were used for depth adjustment of the processed surfaces (Figure 4.3). In addition, reflection
profiles and wells outside the study area were taken into account to implement stratification
inclination trends correctly. For a more detailed description of the model implementation, the
reader is kindly referred to Chabab and Kempka (2023).
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Figure 4.3: Domain and geometry of the implemented 3D Mallik static geological model
with major sequence boundaries. (A) Elevation depth of Iperk/Mackenzie Bay and (B)
Mackenzie Bay/Kugmallit sequence boundaries, (C) implemented regional faults zones
of the Ivik–Mallik–Taglu area, and (D) sequence boundaries digitized from two-way
traveltime of employed seismic profiles. Vertical exaggeration by 5 times, spatial
reference: WGS 84 / UTM zone 8N, modified after Chabab and Kempka (2023). For a
more detailed view of the employed 2D seismic profiles, the reader is kindly referred to
Brent et al. (2005) and Collett (1999).

4.2.2 Numerical Model Implementation
Numerical Modeling Assumptions

A framework of equations of state for equilibrium CH4 hydrate formation and the
reversible processes describing permafrost aggrading/degrading (i.e., water-freezing and
ice-melting (Mottaghy and Rath, 2006)) has been coupled with the open-source flow and
transport simulator (TRANSPORTSE) developed by Kempka (2020) and verified for complex
reactive transport problems (Kempka et al., 2022; Kempka, 2020). This coupling was referred to
as TplusH (TRANSPORTSE + Hydrate) in our previous studies (Li et al., 2022a; Li et al., 2022b).

Specimen analyses (Wright et al., 2005) suggest that migration of dissolved CH4 and GH
formation occurred in a semiclosed hydrodynamic system in the vicinity of the Mallik 5L-38 well.
The GH intervals at the Mallik 2L-38 were defined as Class-II GH deposits (Uddin et al., 2012;
Uddin et al., 2014). According to Moridis and Reagan (2011), Class-II GH deposits are GH
intervals capped by impermeable rocks and underlain by aquifers without the presence of a
free gas phase. Here, the implementation of impermeable permafrost and caprock sequences
located above the GH-bearing sediments introduces a Class-II GH deposit system in the present
simulation.

Hydrocarbon fluids from the deeper sequences are likely to migrate upward through
present fault systems (Xia et al., 2022), gas chimneys (McNeil et al., 2011), mud diapirs, mud
volcanoes (Zhang et al., 2021), and unconformities (Levell et al., 2010). However, gas chimneys
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and unconformities, mud diapirs, and mud volcanoes have not yet been reported near the
onshore sub-permafrost GH reservoirs in the MD. Therefore, the fault systems detected by
seismic surveys are regarded as primary conduits for the circulation of fluids beneath the
permafrost, facilitating the migration of CH4 dissolved in these fluids and the formation of GH
accumulations (Hillman et al., 2020).

According to the analysis of core samples from the GH-bearing intervals undertaken by
Lorenson et al. (2005) and Lorenson et al. (1999), the feed gas composition of the GH derived
from the methane-to-hydrocarbon molecular gas ratios is composed of approximately >99.5%
thermogenic CH4. This supports the model implementation based on the GH-forming gas being
solely composed of CH4. In addition, the vitrinite reflectance of the GH-bearing sediments found
in the Mallik 2L-38 well is relatively low with <0.28% (Snowdon, 1999). This indicates that the
maturity of the organic matter within the sediment is too low to result in methanogenic activities.
Therefore, the feed gas trapped in the GH intervals must have been generated from deeper,
thermally matured sequences, probably at depths above >5000 mbgl (Lorenson et al., 2005;
Lorenson et al., 1999). This gas migrated upward into the overlying sequences including the
Taglu and Richards Sequences, and was then trapped within conventional natural gas reservoirs
until its secondary migration via geologic faults supplied the feed gas to shallower geologic
units such as the Kugmallit Sequence (Figure 4.2).

As demonstrated in our previous study (Li et al., 2022a), thick hydrate-bearing sediment
intervals with high Sh are commonly associated with deeper conventional petroleum reservoirs
connected to extensional faults. They are closely correlated to the high spatial density of the
number of structural elements (i.e., faults and anticlines). Hence, many high-angle dipping
faults (F1, F2, F3, and F7, see Figure 4.4) occurring in the Taglu fault zone (Dixon et al., 2019)
have the potential to be preferential pathways for the vertical migration of CH4-rich fluids
(Chen et al., 2008). However, a quantification of the extent to which these faults control
the subsurface temperature regime and CH4-rich fluid migration, and the heterogeneous
distribution of GH accumulations with high Sh has not yet been undertaken. Furthermore,
altering the permeabilities of the faults in the numerical model allows for the identification of
hydraulically active and closed faults, acting as fluid flow paths or barriers.

Numerical Model Geometry and Parametrization

The input dataset derived from the 3D static geological model covers a volume of
20 km × 10 km × 2 km, and considers seven faults (F1 to F7) and two sedimentary sequence
boundaries, including the Iperk-Mackenzie Bay (I-M) and Mackenzie Bay-Kugmallit (M-K)
ones. Based on these pre-processed data, a 3D numerical model geometry (Figure 4.4) of the
Mallik site was elaborated for the first time. Subsequently, that model was further applied in the
numerical investigation on the geologic controls determining the temporal and spatial formation
of sub-permafrost GH accumulations.

Figure 4.4 shows the spatial extent of the employed numerical 3D model for the present
simulation study, consisting of three Sequences (Iperk, Mackenzie Bay, and Kugmallit Sequences)
and four geologic fault zones (F1, F2, F3, and F7). The grid elements located at the P3-P5
and P2-P8 planes represent open flow boundaries, implemented by constant chemical species
concentrations and p-T conditions (Dirichlet boundary conditions, Figure 4.4B). Moreover, the
grid elements located at the P1-P3 plane represent the ground surface and are applied as the
impermeable boundary with constant p-T conditions (Neumann no-flow boundary condition).
Figure 4.4C shows the grid elements of the I-M Sequences, representing the above-mentioned
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Figure 4.4: (A, B) Overview of the model geometry, including the fault systems (F1, F2, F3,
and F7) as well as Iperk, Mackenzie Bay, and Kugmallit Sequences. (C,D,E) Model geometry
dimensions along the z-x, z-y, and x-y planes, respectively. (F) Grid discretization employed
in the present simulations.

impermeable boundary, acting as impermeable anticline sediment that overlies the GH trapping
layer. In addition, constant pressure and regionally-dependent heat flux (Table 4.2) conditions
apply for the grid elements on the P5-P7 plane (Figure 4.4D,F), except for the grid elements
belonging to F1. The grid elements at the bottom of F1 (Figure 4.4F) serve as an inlet for the
CH4-rich fluid, which flows into the model domain at a constant rate and is parametrized with
constant temperature conditions, as listed in Table 4.2. The applied initial temperature of the
constant temperature condition is determined from the permafrost formation simulation study,
which lasts about 0.6 Ma prior to the subsequent simulation on sub-permafrost GH formation
for 1.0 Ma.

As depicted in Figure 4.4, the study domain with a spatial extent of 12,720 m × 3000 m
× 1500 m, is discretized by 148,500 (66 × 30 × 75) grid elements. For optimum computational
efficiency, grid elements along the y-direction are discretized by variable sizes of 480 m, 240 m,
and 120 m (Figure 4.4F), while a constant discretization of 100 m and 20 m along the x- and
z-directions is applied, respectively.

The subsurface temperature regime in the MD has been affected by low subaerial
temperatures since the Middle Pliocene (ca. 3 MaBP). Meanwhile, thin permafrost might
progressively form as the Arctic subaerial temperature decreased below the freezing point and
heat flux dropped back to the regional mean value of 55 mW m−2 from its peak of 80 mW m−2
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Table 4.2: Initial and boundary conditions applied in the present simulations.

Parameter Value Unit Reference

Inflowing CH4-rich fluid rate 3.3× 10−10 kg m−3 s−1 Iteratively determined
Initial temperature of inflowing
CH4-rich fluid 21.5 kg m−3 s−1 Permafrost formation

modeling determined
Dissolved CH4 concentration 2.1 kg m−3 Li et al. (2022a)
Subaerial temperature since 1 MaBP −15 °C Kroeger et al. (2008)
Basal heat flow [42,52] mW m−2 Taylor et al. (2013)
Simulation duration 106 year Li et al. (2022a)

triggered by the Late Miocene uplift event (Kroeger et al., 2008). As a result, the permafrost
bottom accelerated to deepen and eventually pushed the freezing point isotherm downward to
the base of the Iperk Sequence since the early Pleistocene sea-level retreat (Figure 4.5A), whereby
the permafrost thickness kept growing until 1 Ma ago. Under the impermeable section provided
by the thick permafrost (Chuvilin et al., 2022), super-saturated dissolved CH4 could be stored in
the form of GHs and prevented from escaping through upper sequences into the atmosphere.
Overall, Figure 4.5 implies that there may be a time window allowing for the formation of thick
permafrost during the past 1.6 Ma to 1.0 Ma, and the subsequent genesis of sub-permafrost GH
occurrences since 1 MaBP. The time window derived from recent studies (Dallimore et al., 1999;
Hansen et al., 2013) is consistent with the GH formation timing (Collett, 1993), assuming that
GH occurrences found on the Alaska coastal plain of the circum-Beaufort Sea are likely younger
than 1.65 Ma.

Figure 4.5: (A) Global mean sea-level estimations relative to the Late Holocene sea-level
since 3 MaBP (Hansen et al., 2013). (B) Time series of Arctic subaerial temperature (Arctic T)
and basal heat flow in the past 3 Ma, adopted from Kroeger et al. (2008).
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According to the active source rock depth limit (Pang et al., 2020), the basin’s heat
flow generally controls the maximum burial depth for source rocks to generate and expel
hydrocarbons produced by the thermal cracking of kerogen (Behar et al., 1997). Since 1.6 MaBP,
the Beaufort MD Basin exhibits an approximate heat flow of 55 mW m−2 (Figure 4.5B) in
agreement with the moderate-heat-flow (40-60 mW m−2) basin suggested by Pang et al. (2020).
It implies that the upper limit of hydrocarbon generation, migration and accumulation is
below 2500 mbgl, conforming to the assumption (Dallimore et al., 1999) that the GHs-forming
thermogenic gases originated from the Taglu Sequence (Figure 4.2B). Above 2500 mbgl, the
accumulated hydrocarbons initially migrated from the underlying source rocks, coinciding with
our previously validated GH formation mechanism (Li et al., 2022a).

The boundary conditions and hydrothermal properties of the sediments representing
the Mallik site were determined by applying an iterative history matching procedure and are
summarized in Tables 4.2 and 4.3. The model employs the parameters reflecting a general
average of values reported in the literature. According to well log interpretations and core
analyses of the Mallik 2L-38 and 5L-38 wells, the effective porosity is 0.24–0.4 with a mean
permeability of 2.9 mD. Fluid pressure is hydrostatic, and the water table is assumed to coincide
with the ground surface. The initially relatively homogeneous geophysical property distribution
within the GH-bearing sediments is altered significantly, as effective composite porosities and
permeabilities decreased with the increment in Sh.

4.3 Results and Discussion
Our simulation results confirm that CH4 originating from the deep conventional

hydrocarbon reservoirs started to flow into the target sandy sediments via Fault F1 in the
dissolved state since 1 MaBP. As a hydraulically active preferential pathway, Fault F1 allows
the upward migration of CH4 into the MHSZ located within the Kugmallit Sequence below
the Mallik anticline crest. Concurrently, Fault F2 acts as an active hydrological conduit for
lateral CH4-rich fluid flow, while Fault F3 is as permeable as the sandy sediments of the
Kugmallit Sequence. In contrast, the normal (F7) and reverse faults (F4 and F6 in Figure 4.1)
are impermeable hydrological barriers. During the past 1 Ma, the super-saturated amount
of dissolved CH4 was instantly consumed by GH formation, triggered by the decrement in
CH4 solubility as fluid migrated to shallower depths, where p and T decreased. As shown
in Figure 4.4A,C, the Iperk Sequence is penetrated by the top of Fault F1, which supplies
super-saturated dissolved-CH4 formation fluids that facilitate the formation of intra-permafrost
GHs (Dallimore and Collett, 1995) until Fault F1 is clogged by the local decrease in porosity.
However, the genesis of intra-permafrost GH is beyond the focus of the present study.
Consequently, the upper part of Fault F1 intersecting with the Mackenzie Bay Sequence was
parametrized as impermeable.

4.3.1 Simulated Permafrost, Sub-Permafrost GH Interval, and
Subsurface Temperature Distributions

Figure 4.6A shows the simulated sub-permafrost Sh distribution after a simulation time of
1 Ma, implying that the spatial density of the number of structural elements positively correlates
with the heterogeneous spatial distribution of sub-permafrost GH accumulations. The densest
GH enrichment surrounds Fault F1 below the anticline crest and extends coastward, where
subsurface flow discharges into the sea. Further, Figure 4.6A indicates the locations of the
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Table 4.3: List of hydrothermal properties of the permafrost and GH-bearing sediments, and
other parameters used in the presented simulations.

Parameter Value Unit Reference

Effective permeability of I-M
Sequence κx = κy = κz = 1.0× 10−25 m2 Assumed

Intrinsic permeability of
Kugmallit Sequence

κx = κy = 5.0 × 10−15,
κz = 1.0× 10−15 m2 Assumed

Intrinsic permeability of F1
and F2 κx = κy = κz = 5.0× 10−14 m2 Assumed

Intrinsic permeability of F3
κx = κy = 5.0 × 10−15,
κz = 1.0× 10−15 m2 Assumed

Intrinsic permeability of F7 κx = κy = κz = 1.0× 10−20 m2 Assumed
Salinity of pore fluid 10 kg m−3 Collett (1999)
Hydration number 6.1 - Ripmeester et al. (2005)
Intrinsic porosity of sediment
matrix 0.3 - Collett (1999)

Density of sediment grain 2650 kg m−3 Collett (1999)
Thermal conductivity of wet
sediments 2.45 W m−1 K−1 Henninges et al. (2005)

Compressibility of porous
sediments 1.0× 10−10 Pa−1 Li et al. (2022b)

Density of salt (NaCl) 2160 kg m−3 Moridis et al. (2005a)
Diffusion coefficient 1.0× 10−10 m2 s−1 Li et al. (2022b)
Specific heat of sediment
matrix 830 J kg−1 K−1 Waite et al. (2009)

Specific heat of CH4 hydrate 2100 J kg−1 K−1 Waite et al. (2009)
Thermal conductivity of CH4
hydrate 0.68 W m−1 K−1 Waite et al. (2009)

Specific latent heat of
water-ice phase transition 333.6 kJ kg−1 Waite et al. (2009)

Freezing point of pore fluid −1.5 °C Taylor et al. (2013)
Frozen point of pore fluid −2.5 °C Taylor et al. (2013)

Mallik well, for which the present 3D simulation results are compared against our previous 2D
numerical simulation results, as illustrated in Figure 4.6B,C,D,E. According to the sedimentologic
analysis conducted by Medioli et al., 2005 for Mallik 5L-38, GH occurs mostly in pore spaces
within the thick sand packages from 886 to 1108 m (Figure 4.6F). It indicates the thickness of
the GH interval at Mallik 5L-38 is 222 m, which deviates from the GH interval thickness of
Mallik L-38 by approximately 3% (Table 4.4). Therefore, the short distances (ca. 117 – 252 m)
between the industrial well Mallik L-38 and scientific wells Mallik 2L-38, 3L-38, 4L-38, and 5L-38
(Table 4.1) are negligible. Consequently, the simulation results acquired from the Mallik L-38
well equivalently represent its four neighboring wells, since their close proximity is represented
by one grid element in the numerical model.

For >87% of the Mallik wells summarized in Table 4.1, the permafrost thickness predicted
by the 3D model agrees with the well logs and seismic observations by >99.2% (8 m) in Table 4.4,
which validates the overall permafrost evolution model implementation. Around the Mallik
anticline, the ice-bearing permafrost and GH interval thicknesses as well as sub-permafrost
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temperature profiles simulated by the 3D model are consistent with their respective field
observations at the Mallik P-59, L-38, 2L-38, 3L-38, 4L-38, 5L-38, and J-37 wells. This confirms
our hypothesis on the Canadian Arctic sub-permafrost GH formation mechanism and the
validity of the input parameters listed in Tables 4.2 and 4.3. As plotted in Figure 4.6C,D, the Sice

and Sh profiles simulated by means of the present 3D model are in excellent agreement with
our previously presented 2D simulation results for the Mallik wells L-38 and J-37. Deviations
between the 2D and 3D simulation results regarding the Sh increase with the projection distances
from the Mallik P-59 and A-06 wells to the Mallik J-37 well, as indicated in Figure 4.6B,E.

Figure 4.6: (A) Simulated field-scale sub-permafrost GH accumulation distribution at a
simulation time of 1 Ma (see Figure 4.4 for model geometry). Simulated ice-bearing
permafrost saturation (Sice) and sub-permafrost gas hydrate saturation (Sh) profiles obtained
for the respective locations of the (B) Mallik P-59, (C) L-38, (D) J-37, and (E) A-06 wells. (F)
Lithology and Sh logs from the Mallik 5L-38 well after Bauer et al. (2005b), presented with
permission from Natural Resources Canada under the Open Government License—Canada
version 2.0.

The 2D simulation results on the Mallik P-59 and A-06 wells were acquired from the
projected well locations onto the transect of the seismic profile 85987 (Li et al., 2022a), which
intersects the Mallik J-37 well. It should be noted that the 2D projected location of the Mallik
A-06 well is not located in the seismic and well-logging domains (Collett, 1999) but at a distance
of ca. 500 m (Li et al., 2022a). To date, the published lithology, Sh, and subsurface temperature
data observed at the Mallik P-59, L-38, J-37, and A-06 wells are limited due to the resolution of
the industrial exploration that was targeted at the deep oil reservoirs in the 1970s (Taylor and
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Judge, 1976). For this reason, the lack of observed peak Sh is insufficient to validate the simulated
data listed in Table 4.4. Thus, it merits further efforts to improve the mapping resolution of the
geophysically interpreted GH resources as new field data become available, as advocated by
Bellefleur et al. (2012).

Figure 4.6F shows that there is an evident correlation between the well-logged
highly heterogeneous Sh with regard to lithology along the borehole profile of the Mallik
5L-38 well (Table 4.1). This indicates that coarse-grained layers consisting of permeable
sands and pebbles host abundant GHs, whereas fine-grained sediments with nearly
no permeability (Katsube et al., 2005), including shales and silts, contain significantly
fewer GHs (Medioli et al., 2005). This relationship implies the conclusion that the Sh

distribution is lithologically controlled (i.e., by porosity and permeability) according to
Jenner et al. (1999) and Matsumoto et al. (2005). In contrast to Figure 4.6E, the simulated 2D and
3D Sh intervals at the Mallik L-38 well demonstrate a relatively uniform Sh distribution within
the Kugmallit Sequence, which is parameterized with homogeneous permeability (Figure 4.6C).
Since homogeneous porosities and pore-size distributions were employed in all simulations,
it is suggested that permeability is the local constraint on the pore occupancy limit by GH.
However, exhaustive surveys on the distribution of sub-permafrost GH resources have not
yet been undertaken at the Mallik site. Furthermore, our simulations are subject to the poorly
investigated petrophysical properties regarding the spatial permeability distribution in the
reservoir. Reliable data supporting the parameterization of a heterogeneous permeability
distribution in the reservoir sequences of interest cannot be derived from these.

Table 4.4 shows that the ice-bearing permafrost thicknesses and peak Sh match the field
observations with negligible deviations ranging from −1.9% to 0.8%, and 2.2%, respectively.
All simulated depths of the MHSZ base are within the tolerance range of the corresponding
observations. In addition, the simulated total thicknesses of the GH intervals near the Mallik
anticline match their respective observations with minor deviations of only 2.6 – 4.7%, which is
close to the employed simulation resolution of 1.3% along the vertical direction. However,
our model overestimates the thicknesses of the sub-permafrost hydrate-bearing sediment
layer at the Mallik A-06 and P-59 wells. This probably indicates that the reservoir quality as
determined by porosity, shale-to-sandstone ratio, and intrinsic permeability (Boswell et al., 2020;
Boswell et al., 2011) in the far-field of the Mallik anticline, is much poorer than the available
near-field data suggests.

Another aspect noted by Frederick and Buffett (2016) is that the thick GH intervals with
high Sh are easier to delineate, whereas GH intervals with low Sh are not likely to be detected
by geophysical measurements. For example, GHs have been documented where no Bottom
Simulating Reflector (BSR) was observed (Paull et al., 1996). Consequently, a BSR is a strong
indicator for the presence of at least low-Sh GHs, but the lack of a BSR does not necessarily imply
the absence of GHs, as stated by Tréhu et al. (2006). Thus, it is very likely that the industrial
exploration of hydrocarbon resources may have underestimated the far-field thicknesses of the
identified GH intervals.

The 3D simulation results reveal the highly variable Sh of the Mallik GH deposit
throughout its vertical and horizontal directions. The largest economically developable GH
occurrences are concentrated under the northern flank of the Mallik anticline along Fault F1, as
illustrated in Figure 4.6A. In contrast to the scientific wells, such as Mallik 5L-38, it is not feasible
to conduct quantitative analyses but qualitative comparisons of the peak Sh at the Mallik A-06,
J-37, and P-59 wells, given the limited observations on Sh derived from the boreholes. Despite
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Table 4.4: Comparison of Mallik well logs with simulated permafrost and intervals of
GH-bearing sediment.

Parameter/Well
P-59 L-38

Observed Modeled Observed Modeled

Depth of ice-bearing permafrost base (mbgl) 638 640 605 600
Depth of GHSZ base (mbgl) 1200 ± 100 1200 1100 ± 100 1100
Total thickness of sub-permafrost GH intervals (m) 156.8 260 229.2 240
Peak Sh within GH intervals (%) - ∼16 ∼90 ∼92

Parameter/Well
J-37 A-06

Observed Modeled Observed Modeled

Depth of ice-bearing permafrost base (mbgl) 615 620 632 630
Depth of GHSZ base (mbgl) 1300 ± 100 1200 1150 ± 50 1140
Total thickness of sub-permafrost GH intervals (m) 292.2 300 182.8 480
Peak Sh within GH intervals (%) - ∼12 - ∼4

Note: The well-log-inferred data are adopted from Majorowicz and Smith (1999), Collett (1999), and
Dallimore et al. (2005a). The dashes represent field observation data that could not be derived from field reports
(Collett, 1999; Dallimore et al., 2005a; Majorowicz and Smith, 1999).

the much less concentrated Sh of < 5% predicted by the numerical simulations at the Mallik
A-06 well, the far-field remains worthwhile for further investigation in the scope of new drilling
campaigns.

The subsurface p-T conditions dominate the stability of the permafrost and the
sub-permafrost GH occurrences, while permafrost stability is much more susceptible to global
warming than pressure perturbations caused by sea-level fluctuations. Generally, a change
in temperature at the ground surface will disrupt subsurface temperature regimes originally
equilibrated with the basal heat flux below the permafrost and the GH-bearing sandy sediment.
For permafrost at depths of <600 mbgl, the temperature profiles simulated by the 2D model
and those logged by DTS demonstrate that the present-day permafrost is warmer by 0.8 to
1.3 K compared to the 2D numerical predictions, as analyzed and discussed in our previous
work (Li et al., 2022a). According to representative near-surface temperatures collected from
the exploration wells, the present-day near-surface ground temperature ranges from −8 °C to
−9 °C at the Mallik wells (Burn and Kokelj, 2009). Without implementing the previously
proposed transitional boundary condition to mimic the climate changes since the Late Holocene
(Li et al., 2022a), the present 3D model reproduces the paleo-geothermal conditions of the Arctic
permafrost very well.

As shown in Figure 4.7, the sub-permafrost temperature profiles (depth >600 mbgl) at the
Mallik L-38 and J-37 wells simulated by the 3D model are consistent with the DTS observations
adopted from the Mallik 3L-38, 4L-38 and 5L-38 wells. In contrast, the temperature at the
Mallik J-37 well simulated by the 2D model deviates from the DTS observations by almost
2 K. Although this relative variation may fit the 2D prediction of the regional temperature
constraint by Chen et al. (2008), the authors suggested that subsurface temperature variations
could reach about 5 K/km along the lateral direction at a depth of 1100 mbgl. This may
be attributed to the uncertainty arising from plotting well data linked to line charts on the
temperature cross sections (Chen et al., 2008) or changes in the sub-permafrost geothermal
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Figure 4.7: Distributed Temperature Sensing (DTS)-logged and simulated temperature
profiles. DTS-observations at the Mallik 3L-38, 4L-38, and 5L-38 wells were obtained after
622, 605, and 575 days of their final cementation during the second post-field DTS survey
(2003/09/19–21), after Henninges et al. (2005). 2D simulation results were adopted from
our previous model (Li et al., 2022a), and the 3D temperature profiles extracted from the
present simulations after the sub-permafrost GH formation of 1 Ma. Sequence boundaries
are modified after Dallimore et al. (1999).

environment under contemporary climate settings and fault activities induced by historical
seismicity (Hyndman et al., 2005). On the other hand, the consistency between the 3D-simulated
and DTS-logged temperature profiles within the sub-permafrost GH intervals (860 mbgl < depth
< 1100 mbgl) suggests that the Late Holocene climate warming has not yet significantly altered
the thermal GH interval environment.

4.3.2 Geologic Controls on the Subsurface Temperature, Permafrost,
and GH Interval Distribution

The spatial and temporal evolution of the vertically averaged Sh and cumulative GH
thicknesses are presented in Figure 4.8. At first, the upward migrating CH4-rich fluid flows
into the sandy Kugmallit Sequence within the MHSZ via the preferential pathway Fault F1,
which is overlain by the Mallik anticline crest. After a simulation time of 0.1 Ma (Figure 4.8A),
the average Sh of the accumulated GHs reaches ca. 21% at the upper part of Fault F1. As GHs
continue to form up to a simulation time of 1 Ma, more GHs accumulate along Faults F2 and
F3 towards the coast in the MD. This observation implies that the simulated CH4-rich fluid
flows towards the coast, joining the groundwater discharge to the sea, which contradicts the
2D model results indicating that the CH4-rich fluid migrates inland. This also emphasizes the
influence of lithological controls on the GH distribution and Sh enrichment. As mentioned
earlier, the simulation results reach a very good agreement with the well logs and seismic
interpretations (Collett, 1999) from the Mallik P-59, L-38, J-37, and A-06 wells (Table 4.4), which
exhibit substantially variable Sh distributions along both lateral and vertical directions.
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Figure 4.8: Plan view of temporal series of (A,C) average GH saturations (Sh), and (B,D)
total GH thicknesses within the GH-bearing intervals following the sub-permafrost GH
formation after (A,B) 0.1 Ma, and (C,D) 1 Ma.

Figure 4.8C shows that the GH deposit at the Mallik site is laterally heterogeneously
distributed and covers an area of ca. 9 km2, where an average vertical Sh above 30% persists after
a simulation time of 1 Ma. Moreover, Figure 4.8D indicates that the GH deposit encompasses an
area of thick GH-bearing sediments (thickness >250 m). Red shading outlines the reservoir with
the thickest GH-bearing sediments (thickness >500 m) located below the Mallik anticline, which
are penetrated by the Mallik J-37 well. However, the majority of the GH-bearing intervals only
contains negligible Sh < 1% along the Mallik J-37 well (Figure 4.6D), as shown in Figure 4.8C.

One important trend reproduced by the 3D model is that GHs mainly accumulate below
the crest of the anticline trap bounded by the Faults F1 and F3 (Figure 4.8C,D). The reason for this
distribution pattern lies in variations in the lithology and geothermal environment, indicating
differences in sediment permeability as well as specific heat conductivity and capacity, mainly
controlled by the shale and sand contents of the respective sedimentary units. Besides, the GH
occurrences with the highest concentrations cover a region of ca. 3 km2 along the northern
flank of the Mallik anticline and east of the connection line between the J-37 to L-38 wells,
conditioned by the overlain I-M Sequences which act as hydraulic barriers. Since neither seismic
nor borehole data are available to confirm the presence or absence of these highly concentrated
GH accumulations along the anticline flank bounded by Fault F1, it highlights the feasibility of
the employed 3D model to predict yet undiscovered GH resources.

4.4 Conclusions
In the course of the present study, we developed a field-scale static structural geological

model of the Mallik anticline based on available well and seismic data. In addition, we employed
a thermo-hydro-chemical simulator, previously validated against Mallik field data, to study
the geologic controls on the genesis of permafrost and sub-permafrost GH accumulations. The
simulation results show that the calculated sub-permafrost temperature profiles, thicknesses
of permafrost and hydrate intervals, as well as peak Sh are consistent with field observations.
Simultaneously, the locally predicted GH distributions match the observed GH occurrences.
Therefore, the proposed feed gas (thermogenic CH4) migration and sub-permafrost GH
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accumulation mechanisms have been validated by the present study, with the following
conclusions reached:

1. The complex stratigraphic and structural controls on the heterogeneity of the GH
distribution at reservoir scale have been quantitatively confirmed by iterative history matching
of the permeability of the underlying faults and lithological units in the Mallik anticline. Since
the Late Pleistocene, the major normal fault F1, serving as an active hydraulic conduit, permits
the upward migration of hydrate-forming gas in the dissolved state into the MHSZ within the
reservoir sequences below the Mallik anticline crest. Furthermore, the normal fault F2 acts as a
hydrological conduit for lateral CH4-rich fluid flow, while the normal fault F3 is as permeable as
the sandy GH-bearing sediments. The normal (F7) and reverse faults (F4, F6) are most likely
hydrological barriers.

2. At the Mallik site, the GH occurrences mainly develop in the sandy sediments within
the Kugmallit Sequence, whereas the Iperk and Mackenzie Bay Sequences act as seals (barriers
for CH4 transport). The stability of sub-permafrost GHs is mainly determined by the present
geothermal regime and hydrodynamic conditions. Concentrated GH accumulations under the
Mallik anticline crest are preserved by the favorable thermal conditions around Faults F1, F2,
and F3, accompanied by a high spatial density of structural elements.

3. By comparing the simulated results against corresponding well-log data, the presented
numerical framework confirms the solid quality of the established static geological model
elaborated on the basis of published interpretations of the seismic reflection profiles. The
introduced simulation framework can be applied to support the interpretation of such
geophysical measurements.

The presented results allow for the assessment and projection of potential GH enrichments
at the Mallik site and provide a new perspective on present Arctic sub-permafrost hydrocarbon
systems. Moreover, they contribute to the understanding of sub-permafrost groundwater
flow, demonstrating that the CH4-rich fluid prefers to flow coastward to join the groundwater
discharge in the Canadian MD. Our model also shows excellent potential for investigating the
genesis of similar integrated natural systems and the evolution of permafrost under various
climatological events in the North American coastal region of the Beaufort Sea. The validated
simulation framework can be applied to other world-wide GH deposits to contribute to the
assessment of global GH resources.
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Discussion
To numerically reproduce the permafrost-GH system dynamics from laboratory to field

scales for the first time, a modeling framework (TplusH) was established and verified in the
present study. The key parameters for characterizing GH deposits are the hydrate spatial extent,
Sh distribution, and GH abundance. Non-intrusive geophysical measurements are widely
employed with the utilization of first principles-based models to determine Sh. However, these
predictions deviate from reality (i.e., sampling results) under certain circumstances, such as low
Sh-saturated sediments and intra-permafrost conditions. Since ice and hydrate have similar
physical properties, detecting intra-permafrost GHs using standard geophysical measurements
is nearly impossible. In Section 5.1, a comparative evaluation of challenges is presented based on
the ERT-observations adopted from LARS experiments (Chapter 2), by quantifying the deviation
patterns of these observations from non-intrusive geophysical Sh measurements to sampled
results. Each elemental volume of employed models generally needs to be increased during the
upscaling from the laboratory (Chapter 2) to the field scale (Chapter 3). This may result in an
uncertainty of upscaled permeability, which can lead to a significant difference in permeability
under the same Sh, as presented in Section 5.2.

Due to the high spatial heterogeneity of geophysical properties, the employed 2D geologic
model, generated from a seismic transect of the Mallik site in Chapter 3, can not accurately
quantify the spatial geologic controls on GH volume and distribution. Thus, the first field-scale
static 3D Mallik geologic model has been established using well-logs and seismic profiles. By
comparing their differences, the significance and necessity of extending model dimensions
are given in Section 5.3. Chapters 3 and 4 of this study have validated the feasibility of my
proposed sub-permafrost GHs formation mechanism using 2D and 3D simulation studies. These
studies showed that CH4-rich fluids were vertically transported from deep overpressurized
zones through geologic fault systems since the Late Pleistocene, ultimately resulting in the
observed GH deposits in the Kugmallit Sequence. Moreover, Chapters 3 and 4 also validated
the timing of permafrost-GH genesis that coastal permafrost started to form since the early
Pleistocene sea-level retreat (ca. 1.6 MaBP) and steadily increased in thickness for 0.6 Ma prior
to sub-permafrost GH formation. Consequently, the findings in Chapters 3 and 4 give support to
improving the understanding of the Arctic GH petroleum system and conducting a comparative
study on the spatiotemporal factors of permafrost-GH system genesis, as respectively presented
in Sections 5.4 and 5.5.

Below the base of the permafrost, the DTS-logged subsurface ground temperature profiles
provided valuable constrained conditions for model calibration in 2D and 3D field-scale
simulations at the Mallik site. However, unlike the sub-permafrost temperature distributions,
the near-surface temperatures in the circum-Beaufort region were sustainably increased, as
evidenced by the DTS logs obtained from the Mallik, Taglu, and Ignik Sikumi sites. As presented
in Section 5.6, the impact of climate warming in the circum-Beaufort permafrost region is evident,
and this warming trend has been significantly accelerated by Arctic amplification over the last
few decades.
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In this study, the discussion of the main findings is focused on six points:

• Challenge in predicting Sh through geophysical methods (Section 5.1).

• Uncertainty of upscaling the numerical model from laboratory to field
scale (Section 5.2).

• Significance and necessity of extending the field-scale model dimensions from
2D to 3D for the numerical study at the Mallik site (Section 5.3).

• Generalization of an improved GH petroleum system resulting from the summary
of the comprehensive spatiotemporal prerequisite of the generation, migration,
accumulation, and preservation factors controlling Arctic sub-permafrost Sh

distribution (Section 5.4).

• Timescale and mechanism of the permafrost-GH system genesis in the
circum-Beaufort coastal region (Section 5.5).

• Impact of climate change on Arctic near-surface ground temperatures and
permafrost warming (Section 5.6).

5.1 Challenge in Predicting Hydrate Saturation
Through Geophysical Methods
The most challenging reservoir properties to be accurately determined for GH deposits to

enable the economic evaluation of their technically recoverable potentials are porosity and Sh.
In such systems, directly-measured features (well logs) commonly serve as a primary source of
porosity-determining data. As suggested by Chong et al. (2022), the downhole porosity-logging
can better represent Sh than the first principles-based models (e.g., the NMR- and ERT-derived
Sh models). Notwithstanding, well logs in GH- or ice-bearing layers are generally subject
to error. According to Matsumoto et al. (2005), the NMR-porosity logs estimated Sh match
the geochemically determined Sh. However, Jain et al. (2019) reported that using the constant
longitudinal to transverse relaxation time ratio (T1/T2) causes the conventional NMR-based
porosity of GH-bearing intervals to be underestimated by ca. 36 porosity units, leading to
the systematical overestimation of NMR-derived Sh by ∼8–10%. Therefore, using the first
principles-based porosity-determining data to calculate Sh still needs to be improved.

In Figure 5.1, the most significant deviation between the ERT-measured and pore fluid
sampled Sh,bulk emerges at the low and high limits of pore fluid sampled Sh,bulk range in LARS,
and it converges to almost 0% when Sh,bulk is narrowed down to a range of ∼50–70%. This
phenomenon is similar to the observed critical Sh of ∼50–60%, which highly distinguishes GH
distribution behavior in GH formation experiments (Gil et al., 2019). Figure 5.1b shows that
the ERT measurements applied in LARS generally overestimate Sh by up to ∼8–11% when the
benchmark Sh<45% but constantly underestimates Sh by up to 11% when the benchmark Sh>45%.
As evident by the deviation analysis of NMR-derived and ERT-based Sh, the ERT-predicted Sh is
slightly more precise than the NMR method. In general, when the actual Sh is low, both ERT
and NMR-based measurements tend to overestimate Sh, suggesting that the physical properties
of GH-bearing sediment are substantially altered by even a small amount of GHs.
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Figure 5.1: (a) ERT-measured (LARS Run 2), pore fluid sampled, and simulated bulk
hydrate saturation (Sh,bulk) evolution during the hydrate formation experiment, obtained
from Li et al. (2022b) and Priegnitz et al. (2015). (b) Deviations between ERT-measured
Sh,bulk and sampled ones, modified after Priegnitz et al. (2015).

5.2 Uncertainty in Model Upscaling from Laboratory- to
Field-scale

The GHs, formed by using the "dissolved-gas" method (Priegnitz et al., 2015),
initially present in inter-pore as the pore-filling habit (Figure 5.2a). The pore-filling
assumption (Waite et al., 2009) suggests that GH particles float and anchor in the center of
inter-pore space. In fact, GH can hardly remain in the pore center due to the impact of buoyancy
due to the density difference between pore fluid and GH. Therefore, GHs are supposed to
stay in physical contact with sediment particles to counteract the buoyancy (Lei et al., 2022b).
Subsequently, pore-filling GH may turn into load bearing as the local Sh reaches 25–40%
(Waite et al., 2009). For instance, the machine learning-driven three-phase saturation
(GH, water, free-gas) identification leads to the critical Sh of ∼50% Kim et al. (2020a).
Moreover, Pan et al. (2021) reported that flow path clogging starts at Sh > ∼68%, which may
indicate the alteration of GH habits. Coincidently, the deviation between the ERT-measured
Sh,bulk, and pore fluid sampled ones converges to 0% when Sh,bulk reaches approximately 68%,
as shown in Figure 5.1b.

In the present study, the applied model has been developed based on the assumption of
homogeneous Sh distribution in an isotropic sample. With this assumption, it is straightforward
to assume the pore-filling GH to be ideally distributed in the pore when upscaling, as shown in
Figure 5.2a. However, it is rare to see such uniform distribution in large-scale laboratory-formed
GH-bearing specimens, including LARS, because GHs preferentially accumulate at cold
boundaries (Lei et al., 2019a). Therefore, GH distribution in the specimen reflects the geometry
of the thermal boundary within the sample chamber, as shown in Figure 5.2b,c. If the high-Sh

zone is impermeable, the GH distribution in Figure 5.2c will result in a clogged specimen along
the vertical direction compared to the other case, despite the three cases having the same Sh,bulk.

Figure 5.2 indicates that inter-pore GH distribution has a much greater influence on
sediment permeability, and uneven GH distribution can result in drastic permeability anisotropy.
Overall, the connectivity of the unfilled pores, rather than GH habits within the pore, is a more
determining factor in fluid permeability. Moreover, it should be expected that neither the GH
host sediment nor the Sh distribution in natural GH deposits is isotropic or homogeneous.
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Figure 5.2: Potential cases during upscaling under the same Sh,bulk. (a) Ideal uniform GH
distribution in an overall homogeneous sediment sample. (b) and (c) heterogeneous GH
distribution where GHs concentrated along the cooling boundary, after Pan et al. (2021).

Therefore, the synthetic sample of LARS developed based on the homogeneous assumption
certainly can not reflect the reality of GH host sediments, but can instead represent a fraction of
the interval of GH-bearing sediment with highly concentrated hydrate, as observed at the Mallik
site. Hence, heterogeneity in the geophysical and lithologic properties of hosting sediments
should be considered when dealing with GH-bearing deposits in natural conditions in the
future.

5.3 Significance of Extending the Model Dimensions
from 2D to 3D in the Field-scale Studies

Using seismic data acquired in 1985 (Collett, 1999), the 2D and 3D static geological models
are employed to reconstruct the sedimentary successions and the structures of the underlying
faults and anticlines at the Mallik site. In Chapters 3 and 4, the simulation results from the Mallik
P-59, L-38, and J-37 wells showed an excellent match between the 2D and 3D models, proving the
accuracy of the employed modeling approach and geometry implementation in the near-field of
the Mallik anticline. However, the static geological models can still be improved, as indicated
by the deviations between the simulated and logged GH-bearing layer thicknesses (Table 4.4)
in the far-field region near the Mallik A-06 well. The degree of accuracy in static models and
subsequent simulations is typically associated with the level of enrichment and quality of
the input data sets. Overall, previous studies presented in Chapters 3 and 4 demonstrate the
feasibility of using seismic-derived data and well-logs for investigating the permafrost-GH
system in a remote and mainly inaccessible area. These old industrial data still hold unexploited
potential in reservoir-scale modeling research.

Figure 5.3a shows an extended model geometry of the previously applied 3D static model
covering an area of approximately 70 km2, containing the surrounding faults around the Mallik
anticline. In Chapter 4, the marginalized Faults F4 and F6 are interpreted and parametrized
as impermeable faults to minimize the difference between simulated and observed subsurface
temperature distributions via iterative history matching. The green box in Figure 5.3a highlights
the spatial location of the seismic transect shown in Figure 5.3b. By comparing the 2D and 3D
fault interpretations, some of the differences presented in Figure 5.3 are recognized. For instance,
the disconnected Faults L4 and L15 are likely reinterpreted from the 2D model as a connected
Fault F1, further intruding into the bottom of the Iperk Sequence in the 3D model. The 2D inlet
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of CH4-rich fluid is composed of the bottom of L3 and L4, while the bottom of F1 acts as the
3D inlet. The separated, permeable faults L6 and L7 from the 2D model are reinterpreted as a
3D-connected impermeable fault (F7) in the 3D model.

Figure 5.3: Comparison of applied 2D and 3D model geometry at the Mallik site. (a) 3D
model geometry generated from the interpreted geological units from seismic profiles (see
Figure 5.6b for the location of AA’) shows the surrounding faults of the Mallik anticline,
based on Collett (1999), as well as Dallimore et al. (2005b). (b) 2D model geometry of the
interpreted transect of seismic profile 85987 after Collett (1999), adopted from the previous
study (Li et al., 2022a).

3D geological models are significantly more potent in terms of developing and
visualizing geological knowledge than 2D cross-sections in heterogeneous natural environments
(Thornton et al., 2018). Therefore, certain studies, such as understanding the geologic control
of structural elements to sub-permafrost GH distribution in Chapter 4, demand 3D geological
models that are detailed, accurate, and spatially extensive. For instance, the Mallik anticline
is located in a fault-developed zone, where the Mackenzie–Kugamllit Sequences have been
faulted into complex geometrical arrangements by tectonic forces. As assumed in Table 4.3, the
sandy Kugamllit Sequence as hydrate-bearing sediment is several orders of magnitude more
permeable than the nearly impermeable permafrost (Chuvilin et al., 2022) within the overlying
Iperk Sequence and fault F7, but it is an order of magnitude less permeable than faults F1
and F2 serving as the conduit of feed gas. This assumed reservoir permeability is based on
the interpretations from the well logs and core analyses of the Mallik 2L-38 and 5L-38 wells
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(Dallimore et al., 2005b). The assumed permeabilities of faults are determined via iterative
history matching. The significant contrasts in the hydraulic conductivity with these stratigraphic
geometry elements (sequences and faults) exert a profound influence on the groundwater flow
pattern, which alters the geothermal distribution and determines GH deposit distribution, as
demonstrated by the 3D numerical flow modeling in Chapter 4. Besides, employing L6 as an
impermeable fault in the 2D simulation is unfeasible because this turns the semi-closed system
with the closed top and bottom boundaries into a one-end open system. This change raises the
likelihood of numerical oscillation for inflowing CH4-rich fluid. Compared to the 2D model,
the 3D model does not show this obstacle because the impermeable fault F7 does not block the
fluid outflowing pathway. Using the 3D model has proven its advantages in quantifying the
hydraulic contribution of subsurface geological units at the reservoir and million-year scales.

The quality of the 3D static model depends on the density of geological surveys and
the spacing of applied 2D cross-sections (Lin et al., 2017). In further studies, more precise
3D geological models with the application of spatially heterogeneous reservoir properties are
desirable to reproduce the variation of Sh distribution in centimeter scale within the GH-bearing
sediments. Applying such heterogeneous fine-grid models require more accurate high-resolution
downhole measurements of regional lithological characteristics, as presented by Lei et al. (2022a).
Moreover, the subsequent 3D simulation study also demands an efficient automatized workflow
to integrate these anisotropic variables as the initial and boundary conditions for modeling.

5.4 Gas Hydrate Petroleum System Analysis
Classical petroleum system analysis (Jang et al., 2020; Max and Johnson, 2014) incorporates

various geological information to assist in hydrocarbon exploration to identify and evaluate
their commercial exploitation potential. The aim of GH petroleum system (GHPS) analysis is to
advance the understanding of several fundamental issues, including the origin, migration, and
accumulation of the source gas composing the GH deposit. In general, the generation, migration,
accumulation, and preservation processes determines the distribution of GH reservoirs and the
viability of their economic recovery.

Oil and natural gas deposits that form in the basin may have diverse generation histories,
stratigraphic and structural settings, and they may have persisted for a wide range of geological
ages and depths once they were trapped. Compared to most conventional hydrocarbon
resources, the formation of GH has been more firmly restricted by timing and pressure (i.e.,
sedimentary burying depth) conditions. Particularly, GHs are confined to the GHSZ, whereas
conventional natural gas deposits can be discovered over a significantly greater vertical distance
in hydrocarbon and petroleum provinces.

Max and Johnson (2014) considered the GHPS to be composed of three major components:
(1) the CH4 source; (2) the CH4 migration pathway; and (3) the reservoir self-trap unit. As
GHs crystallize in sandy sediment within the GHSZ, the porous GH-bearing sediment itself
comprises both the reservoir and the trap. Thus, GH formation is a process of thermodynamic
trapping hydrate-forming gas to a solid phase. To facilitate the assessment of GH reservoir
potential, Jang et al. (2020) further define the reservoir self-trap unit as a coarse-grain composed
permeable host sediment and a separate overlying fine-grain composed low-permeability seal.
The overlying seal can restrict feed gas (CH4) migration out of the coarse-grained reservoir
over time and elevate the CH4 concentration of pore water to excess the CH4 solubility limit
to initially form GH in the coarse sediment. Therefore, the fine-grained sediment, retaining

80



5.5. Genesis of Circum-Beaufort Gas Hydrate Deposits Chapter 5: Discussion

the feed gas within its underlying GH reservoir, merits consideration as a distinct seal in the
improved GHPS. In contrast to traditional seals, the seal of GHPS does not have to last a long
time or maintain high pressures because the accumulating GH will aid in the seal.

Due to the restriction by the p-T limits of GHSZ, GHs are geologically recent deposits and
are quite responsive to environmental (p-T) changes. Table 5.1 shows the essential prerequisite
factors of improved GHPS. Many factors have close paragenesis relations during GH deposit
formation. For instance, GHs only exist in a dynamic equilibrium within the GHSZ under certain
p-T conditions. Further, the GH formation via the listed cases requires a sufficient groundwater
supply and a low-permeable geological seal overlying the correspondence GH reservoir. In
case I, natural gas accumulated in shallow hydrocarbon traps is initially outside the GHSZ but
moves into the GHSZ due to the paleo-climate cooling, thus causing the formation of intra-
and sub-permafrost GHs by in-situ conversion of the gas deposit into a GH deposit. In case
II, the expelled gaseous and/or dissolved gas fluxes from their sources ascendingly migrate
along permeable conduits (e.g. permeable layers, faults, or a combination of these) towards
the suitable host sediments within the GHSZ, where GHs may occur. The migration pathways
are required to stay active during the accumulation of GHs. However, they are not required to
be present in the currently observed state before the GH deposit formation or persist after the
GH deposit formation. Overall, all of these tick-marked factors in Table 5.1 have to stay active
during the critical duration for the growth of GH deposits over a relatively wide geological
timespan, ranging from tens of thousands of years to over a million years.

Table 5.1: Spatiotemporal prerequisite factors of the improved GH petroleum system under
two GHs formation cases in the Arctic.

GH petroleum system factor Case I: GHs in-situ converted
from gas deposit

Case II: GHs formation
facilitated by gas flux

Reservoir ✓ ✓
Seal ✓ ✓
GHSZ ✓ ✓
Groundwater supply ✓ ✓
Feed gas flux ✓
Trapped feed gas ✓
Feed gas pathway ✓

5.5 Permafrost-GH System Genesis in the
Circum-Beaufort Coastal Region

The assessment of global paleo environmental change associated with the modern
industrial age remains a critical objective in GH research. The objective of this comparison study
is to develop a generalized concept model that explains the history of GH formation in the
circum-Beaufort coastal plains and deltas.

Thermal conditions conducive to the permafrost and GH formation may have persisted in
Northern Alaska since the past ca. 1.65 Ma (Collett, 1999), which is consistent with the adopted
timescale of 1.6 Ma (Figure 5.4a) for the genesis of the Mallik permafrost-hydrate system in
Chapters 3 and 4. In Figure 5.4b, Dai et al. (2011) combined various information sources to
reconstruct the evolution of the stratigraphy, ground surface, permafrost base, and potential
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GH stability zone at the Mount Elbert region on the Alaska North Slope (ANS). Under the
assumption of 1D spatial-temporal evolution history for GH and permafrost in Figure 5.4b,
the GHs could form in host sediments almost a million years before the onset of permafrost
formation at the Mount Elbert site (Dai et al., 2011). The thickness of the GH stability zone
(GHSZ) enlarges as the base of the permafrost deepens. With the base of permafrost propagating
to the pre-existing GH-bearing sediment (Figure 5.4b), the presence of ice and GH may be
superposed at the same depth as the ground surface cooled in the Pleistocene epoch.

Figure 5.4: (a) Geological history at the Mallik site in the Mackenzie Delta (MD). Time
series compiled from the literature include: sub-Arctic Northern Hemisphere (NH)
and Arctic (MD) subaerial temperatures (Bintanja and Wal, 2008; Kroeger et al., 2008;
Taylor et al., 2013), basal heat flow in the MD (Kroeger et al., 2008), and global mean
sea-level estimations (Hansen et al., 2013). (b) Geological history at the Mount Elbert site on
the Alaska North Slope (ANS), reprinted from Dai et al. (2011) with copyright permission
from Elsevier (2023). Time axes are shown in logarithmic scale.

Since 2 MaBP, the change in ground surface elevation was limited to less than 20 m and
changes in global sea level led the circum-Beaufort coast plain to submerge for a negligible
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period (Dai et al., 2011) in Figure 5.4b. Therefore, their finding supports the previously adopted
assumption in Chapters 3 and 4 that the variations in sea level, depositional processes of
the stratigraphic sequences and tectonic activities had minimal effects on the evolution of
sub-permafrost GH accumulations since the Late Pleistocene. In Figure 5.4b, the dotted
line adopted from the temperature history (Dai et al., 2011) on the Alaska North Slope
(Figure 5.4b) shows a significant difference from the applied subaerial temperature estimates for
the Mackenzie Delta (Kroeger et al., 2008; Majorowicz et al., 2012a) and the sub-Arctic Northern
Hemisphere subaerial temperature projections (Bintanja and Wal, 2008) in Chapters 3 and 4.
From 2 MaBP to 0.15 MaBP (Figure 5.4a), the applied subaerial temperature for the Mackenzie
Delta is lower than the sub-Arctic temperatures of the Northern Hemisphere by a range of 7 K
to 5 K. Conversely, the arctic subaerial temperature on the Alaska North Slope (Dai et al., 2011)
is even consistently higher than the Northern Hemisphere temperature (Bintanja and Wal, 2008)
by up to 8 K from the past 3 Ma to 0.4 Ma, as indicated by the dot line in Figure 5.4a. The arctic
subaerial temperature adopted by Dai et al. (2011) certainly cannot stand as a true reflection of
the paleoclimatic conditions, even when considering the relatively high uncertainty of the limited
numbers of proxy data-based Arctic subaerial temperatures relative to the well-established
subarctic Northern Hemisphere surface air temperatures (Bintanja and Wal, 2008).

On the Alaska North Slope, the formation of GH with high Sh in the coarse-grained
sediments was due to either the transportation of dissolved CH4 in water through
high-conductivity faults, or gaseous CH4 invasion due to the low capillary entry pressures
(Collett, 1993; Dai et al., 2011). GH formation was sustained by the upwards migration of
deep thermogenic gases, which became trapped together with shallower biogenic gases within
the current GHSZ and converted into GHs (Boswell et al., 2011; Dai et al., 2011). To describe
the history of GH formation, four possible scenarios for the GH origin mechanisms in the
circum-Beaufort coastal plains and deltas (e.g., Alaska Prudhoe Bay and Canadian Mackenzie
Delta in Figure 5.5a) are proposed and listed in Table 5.2.

Table 5.2: Assumptions on the origin of circum-Beaufort sub-permafrost GH accumulations.

Scenario Migration
pathway Source gas Permafrost-GH genesis timing Reference

I Fault Thermogenic
dissolved gas

Since 1.6 MaBP, permafrost base keeps
deepening for 0.6 Ma, then GHs form
for 1 Ma

Li et al. (2022a)

II Fault Thermogenic
free gas

Permafrost formation since Pleistocene,
sub-permafrost GHs formation during
Wisconsinan Glaciation (∼75–11 kaBP)

Collett (1993)

III Fault
Thermogenic
and microbial
free gas

In-situ conversion of the natural gas
reservoir into GH reservoir induced by
climate cooling over the last 1.7 Ma

Collett (1993)
Boswell et al. (2011)
Dai et al. (2011)

IV
Fault or
permeable
layer

Thermogenic
and microbial
dissolved gas

In-situ diffusion of microbial gas
and short- or long-range advective
migration of thermogenic gas since the
Pleistocene

Collett (1993)

The near-surface part (10 mbgl < depth < 100 mbgl) of the temperature profile recently
measured at the Ignik Sikumi #1 in the Prudhoe Bay was lower than these recent corresponding
observations at the Mallik site by a threshold of 0.8 to 1.8 K, as shown in Figure 5.5b,c. This
temperature difference indicates that the paleo subaerial temperature (ANS) was likely lower
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than the one (MD) by almost 2 K since the Late Pleistocene. Therefore, the adopted temperature
in Figure 5.4b is likely to be overestimated by a range of 15 K to 5 K, from 2 MaBP to
0.4 MaBP. Consequently, the depth of permafrost base in Figure 5.4b is over-predicted by
ca. 140 m compared to the simulated depth of permafrost base in Majorowicz et al. (2012a), as
the temperature has reached −10 °C since 8 kaBP (Figure 5.4b).

Figure 5.5: (a) Location map for North Alaska Super Basin and Canning–Mackenzie
deformed assessment unit (AU) within the Arctic petroleum province defined
by Houseknecht and Bird (2011), Houseknecht et al. (2020), and Masterson and Holba (2021),
adopted from Houseknecht and Bird (2011). (b) MH phase stability curve shows the
depth and temperature conditions suitable for the GH formation, adopted from
Moridis et al. (2011). (b,c) Temperature profiles measured by fiber optic Distributed
Temperature Sensor (DTS) cable embedded within cement between the well casing and
sediment. The DTS observations at the Mallik 3L-38, 4L-38, 5L-38, and Ignik Sikumi #1 wells
are adopted from Henninges et al. (2005) and Boswell et al. (2017).

Overall, the history of Arctic subaerial temperatures and the presence of gas traps in the
circum-Beaufort coastal region is still poorly understood, thus multiple scenarios are plausible,
as stated by Collett (1993) and Dai et al. (2011). Furthermore, the age of circum-Beaufort
sub-permafrost GHs is likely no older than Pleistocene (approximately 1.65 MaBP) but can
be as young as Wisconsin Glacial Episode (approximately 70 to 10 kaBP). However, according
to a more recent study by Lei et al. (2019b), GHs formed from free gas (Scenarios II and III in
Table 5.2) at significant depth could host residual free gas for millions of years. For example, as no
groundwater percolation occurs through the assumed 1-meter-thick gas-saturated sediment, it
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requires ten million years to transfer all the trapped gaseous CH4 into GH in the coarse-grained
sediment (Lei et al., 2019b). Given such a lengthy geologic process, the gaseous methane
trapped inside hydrate film should be found commonly. Thus, the gaseous CH4, GH, and water
within the GHSZ should ubiquitously coexist under Scenarios II and III. As summarized in
Section 3.2.1, free gas was not observed within or at the bottom of the GHSZ at the Mallik
site, which considerably raises the credibility of Scenario I in contrast to others, as presented in
Chapters 3 and 4.

5.6 Near-surface Ground Temperature Change and
Permafrost Warming

Terrestrial sub-permafrost GH deposits are relatively unstable compared to deep oceanic
ones because the water temperature in the deep oceanic environment only has minimal
variations compared to the onshore subaerial temperature. Based on the observation of natural
consolidation subsidence in 2010, scenarios for future relative sea-level and inundation hazards
in the outer Mackenzie Delta (MD) are evaluated until 2100 (Forbes et al., 2022). Under
the 95th percentile projection of RCP8.5, 85% of the outer MD will be underwater by about
1.2 m due to the future sea level rising, including the Taglu and Mallik sites. Hence greater
knowledge and insights into permafrost degradation (Mestdagh et al., 2017), sub-permafrost
CH4 seepage (Hodson et al., 2020), and permafrost ecosystem responses to seawater inundation
(Schuur et al., 2022) are needed. The evolution of the talik and thermokarst lakes (Ruppel and
Kessler, 2017) under various future global warming scenarios also deserves to be investigated.
The state of permafrost is highly dynamic and requires constant follow-up surveys.

The change of near-surface ground temperature directly reflects the evolution of the
permafrost thermal state, as shown in Figure 5.6b,d. In Figure 5.6a, the extension lines of
Mallik near-surface temperature logs, adopted in 2003, fall into the threshold of −6 °C to
−7 °C, which is consistent with the near-surface temperatures as depicted in Figure 5.6d. The
bottom part of Mallik’s simulated near-surface temperature profile agrees with the observation
at the Ignik Sikumi #1 measured during the summer-autumn of 2011 (Figure 5.6a) in Prudhoe
Bay (Boswell et al., 2017). This agreement indicates that the arithmetic means of near-surface
ground temperature at Prudhoe Bay was likely within the range of −9 °C to −10 °C since
the Holocene, which is presumed to be slightly lower than the observed temperatures at the
Mallik site in the early 1970s (Figure 5.6b). Figure 5.6a shows the depths of inflection points of
logged temperature profiles from Mallik and Ignik Sikumi are 70 m and 80 m, respectively. The
inflection point represents the propagation front of permafrost heating induced by contemporary
climate warming. The deeper depths of the inflection points may be attributed to the field DTS
survey being conducted at the Ignik Sikumi site almost eight years later than that performed at
the Malik site.

The 10-meter deeper inflection point (Figure 5.6a) may indicate that the permafrost
at Ignik Sikumi was heating faster than the Mallik permafrost, as a result of a stronger
Arctic Amplification (AA) effect at the Ignik Sikumi site (Hunter et al., 2011) with 45’ higher
latitude than the Mallik site. From 1970 to 2006, the Arctic temperature anomaly increment
was approximately 1.5 K (red dashed line, Figure 5.6c), while the observed regional ground
temperature increment is 2 K in the MD, according to Burn and Kokelj (2009). This temperature
increment difference is a consequence of the Arctic amplified warming (Chylek et al., 2022;
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Figure 5.6: (a) Comparison between DTS-logged and simulated temperature profiles.
The DTS-observation at the Mallik 3L-38, 4L-38, 5L-38, and Ignik Sikumi #1 wells are
adopted from Henninges et al. (2005) and Boswell et al. (2017), respectively. The simulated
near-surface temperature profile at the Mallik L-38 well is adopted from Li et al. (2022a).
(b) Map of the near-surface ground temperatures in the MD, in which the representative
ground temperature data was collected from hydrocarbon exploration wells developed in
the early 1970s, modified after Dallimore et al. (2005b). (c) Temporal series of Arctic (grey)
and global annual-mean subaerial temperature anomalies (black) relative to 1951–1980
mean (England et al., 2021) and their high-order approximations (dashed lines), and
Arctic amplification (AA) index as well as its step-like approximants (blue horizontal
lines) (Chylek et al., 2022). (d) Map of the near-surface ground temperatures measured
between 2003 and 2007 in the MD, showing the locations of seismic reflection profiles as
well as the Mallik 3D seismic survey (blue outline), used in the present study, adopted
from Burn and Kokelj (2009). (b,d) The projections of previously numerically studied 2D
transect (Li et al., 2022a) and 3D model domain outlined on the map, figures presented with
permission from Natural Resources Canada under the Open Government License—Canada
version 2.0.

England et al., 2021; Fang et al., 2022; Rantanen et al., 2022). It confirms that the area with higher
latitudes suffers a more significant AA effect.

Arctic warming is inherently much more intensive than the global rate, as shown
in Figure 5.6c. The amplified Arctic warming is very likely to be a consistent feature
of climate change over a temporal range of millennium (Fang et al., 2022). The first
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step-like approximant of the annual-mean AA index (green line) is approximately 1.5 during
1970–1985 (Chylek et al., 2022). The AA indices change in two sudden step-like increments,
whose values exceed three and four during 1986–1999 and 2000–2010, respectively. Although the
AA index increased significantly during 1970–2012, the ongoing and future AA index are likely to
converge to the reconstructed millennial baseline (Fang et al., 2022). AA becomes weakened with
decreasing temperature gradients between the subarctic and Arctic regions (Liang et al., 2022).
From 2007 to 2020 (Figure 5.6c), the high-order approximations of Arctic annual-mean subaerial
temperature anomaly increment was approximately 1.3 K. Therefore, the ground temperature at
the Mallik site is likely to rise by approximately 2 K, reaching a range of −4 °C to −5 °C by 2021.

In addition, highly dynamic fluvial processes characterise deltas, and the changing
climate will cause considerable evolution of the riverine environment. As reported by
Vesakoski et al. (2017), MD experienced constant channel planform evolution at a highly varying
rate from 1983 to 2013. Overall, permafrost in Arctic deltas is expected to experience major
alterations due to climate change and increased human influence in the near future.

5.7 Prospect of Future Code Development and Studies
Numerical Investigation of the Genesis of Permafrost-GH System
on the Alaska North Slope in Circum-Beaufort Region

Table 5.2 lists possible scenarios for the GH genesis in the circum-Beaufort coastal region
(cf. Figure 5.5a). On the Alaska North Slope, GHs occur below the Eocene unconformity in
the Prudhoe Bay and Kuparuk River areas, containing a mixture of deep-source thermogenic
and shallow microbial gases (Collett, 1993). The thermogenic gas is probably composed of free
gas and oil-associated dissolved gas that migrated along faults within the Eileen fault zone
from deeper reservoirs into the shallow host sediments. After entering the host sediments, the
supersaturated source gas may be directly converted to GH (Scenarios II and IV in Table 5.2) or
concentrated in pre-existing structural/stratigraphic traps as gas deposits outside the GHSZ
before being converted to GH deposits due to entering the GHSZ after permafrost thickness
increasing (Scenario III). Dai et al. (2011) consider that the genesis of the GH deposit at Mount
Elbert is due to either Scenario II or Scenario IV. According to the modified GHPS in Section 5.4,
Scenario III requires a series of spatiotemporal prerequisite factors shown by Case I in Table 5.1.
Behseresht and Bryant (2012) provided the first explanatory mode to predict Sh distribution
under Scenario III, but it was only applied to explain the logging profiles from Mount Elbert
GH stratigraphic test well. The model has not yet been validated by a field-scale simulation of
the Mount Elbert site, unlike the validation of Scenario I in Chapter 3 and Chapter 4. Although
the interpretation of geophysical observations presented in most recent studies (Behseresht and
Bryant, 2012; Boswell et al., 2011; Winters et al., 2011) strengthens the possibility of Scenario III,
the likelihood of Scenarios II and IV has not yet been excluded by any numerical investigations.

Current TplusH is capable of simulating Scenario IV when an interpreted geophysical
observation-derived field-scale model is available. Scenarios II and IV can be studied by
TplusH-derived models in the future as TplusH has the potential to be extended to a multiphase
flow simulator. To establish field-scale 3D static models of the ANS hydrate site for simulation
studies, open-access geophysical data, such as the interpreted seismic data of the Mallik site, is
required. The need for detailed data to improve the simulated result resolution of heterogeneous
Sh distribution and GH thickness variation calls for further 3D seismic campaigns to be deployed
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and exploration wells to be drilled for high-resolution downhole measurements. Generally, more
detailed data acquisition can lead to the establishment of static models with finer resolution.

Numerical Simulation of Sub-Permafrost GHs Formation via Mixed Gases

At the well-studied circum-Beaufort GH sites, Mount Elbert, Mallik, and Taglu
sub-permafrost GHs contain nearly 99.4% (Lorenson et al., 2011), 99.5% (Lorenson et al., 2005;
Lorenson et al., 1999), and 99% (Dallimore and Collett, 1995) of CH4 in their gas compositions,
respectively. Simplification of the gas composition to pure CH4 is practicable for these sites, but
it is not appropriate for the sub-permafrost GHs in China due to the high fraction of non-CH4

gases. In the northwest high-altitude region of China, the sub-permafrost GH deposits, such as
the Juhugeng orefield in the Qilian Mountain, contain CH4 contents ranging from 54% to 76%
(Wang et al., 2014).

The current reservoir simulation codes, such as HydrateResSim (Moridis et al., 2005a) and
SUGAR Toolbox (Kossel et al., 2013), are developed only for modeling hydrate formation via
a single-component gas. They cannot simulate the formation of GHs via mixed hydrocarbon
gases (Wang and Lau, 2020). Therefore, it is essential to improve the capability of the developed
numerical framework (TplusH) to forecast the formation of GHs beneath the Muli permafrost in
Qilian Mountain (Zhang et al., 2019) from mixed hydrocarbon gases, such as ethane, propane,
and butane. According to Zhang et al. (2019), the genesis mechanism of the sub-permafrost
GH deposits in the Qilian Mountains is entirely distinct from the circum-Beaufort GH deposits.
The Muli model deserves to be compared with the formation model of Siberian pan-Arctic GH
deposits in future studies.
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Conclusions
Based on the verified modeling framework (TplusH), the numerical models investigating

the genesis of permafrost-GH system from laboratory to field scales were established and
validated for the first time in this study. In Chapter 2, TplusH was verified by benchmarking
its simulation results against the HRS modeled ones prior to calibrating the TplusH-derived
LARS model under the constraint condition of ERT-measured Sh distribution and temperature
observations. The model was then validated due to the substantial agreement between the
simulated and sampled Sh,bulk. Subsequently, a laboratory scale model was upscaled to a
field-scale 2D model to validate the proposed permafrost-GH system genesis mechanism and
timescale, as presented in Chapter 3. Finally, the field-scale 2D model of the Mallik site was
extended to a 3D model in Chapter 4 to examine the impact of geologic controls on the spatial GH
distribution. Overall, the findings of this work allow for the fulfillment of the above objectives
in Section 1.2 and result in the following conclusions:

1. The equilibrium formation model for CH4 hydrates used by TplusH is a practical alternative
to kinetic approaches. The employed model can reasonably represent the multi-stage GH
formation experiment in LARS, where the "dissolved-gas" method is employed.

2. An iterative optimization procedure minimized deviations between the simulation results
and the observed temperature profiles as well as the ERT-derived Sh,bulk. After model
calibration, the simulated Sh,bulk matched the periodically sampled Sh,bulk verifying
ERT-measured spatial Sh distribution in LARS.

3. As supported by the consistency of simulated and sampled Sh,bulk, the validation of
the TplusH-derived LARS model confirmed the observation that no GH particles were
transported out of the specimen by the out-flowing fluid in LARS. Additionally, the
good agreement between the simulated and ERT-measured spatial Sh distribution could
be explained by the assumption that GH particles were anchored in the pore space
between sediment grains (in-situ accumulation) rather than flowing with fluid (off-site
accumulation).

4. The laboratory-scale GH formation modeling approach applied for LARS can be upscaled
to investigate the field-scale sub-permafrost hydrate formation and accumulation processes
in water-dominated geological environments, such as the Mallik site.

5. Employing the upward migrating thermogenic CH4 in a dissolved state as feed gas and
the highly dipping faults as migration pathways resulted in a model consistent with field
observations. Therefore, it proved the feasibility of the proposed sub-permafrost hydrate
formation mechanism for the Mallik site.

6. The proposed timescale of 1.6 Ma (Collett, 1999) to allow for the permafrost-GH deposit
genesis is viable. Furthermore, due to the diversity of sub-permafrost GH formation
mechanisms, there is still a theoretical possibility for the generation of GH deposits via
gaseous CH4 in the relatively short geologic time within the duration of the Wisconsinan
Glaciation (∼75–11 kaBP). However, the present-day seismic observation and borehole
evidence have not provided any solid support for this assumption because of the absence
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of gaseous CH4 within and directly below the GH-bearing sediment. Consequently,
observations at the Mallik site are not consistent with the coexistence of gaseous CH4,
GH, and water within the GHSZ under Scenarios II and III, as discussed in Section 5.5.
Thus indicating that Scenario I is the most credible assumption to date, as presented in
Chapters 3 and 4.

7. The complex stratigraphic and structural controls on the heterogeneity of the GH
distribution at the Mallik site have been quantitatively accessed. Since the Late Pleistocene,
the major normal fault F1, serving as an active hydraulic conduit, permitted the upward
migration of hydrate-forming gas in the dissolved state into the GHSZ within the reservoir
sequences below the Mallik anticline crest. Meanwhile, the normal fault F2 acted as
a hydrological conduit for lateral CH4-rich fluid flow, but the normal fault F3 was as
permeable as the sandy GH-bearing sediments. The normal (F7) and reverse faults (F4, F6)
were most likely hydrological barriers.

8. The permafrost has been substantially heated by 0.8–1.3 °C, triggered by the global
temperature increase of approximately 0.44 °C and further enhanced by the Arctic
amplification effect at the Mallik site from the early 1970s to the mid-2000s.

In conclusion, the equilibrium GH formation approach utilized in this study is capable of
characterizing the GH accumulation process across laboratory and field scales, as well as across
timescales ranging from hours to millions of years. The heterogeneity of physical properties in
subsurface geological elements, such as significant contrasts in hydraulic conductivity, makes
3D modeling essential for capturing the formation dynamics of GH deposits at the field scale.
Furthermore, the spatial distribution of GHs in LARS was mainly influenced by its thermal
boundary geometry within the sample chamber when Sh,bulk was below 40%. To reproduce
GH deposits observed in natural conditions, laboratory studies require a large-volume reactor
to avoid boundary interference. In contrast to controlled laboratory environments, the spatial
distribution of GHs in natural environments such as the Mallik site was influenced by multiple
factors, including source-gas generation rate, subsurface temperature, permeability of GH host
sediment, and hydraulic capability of geologic faults.
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