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Summary

The global climate crisis is significantly contributing to changing ecosystems, loss of biodiver-
sity and is putting numerous species on the verge of extinction. In principle, many species are
able to adapt to changing conditions or shift their habitats to more suitable regions. However,
change is progressing faster than some species can adjust, or potential adaptation is blocked
and disrupted by direct and indirect human action. Unsustainable anthropogenic land use in
particular is one of the driving factors, besides global heating, for these ecologically critical
developments. Precisely because land use is anthropogenic, it is also a factor that could be
quickly and immediately corrected by human action.

In this thesis, I therefore assess the impact of three climate change scenarios of increasing
intensity in combination with differently scheduled mowing regimes on the long-term devel-
opment and dispersal success of insects in Northwest German grasslands. The large marsh
grasshopper (LMG, Stethophyma grossum, Linné 1758) is used as a species of reference for the
analyses. It inhabits wet meadows and marshes and has a limited, yet fairly good ability to
disperse. Mowing and climate conditions affect the development and mortality of the LMG
differently depending on its life stage.

The specifically developed simulation model HiLEG (High-resolution Large Environmental
Gradient) serves as a tool for investigating and projecting viability and dispersal success un-
der different climate conditions and land use scenarios. It is a spatially explicit, stage- and
cohort-based model that can be individually configured to represent the life cycle and char-
acteristics of terrestrial insect species, as well as high-resolution environmental data and the
occurrence of external disturbances. HiLEG is a freely available and adjustable software that
can be used to support conservation planning in cultivated grasslands.

In the three case studies of this thesis, I explore various aspects related to the structure of
simulation models per se, their importance in conservation planning in general, and insights
regarding the LMG in particular. It became apparent that the detailed resolution of model
processes and components is crucial to project the long-term effect of spatially and tempo-
rally confined events. Taking into account conservation measures at the regional level has
further proven relevant, especially in light of the climate crisis. I found that the LMG is ben-
efiting from global warming in principle, but continues to be constrained by harmful mowing
regimes. Land use measures could, however, be adapted in such a way that they allow the
expansion and establishment of the LMG without overly affecting agricultural yields.

Overall, simulation models like HiLEG can make an important contribution and add value
to conservation planning and policy-making. Properly used, simulation results shed light
on aspects that might be overlooked by subjective judgment and the experience of individual
stakeholders. Even though it is in the nature of models that they are subject to limitations and
only represent fragments of reality, this should not keep stakeholders from using them, as
long as these limitations are clearly communicated. Similar to HiLEG, models could further
be designed in such a way that not only the parameterization can be adjusted as required, but
also the implementation itself can be improved and changed as desired. This openness and
flexibility should become more widespread in the development of simulation models.
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Zusammenfassung

Die globale Klimakrise trägt maßgeblich dazu bei, dass sich Ökosysteme verändern, die Ar-
tenvielfalt sinkt und zahlreiche Spezies vom Aussterben bedroht sind. Viele Arten sind prin-
zipiell in der Lage, sich wandelnden Bedingungen anzugleichen oder ihre Habitate in ge-
eignetere Regionen zu verlagern. Allerdings schreitet der Wandel schneller voran als sich
einige Spezies anpassen können oder die mögliche Anpassung wird durch direkte und indi-
rekte menschliche Eingriffe blockiert und gestört. Gerade die nicht-nachhaltige Landnutzung
durch den Menschen ist neben der Klimaerhitzung einer der treibenden Faktoren für diese
ökologisch kritischen Entwicklungen. Gleichzeitig ist sie durch ihre unmittelbare menschli-
che Ursache ein Faktor, der sich kurzfristig und schnell korrigieren ließe.

Zu diesem Zweck untersuche ich in dieser Dissertation, wie sich drei Klimawandelszenarien
ansteigender Intensität im Zusammenspiel mit unterschiedlich terminierten Mahdregimen
im Nordwestdeutschen Grünland auf die langfristige Entwicklung und Ausbreitung von In-
sekten auswirken. In der Untersuchung fungiert die Sumpfschrecke (Stethophyma grossum,
Linné 1758) als Bezugsspezies. Sie ist in Feucht- und Nasswiesen zu Hause und zu räumlicher
Ausbreitung fähig, auch wenn sie nur eingeschränkt mobil ist. Mahd und Klimabedingungen
wirken sich je nach Lebensstadium unterschiedlich stark auf die Entwicklung und Mortalität
der Sumpfschrecke aus.

Das eigens entwickelte Simulationsmodell HiLEG (High-resolution Large Environmental
Gradient) dient als Werkzeug zur Untersuchung und Projektion der Überlebens- und Aus-
breitungswahrscheinlichkeit unter verschiedenen Klima- und Landnutzungsszenarien. Es ist
ein räumlich explizites, stadien- und kohortenbasiertes Modell, das individuell konfiguriert
werden kann, um den Lebenszyklus und die Charakteristiken terrestrischer Insektenarten
sowie hochaufgelöste Umweltdaten und das zeitlich variierende Auftreten externer Störfak-
toren abzubilden. HiLEG ist eine frei verfügbare Software und kann zur Unterstützung bei
der Planung von Umweltschutzmaßnahmen in kultiviertem Grünland verwendet werden.

In den drei Fallstudien dieser Arbeit habe ich verschiedene Aspekte in Bezug auf die Struk-
tur von Simulationsmodellen an sich, deren Bedeutung im Naturschutz im Allgemeinen und
Erkenntnisse für die Sumpfschrecke im Speziellen untersucht. Es zeigte sich, dass die detail-
lierte Auflösung der Modellprozesse und –komponenten entscheidend ist, um den langfristi-
gen Effekt räumlich und zeitlich begrenzter Ereignisse projizieren zu können. Insbesonde-
re in Anbetracht der Klimakrise hat sich die gesteigerte Relevanz von Naturschutzmaßnah-
men auf regionaler Ebene herausgestellt. Ich konnte außerdem bestätigen, dass die Sumpf-
schrecke zwar im Prinzip von der Klimaerwärmung profitiert, aber weiterhin durch ungeeig-
nete Mahdregime beschränkt wird. Bewirtschaftungspläne könnten allerdings in dem Sinne
angepasst werden, dass sie die Ausbreitung und Etablierung der Sumpfschrecke erlauben,
ohne sich über die Maßen auf den Ertrag der Landwirtschaft auszuwirken.

Insgesamt können Simulationsmodelle wie HiLEG einen wichtigen Beitrag und Mehrwert für
die Planung von Naturschutzmaßnahmen und Politikinstrument leisten. Richtig eingesetzt
beleuchten die Simulationsergebnisse Aspekte, die durch subjektive Bewertung und Erfah-
rung einzelner Akteure möglicherweise übersehen würden. Auch wenn es in der Natur von
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Zusammenfassung

Modellen liegt, dass sie Einschränkungen unterworfen sind und nur Ausschnitte der Realität
abbilden, sollte dies kein Hindernis für ihren Einsatz sein, solange diese Limitierungen klar
kommuniziert werden. Analog zu HiLEG könnten Modelle so konzipiert werden, dass nicht
nur ihre Parametrisierung nach Bedarf angepasst, sondern auch die Implementierung selbst
beliebig verbessert und verändert werden kann. Diese Offenheit und Flexibilität sollte sich
bei der Entwicklung von Simulationsmodelle stärker durchsetzen.
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1 General Introduction

Worldwide, ongoing global change is causing the degradation of ecosystems and the loss of
biodiversity, often even including the extinction of individual species (IPCC, 2022), if they
cannot adapt in time. Species have a variety of adaptation strategies (Mawdsley et al., 2009)
to cope in a changing environment, including distribution shifts, changes in life cycle timing
and phenology, aligned demographic rates, such as fecundity, and range expansion (Bridle
et al., 2014). In practice, however, wildlife is often incapable to respond quickly enough to
such change (Parmesan et al., 1999) and thus additional human action is required to pre-
vent biodiversity loss and assist the species’ adaptations, or at least not inhibit them. While
global institutions set the overall framework to halt climate change and biodiversity loss, it
is becoming increasingly clear that these policies are insufficient and additional local and re-
gional action is needed to achieve the worldwide objective (Moloney et al., 2018). There is an
increasing demand regarding such actions to demonstrate their benefits to people and ecosys-
tems upfront (Carpenter et al., 2009). For this purpose, both good knowledge of the system
and of the potential prospects for regional policies and action are required to assess the suc-
cess of a conservation objective (Hulme, 2005). Simulation models based on this knowledge
could be a valuable tool for decision-making in conservation planning, yet they are rarely
used for such assessments, despite their documented value. Decisions are still rather based
on subjective judgment and stakeholder experience (Addison et al., 2013), which can lead to
unintended consequences at worst. For this very reason, it can be important not only to build
useful simulation models, but also to promote them and make them freely available.

1.1 Motivation

With this work, I address a number of challenges around biodiversity conservation under cli-
mate change and intend to support stakeholders in conservation planning in two ways. First,
by providing an open access simulation model for those who need a tool to identify suitable
measures for the conservation of grassland insects in a changing and disturbed environment.
Second, by conducting case studies of a selected species to show what practical use such a
model can have for stakeholders and what specific recommendations can be drawn from the
study results for the conservation management of a grassland community. Although my ap-
proach is limited to a specific area, I believe that, on the one hand, contributions at all levels
and scales of the global ecosystem are necessary to achieve the overall objective in a world-
wide crisis. On the other hand, I am convinced that even specific results can help to draw
general conclusions, to better understand the bigger picture and to have a starting point to
approach similar problems.
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1.2 Translating Micro-scale Experiments to Macro-scale Studies –

Introducing the HiLEG Simulation Model

The present work introduces the simulation model HiLEG (High resolution Large
Environmental Gradient) that allows analyzing the viability of a population as function
of species parameters and a combination of environmental conditions. Both, population
characteristics and environmental data can be individually predefined and adjusted for a
simulation. The model aims at highlighting the relevance and potential impact of scale and
resolution on wide-range and long-term results. Not only on the temporal and spatial scale,
but also in the level of detail of a species’ life cycle.

For this purpose, HiLEG makes use of scaling data and insights from micro-scale experi-
ments to the regional- and state-level, and of spatially interpolating environmental data to
match species-relevant resolutions. The scaling approach of HiLEG may miss the details of
local population viability and distribution. It can, however, project the effect of environmen-
tal change and land use on regional population development sufficiently well to assess the
relative performance of alternative management options.

Apart from the general purpose of simulation models to explore potential system context and
development, the idea behind the described approach is threefold. First, to function as a tool
for decision-makers to analyze where, when and how to preferably implement suitable land
use measures taking into account the interests of both local stakeholders and conservation
biologists. Second, to allow such analyses even with limited field data by upscaling and
interpolating available data. Third, to include detailed system processes, in particular the life
cycle of the species in question, even on the large scale to prevent overlooking their potential
long-term effects.

Especially the second and third idea address aspects that many simulation studies still forgo
at least to some extent (Pe’er et al., 2013), despite their potential relevance (Radchuk et al.,
2013; Radchuk et al., 2014; Szewczyk et al., 2019). Surely the outcome of numerous mod-
elling studies would change when increasing model resolution and including detailed system
processes.

1.3 Endemic Species Require Relief from Multiple Stressors

Endemic species are threatened by a variety of stressors, most of which are directly or indi-
rectly anthropogenic in origin (Munns, 2006), including the alteration of spatial structures,
unsuitable land use and changing climate conditions. It is well known that the individual
effects of such stressors can interact or reinforce each other, but studies often ignore the com-
plexity of these combined effects (Oliver & Morecroft, 2014), despite their relevance for the
protection of a species or ecological communities. Some species can adapt to a changing en-
vironment, evade disturbances or track shifting climate conditions (Mawdsley et al., 2009),
but for others it is unclear whether they require assistance to keep up when migrating and to
reduce their risk of extinction (Robillard et al., 2015).

Precisely because many of the stressors are human in origin, they can also be eliminated or
reduced by human action of varying effort (Heller & Zavaleta, 2009). Among others, these ac-
tions include structural measures such as restoration, dispersal corridors or stepping stones,
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but also changes in management such as reducing harmful (farming) practices, lowering in-
tensive agriculture or changing land use schedules. Establishing refuges of suitable microcli-
mate and structure (Cowan et al., 2021) or adapting management strategies to climate change
(Hulme, 2005), for example, are two viable strategies on the regional scale to protect existing
populations within a disturbed cultivated environment. It is, however, advisable to analyze
the success of such measures in advance in order to avoid conflicts between the interests of
regional stakeholders and those of species conservation (Rounsevell et al., 2006).

1.4 Diversification and Adaptation of Land use Practices as

Factor in Conservation Planning

The most immediate and straightforward conservation measure in agriculturally intensive
countries such as Germany is, in theory, the proper adaptation of land use practices. Intensity
and timing of local land use practices could be adapted in a quick and easy manner, especially
if the adaptation does not require any additional knowledge or technology. If such measures
are additionally applied in a spatially and temporally more heterogeneous manner, different
species and the overall biodiversity of a region could benefit (Benton et al., 2003). With some
tradeoffs for both, biodiversity and agricultural production could even benefit at the same
time (Brussaard et al., 2010).

Despite these benefits, the intensification of cultivated landscapes in Germany is advancing
(Bundesamt für Naturschutz, 2017). There is even a debate about releasing ecological prior-
ity areas for agricultural use in the interest of food security (Dahm, 2022), although there are
more sustainable options, such as rethinking the use of land for biofuel production (Franco
et al., 2010) or a transformation towards a more plant-based diet (Mottet et al., 2017; Poore &
Nemecek, 2018). Given the prevailing focus on high-yield agriculture, it may be challenging
to convince farmers or other stakeholders to adapt their practices. Even more so as the de-
sign and spatial targeting of existing policies and measures has proven inefficient in the past
(Meyer et al., 2015).

It is therefore essential to provide scientific evidence of the potential advantages related to
diversification and adaptation of land use practices and conservation measures, not only on
an abstract global level but also on a practical regional or local scale (Moloney et al., 2018).
The advantages of applying conservation measures at the landscape level are widely recog-
nized but rarely applied (Nguyen et al., 2022). Will et al. (2021) further emphasize that
process-based models, despite their potential to contribute to the understanding of complex
systems problems, rarely influence actual policy making. The authors recommend, among
other things, the use of models to demonstrate different assumptions as a basis for discussion
with stakeholders, and to ensure the availability of and accessibility to data and results. In
terms of achieving disclosure with models, it can thus be particularly helpful to demonstrate
the positive effects of focused and carefully timed measures.

1.5 Study Environment and Study Species

The analyses in this thesis evolve around the viability and range expansion of the large marsh
grasshopper (LMG, Stethophyma grossum, Linné 1758) in cultivated grasslands of Northwest
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Germany and its surroundings that are subject to climate change in scenarios of increasing
severity.

The study region (Figure 1.1) includes Northwest Germany with its four federal states (Bre-
men, Hamburg, Schleswig-Holstein, Lower Saxony) and adjacent regions (parts of other fed-
eral states as well as Denmark and the Netherlands). It is subdivided into 968 terrestrial
climate cells (Figure 3.1) with an area of 12 × 12 km2 each. The federal state of Schleswig-
Holstein is further subdivided (Figure 4.2) into 72,969 grassland cells with a defined area
of 250× 250 m2 each, where the spatial grassland structure (e.g. level of fragmentation) dif-
fers depending on the sub region (Figures 4.2B and C, and 5.2, LEFT). Details on the spatial
distribution of climate and grassland cells can be found in Sections 2.2, 3.2.1, 4.2.1 and 5.2.1.

Figure 1.1: Outline map of Germany with Northwest Germany and surroundings in green (study region of Chap-
ter 3), Schleswig-Holstein brown-green striped (Chapter 4), and the sub regions used in Chapter 5 marked by
pink squares

The LMG (Figure 1.2) inhabits wet meadows and marshes (Ingrisch & Köhler, 1998) and is a
species with limited ability to disperse (Sörens, 1996), although long distance dispersal does
occasionally occur (Oppel, 2005). Its yearly life cycle has three main stages (Heydenreich,
1999), i.e., egg / larva / imago stage, while foremost the water demand of the egg stage binds
the species to wet grasslands (Koschuh, 2004). Due to its former status as endangered species
(Winkler, 2000; Winkler & Haacks, 2019), its role as indicator for the quality of grasslands
(Keller et al., 2012; Keßler et al., 2012) and as likely beneficiary of climate change (Trautner
& Hermann, 2008; Poniatowski et al., 2018a), it is a species well-suited for studying both the
interplay of external drivers regarding population development and the range expansion into
uninhabited territories. There are two types of external drivers influencing the LMG’s life
cycle considered in this work. The first are the climate conditions (Ingrisch, 1983; Wingerden
et al., 1991) at a populations habitat, the second is anthropogenic land use in the form of
grassland mowing (Malkus, 1997; Marzelli, 1997). For more details regarding the LMG and
its adaption in terms of the simulation model see Sections 2.2, 2.7 3.2.2 and 4.2.2.

The climate conditions influencing the species’ life cycle stem from projection data (Keuler
et al., 2016) of daily resolution until the year 2080 for each of the 968 climate cells described
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Figure 1.2: A female adult of the large marsh grasshopper, Stethophyma grossum (photo: Daniel Konn-Vetterlein).
The specimen remained unharmed and was released to its natural habitat after taking photos.

above. These projections were calculated for three different scenarios of Representative Con-
centration Pathways of CO2 (RCP) of increasing severity (RCP2.6, RCP4.5 and RCP8.5). To
match the resolution of the 72,969 grassland cells in the state of Schleswig-Holstein, the
climate data was upscaled using bilinear interpolation. The climate parameters considered
relevant for the life cycle of the LMG that were taken from the available data are surface tem-
perature, precipitation and (change in) soil moisture content. A comprehensive description of
the climate data, parameters and their modification can be found in Sections 2.6, 3.2.3, 4.2.3
and Appendix A.1.

The grasslands of the study region are subject to mowing schedules of different predefined
timing (Section 2.5, Table 2.4). Grassland mowing has an exclusively lethal effect on the
target species, yet to a different extent depending on its life stage. Potentially positive effects
of mowing are either ignored or implied for this study. Sections 2.7.1.6, 3.2.4, 4.2.4 and 5.2.1
give a more detailed description of both timing and effects of grassland mowing.

1.6 Thesis Outline

The remainder of this thesis has three parts structured into five chapters. In the only chapter
of Part I, the basic version of the modelling framework HiLEG and its implementation, as
well as two model extensions are introduced following the ODD (Overview, Design concepts,
Details) protocol (Grimm et al., 2006; Grimm et al., 2020). These versions of HiLEG were
used in three case studies. Part II contains one chapter for each of the three studies. Since the
present thesis is a cumulative work, these chapters are organized like journal articles:

Chapter 3 is published in Ecological Modelling as
Leins, J.A., Banitz, T., Grimm, V., Drechsler, M., 2021. High-resolution PVA along large envi-
ronmental gradients to model the combined effects of climate change and land use timing: lessons
from the large marsh grasshopper. Ecological Modelling 440, 109355.

It projects the local effects of environmental conditions and land use on a grasshopper species
in 968 climatically distinct regions of Northwest Germany over three future time periods and
under three scenarios of climate change. Specifically, the following research questions are
addressed:

(1) How do population density and viability shift regionally, given different climate change
scenarios?
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(2) Which mowing schedule has the least negative impact on the overall population density
and viability in the study region?

(3) Does the mowing impact severity depend on the spatial location (with its specific cli-
mate)?

The results show that in most parts of the study region the grasshopper would benefit from
climate change alone, especially higher temperatures, though regionally uncertain events of
extended droughts could substantially inhibit egg development. Unsuitably scheduled grass-
land mowing, on the other hand, was the determining factor preventing long-term survival
of a local grasshopper population, at least if it occurred in a critical phase during late spring
and summer. Exclusively mowing before and after this phase allowed for species survival or
even positive development, yet, such timing of land use might be unpopular with stakehold-
ers. Regionally, the window of problematic mowing shifted depending on the temperature-
driven development speed of a population and could thus provide the opportunity for more
popular conservation-related land use schedules, if the vegetation period does not shift in
the same way. The key to identifying the relevance of small-scale process for long-term ef-
fects was to include the species’ detailed life cycle together with high-resolution climate data
into the model implementation. In terms of conservation management, it is recommended to
implement adaptive measures to be able to react to the changing environmental conditions.

Chapter 4 is published in Ecology and Evolution as
Leins, J.A., Grimm, V., Drechsler, M., 2022. Large scale PVA modelling of insects in cultivated
grasslands: the role of dispersal in mitigating the effects of management schedules under climate
change. Ecology and Evolution, 2022;12:e9063.

The paper analyzes how the timing of regionally homogeneous mowing schedules could ei-
ther promote or hinder the range expansion of a species with limited dispersal abilities de-
pending on the severity of climate change in grasslands of the North German federal state of
Schleswig-Holstein. The analysis is centered around three research questions:

(1) Are there (regional) differences in dispersal success depending on climate change sce-
nario?

(2) Is the success of dispersal additionally affected by spatial patterns such as grassland
cover?

(3) Can dispersal compensate for otherwise detrimental grassland mowing?

The analyses highlight that the state of Schleswig-Holstein has a spatial threshold roughly
running from northwest to southeast in terms of climate-induced dispersal success. North
resp. east of this threshold, conditions for the target species improve most under more severe
climate change scenarios (CCS), while south resp. west of the threshold less severe CCS tend
to allow higher dispersal success. Exception to the latter is the moderate CCS that performs
better than the the minor scenario even to the south, and in general is the most robust scenario
in terms of dispersal success. In the applied model setup including long distance dispersal
of the species, spatial landscape structure played a minor role for the overall population
development. Considering grassland mowing, regional differences shifted but the tendency
regarding the northwest-southeast threshold remained. Furthermore, the study showed that
there are mowing schedules still allowing range expansion that were previously considered
to be mostly detrimental for a non-dispersing population. The latter finding emphasized
the relevance of scale, in this case the high spatial resolution, for the reliability of model
projections.
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Chapter 5 is ready for submission to Conservation Biology as
Leins, J. A. & Drechsler, M. Finding the right balance of conservation effort in cultivated grass-
lands: A modelling study on protecting dispersers in a climatically changing and anthropogenically
disturbed environment.

It addresses the issue of focused conservation planning in two highly disturbed grassland
regions of different spatial configuration in North Germany to potentially assist a dispersing
target species in establishing and expanding its range with the following research questions:

(1) How does the relative effort in conservation-oriented grassland management affect the
population development of a species with limited dispersal ability?

(2) Are there time-critical factors that are worth considering for conservation planning in
a climatically changing environment?

(3) Does the conservation effort required to meet a conservation target differ depending on
the spatial landscape structure?

The study results show that already a limited amount of focused conservation effort can help
a range-expanding species to cope and thrive in an otherwise disturbed environment. Yet,
a species’ range remains restricted to reachable sites that are suitably managed, if the level
of disturbance in other sites, which are only suitable in theory, is too high. For the evalua-
tion of newly implemented conservation measures targeting a selected species, it is vital to
have in-depth knowledge about its life cycle. The simulations revealed in this respect that
newly inhabited sites can take some years to show a measurable population size due to the
species intrinsic delay of population development. Regarding spatial correlations, allocat-
ing conservation effort in a landscape of aggregated grasslands transpired to be considerably
more effective than in a fragmented landscape. Also, it is recommended to increase spatial
heterogeneity in terms of diversification of land use practices. Including these spatial con-
siderations into the model implementation helped revealing implications easily overlooked
with a more coarse setup.

In the final Part III, the overall findings of this thesis are synthesized and discussed. Fur-
thermore, a condensed interpretation and recommendation for stakeholders regarding the
key results is given along with a discussion of the limitations and conclusion concerning the
implications of the thesis.
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Part I

Modelling Framework HiLEG





2 The High-resolution Large Environmental Gradient

simulation model

The model description below follows the ODD (Overview, Design concepts, Details) protocol
(Grimm et al., 2006; Grimm et al., 2020). It includes the original model description (M1 and
black text) used to study the effects of land use and climate change on spatially stationary
populations of the large marsh grasshopper in Northwest Germany (Chapter 3); it describes
extensions made to the original model (M2 and green text) to explore the additional effects
on the species when adding dispersal in an environment of higher spatial resolution (Chap-
ter 4); and it incorporates the description of changes made (M3 and pink text) to study the
implications of varying conservation effort (Chapter 5).

2.1 Purpose and Patterns

M1: The PURPOSE of the model HiLEG (High-resolution Large Environmental Gradient) is to
answer the following questions regarding populations of the large marsh grasshopper (LMG)
Stethophyma grossum (Linné 1758) in Northwest Germany: (1) How do population density
and viability shift regionally, given different climate change scenarios? (2) Which mowing
schedule has the least negative impact on the overall population density and viability in the
study region? (3) Does the mowing impact severity depend on the spatial location (with its
specific climate)?

The empirical patterns used to ensure that the model is realistic enough for its purpose are
observed features of the life cycle and their sensitivity to environmental conditions, which
were taken from literature. These patterns were used for the model’s design. Model output
in terms of population structure, densities and persistence were not compared to data, as
such data are sparse. Therefore, all model predictions are relative, not absolute. The model
was implemented in C++. The source code of the model implementation and the input files
used for the simulations runs are available via a GitLab repository1.

M2: The PURPOSE of the model extension is to study the additional effect of dispersal on the
LMG in a North German environment of realistic grassland distribution with higher spatial
resolution to answer the following questions: (1) Are there (regional) differences in dispersal
success depending on climate change scenario? (2) Is the success of dispersal additionally
affected by spatial patterns such as grassland cover? (3) Can dispersal compensate for other-
wise detrimental grassland mowing?

The species’ dispersal metrics were taken from literature and known LMG habitats (Chapter
4, Figure 4.2, orange circles) adapted from survey data2 gathered in the years 2000 to 2016,
which were used to analyze some implications of regional effects. Other measures of dispersal
success are relative, not absolute, due to a lack of relevant data.

1HiLEG GitLab repository: git.ufz.de/leins/hileg
2Provided by Landesamt für Landwirtschaft, Umwelt und ländliche Räume via our project partner Stiftung

Naturschutz Schleswig-Holstein
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M3: PURPOSE of the second extension of the HiLEG model is to study which are the im-
plications of restricted, heterogeneous conservation effort targeting the LMG addressed by
these research questions: (1) How does the relative effort in conservation-oriented grassland
management affect the population development of a species with limited dispersal ability?
(2) Are there time-critical factors that are worth considering for conservation planning in
a climatically changing environment? (3) Does the conservation effort required to meet a
conservation target differ depending on the spatial landscape structure?

Two known LMG populations on the edge of unpopulated grasslands (taken from survey
data2) were contemplated to examine the effect of spatial composition (aggregated, frag-
mented) on the dispersal success of the range-expanding species in a disturbed and changing
environment. Timing of land use (mowing) was coupled to the start of the vegetation period
as suggest by Gerling et al. (2020).

2.2 Entities, State Variables and Scales

M1: The model has the following entities: Grid Cells (defining environmental conditions) and
Population per Grid Cell comprised of Life Stages which are comprised of age-distinguished
Cohorts. Flows are auxiliary entities that manage the density transfer between Life Stages or
their loss through mortality.

M2: Instead of Grid Cells the model extension has two separate entities Climate Cells (defining
large scale climate conditions in a 12× 12 km2 region) and Grassland Cells (defining environ-
mental conditions, e.g. interpolated climate values, on a scale of 250× 250 m2). A Grassland
Cell contains an initially empty Population entity and is considered inhabited if the Population
has a non-zero density. Otherwise it is considered uninhabited. The Flow entities addition-
ally connect Grassland Cells and handle the density transfer between their Populations during
dispersal.

M1: The LMG develops through three main Life Stages during a year (cf. Chapter 3, Section
3.2.2). Following Ingrisch (1983) and Wingerden et al. (1991), we divided the egg / embryo
stage into pre-diapause, diapause and post-diapause development (called embryo hereafter)
to account for the clutch’s different susceptibility to climate conditions in autumn, winter and
spring. This subdivision yields five Life Stages: (1) pre-diapause, (2) diapause, (3) embryo,
(4) larva, (5) imago. Stages (1) to (3) occur below ground, stages (4) and (5) above ground.
Furthermore, stages (2) and (4) can have multiple Cohorts, to allow survival over several years
in case of conditions during winter that are unsuitable for development, and to account for
different temperature-driven development speed depending on hatching date.

M2: Dispersal only occurs between the Populations’ imago Life Stages of Grassland Cells within
a defined neighborhood.

M1: Tables 2.1 and 2.2 provide an overview of the model’s life cycle and spatial entities as
well as their state variables. The Population consists of several Life Stages and is characterized
by the coordinates of its Grid Cell and a minimum density [individuals m−2]. The Population’s
density and aboveground density [both in individuals m−2] are calculated from its Life Stages’
densities. A Life Stage has a name, consists of one or more Cohorts and supplies a maximum age
[days] for each of those Cohorts. Cohorts exceeding the maximum age or falling below the min-
imum density are considered extinct. Furthermore, a Life Stage has a flag informing whether it
occurs below or above ground. The Life Stages’ density [individuals m−2] is calculated from its
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Cohorts’ densities and the amount of gain [individuals m−2] from the incoming transfer Flow
of its preceding Life Stage.

Cohorts are distinguished by an ID and have an age [days] and a density [individuals m−2].
They have a development progress given as a ratio ∈ [0,1] that defines if and how density is
transferred to subsequent Life stages. The development progress is used in two different ways
depending on the external Influence (Section 2.7.1) associated with the transfer Flow: (1) it is
directly affected by external Influences and contributes to a Flow’s density transfer to the sub-
sequent Life Stage if it reaches a value of 1 (Section 2.7.4); or (2) it is used within stochastic
Influences to determine the probability and extent of contribution to the flow rate (Section
2.7.1, Binominal Climate, M2: renamed from Factor; Algorithm 2). Without external Influ-
ences, the development progress defaults to a value of 1.

M1: The auxiliary entity Flow was introduced to ease the implementation of the model. Each
Flow is characterized by the life stage of origin and life stage of destination (empty for mortality
Flow), a static per capita base flow rate [day−1] and a total flow amount [individuals m−2]. For
each Cohort in its life stage of origin it has a per capita dynamic flow rate [day−1] and a current
flow amount [individuals m−2]. These flow rates are calculated using external Influences (Sec-
tion 2.7.2). The different types of Flows define the different flow processes: trans (transferring
density to a subsequent stage: 1→ 2, 2→ 3, 3→ 4, 4→ 5); repr (reproduction from imago
(no loss) to pre-diapause stage; 5→ 1). Additionally, all five Life Stages and their Cohorts lose
density through mortality (Flow type mort).

M2: A fourth Flow type disp (dispersal) is introduced defining the density transfer from a Life
Stage to the same Life Stage (here, imago only) of a neighboring Population. Potential density
loss during dispersal of the imago Life Stage is handled by an additional mortality Flow.

M1: The Grid Cells comprising the environment are characterized by their coordinate (cell
indexes), carrying capacity (maximum number of aboveground population that can be sus-
tained), daily climate conditions (temperature, humidity, contact water) and land use schedule
(mowing day).

M2: Grid Cells are replaced by the two entities Climate Cell and Grassland Cell with the in-
dexes of the former and the geometric center of the latter belonging to the same Cartesian
coordinate systems. In this coordinate system, x-coordinates increase from West to East and
y-coordinates from North to South. Climate Cells have a unique ID and contain the daily cli-
mate conditions in the original spatial resolution. Grassland Cells take the carrying capacity
and a mowing schedule while adapting the climate conditions of up to four adjacent Climate
Cells to calculate the local climate conditions using bilinear interpolation. Both the mowing
schedules and the bilinear interpolation will be described in more detail below.

M1: The model uses daily time steps for updating the model’s states and process. This time
scale also reflects the sampling of the climate data. However, the single possible mowing
event per year is considered on a weekly basis. To account for this weekly frequency, a year
has 364 days by definition, resulting in exactly 52 full calendar weeks year−1. Input data (i.e.,
climate time series) is either cropped or expanded accordingly. Simulations were run for 20
years (7280 time steps) or stopped earlier in case all Cohorts of the Population became extinct.

M2: For each year of the climate data, February 29th (if exists) and December 31st are omit-
ted to achieve 364 days. A simulation run takes 21,840 time steps (60 years) starting on
January 1st 2020 and ending on December 30th 2079. In the case of premature extinction of
all Populations, simulations stop earlier.
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2.2 Entities, State Variables and Scales

Table 2.2: Overview of the model’s spatial entities (first column) and their state variables (second column). The
text in parentheses of columns one and two represents the entity’s or state variable’s symbol when used, e.g., in
equations. The third column gives the (initial) value(s) of the state variables, the fourth column gives their units
(if any). In the fifth column, a brief description of the state variable is provided. The indexes for location and
time step that distinguish entities and their dynamically changing states are implied and not explicitly specified
in the identifier.

Entity
(symbol)

State Variable
(symbol) Value(s) Unit Description

Climate
Cell (Ω)

ID ∈ [1,107] ⊂ N Unique identifier of Climate Cells in Schleswig-Holstein
centerx,y {x,y} ∈ N Geometric center in coordinate system of Grassland Cells
temperature (ωts) °C Local surface temperature
humidity (ωrhug ) % Local relative humidity in the upper 2 cm of the ground
contact water (ωcw) kg m−2 Amount of water in the upper 2 cm of the ground

Grassland
Cell (G)

coordinate
(coordx,y )

{x,y}∈ N Index in Cartesian coordinate system

carrying capacity
(capabove)

25 ind. m−2 Maximum aboveground density

climate value(s)
(ωclim)

Calculated by weighing resp. values of adjacent Climate
Cells

mowing schedule
(Tmow)

See Table 2.4 days Occurrence days of mowing events

start of vegetation
period (tveg )

day Day on which the yearly sum of surface temperature ωts
reaches 200.0 °C (see Eqn. 2.28)

Abbreviations: above=aboveground, cap=capacity, clim=climate, coord=coordinate, cw=contact water, G=Grassland
Cell, ID=Climate Cell identifier, ind=individuals, kg=kilogram, m=meter, mow=mowing, rhug=relative humidity up-
per ground, t=time step, temp=temperature, ts=surface temperature, veg=vegetation

M1: The environment, or study region, comprises 1296 (36 × 36) cells, each having an area
of 144 km2 (12 × 12 km2), which corresponds to the resolution of the climate input data
(Section 2.6). The integer Grid Cell indexes (1-36) are mapped to rotated pole grid coordinates
(Chapter 3, Figure 3.1). 968 Grid Cells are terrestrial and therefore belong to the model
domain. Within a Grid Cell a single habitat is simulated and represents a squared virtual
grassland plot with the size of 6.25 ha (250 × 250 m2). Grid Cells and hence habitats are not
connected, i.e., there is no exchange of individuals. If populations become extinct, there is no
recolonization.

M2: The study region is the German federal state of Schleswig-Holstein (SH) consisting of
a 107 terrestrial Climate Cell subset of the original data and 72,969 Grassland Cells repre-
senting the state’s actual grassland area that were retrieved using the software DSS-Ecopay
(Mewes et al., 2012; Sturm et al., 2018). Each Grassland Cell by definition has a size of 6.25
ha (250 × 250 m2) that reflects the spatial resolution of the data quite well. Grassland Cells
within a radius of 1,500 m are connected by the dispersal process of the imago Life Stage. In
some cases, there are additional connections outside this radius representing long distance
dispersal (LDD). The connections and dispersal processes will be described below.

M3: Two sub regions of the grasslands described above function as point of origin for the
simulation of a range-expanding species, both containing a known LMG population on the
edge of unpopulated territory. The regions are of different spatial composition (cf. Chapter
5, Figure 5.2B), where the northern one is spatially fragmented in terms of grassland cover
around the known population and the southern one has rather aggregated grasslands. Again,
Grassland Cells are connected by the dispersal process in a radius of 1,500 m, but LDD is
ignored to focus the analysis on the actual grassland composition.
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2 The High-resolution Large Environmental Gradient simulation model

2.3 Process Overview and Scheduling

M1: In each time step and for every Grid Cell (M2: inhabited Grassland Cell), four main blocks
of PROCESSES are executed: ’Update environmental drivers’, ’Flow update’, ’Life Stage up-
date’, and ’Cohort update’. The first three blocks are SCHEDULED one after the other,
while ’Cohort update’ is executed as a submodel of ’Life Stage update’. Algorithm 1 gives
an overview of this top level scheduling. During ’Flow update’ the flow rates and amounts
are calculated using the Flow’s life stage of origin while depending on its type and specified
external Influences (submodel ’Update environmental drivers’).

M2: The PROCESS ’Bilinear climate interpolation’ is executed each time step as a submodel
of ’Update environmental drivers’. If the life stage of destination of a non-zero (in terms of flow
amount) dispersal Flow belongs to the Population of an uninhabited Grassland Cell, the Popu-
lation is not empty anymore and the cell thus rendered inhabited. In this case, the submodel
’Dispersal setup’ is executed to find all Grassland Cells considered neighbors of the Population
and establish a dispersal connection to each of them by creating a respective Flow of type disp.

M3: The PROCESS ’Start of vegetation period’ is executed executed each time step as a sub-
model of ’Update environmental drivers’ right after submodel ’Bilinear climate interpola-
tion’.

M1: The ’Life Stage update’ first handles creation (input from Flows) and lastly deletion (den-
sity falling below minimum density) of its Cohorts. In between Cohort creation and deletion,
the submodel ’Cohort update’ is executed.

Algorithm 1 Main process overview. Processes executed at each inhabited Grassland Cell and for each time
step. The processes ’Bilinear climate interpolation’ and ’Cohort Update’ are executed as submodel of ’Update
environmental drivers’ and ’Life Stage update’, respectively.

for all Inhabited Grassland Cells / Populations do
run submodel(’Update environmental drivers’)
for all Originating Flows do

run submodel(’Flow update’)
if [Flowtype = ′dispersal′ & Flowamount > 0 & P opulation

target
density = 0] then

Grassland Cell
target
state ← ′inhabited′

end if
end for

end for
for all Inhabited Grassland Cells / Populations do

P opulationdensity ← 0
for all Life Stages do

run submodel(’Life Stage update’)
P opulationdensity ← P opulationdensity +Lif e Stagedensity

end for
if P opulationdensity < mindensity then

Grassland Cell
target
state ← ′uninhabited′

end if
end for
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2.4 Design Concepts

2.4 Design Concepts

Basic Principles:

M1: The model uses viability, i.e., the ability of small populations to persist, as a compar-
ative metric to identify grassland mowing schedules that are compatible with the projected
climate conditions in a certain region. Development and mortality of the different Life Stages
are driven by environmental factors. For this, relationships were imposed that reflect the
available empirical knowledge and data.

M2: The extension uses the same comparative metrics and environmental drivers as the orig-
inal study. Additionally, it applies density-independent dispersal using a fat-tailed dispersal
kernel that changes depending on regional grassland cover. Relevant dispersal parameters
were adapted from empirical studies of the target species.

Emergence:

M1: The relationships describing the life cycle are imposed and not emergent from first prin-
ciples, such as energy budgets or adaptive decision making.

M2: The dispersal metrics are imposed by the parameter definitions such as dispersal radius.

Interaction:

M1: The model does not include direct interaction within or among different Life Stages.
Indirect interactions are included by assuming density dependence of the mortality of larvae
and imagines.

M2: Neighboring Populations of inhabited Grassland Cells indirectly interact through a disper-
sal process that depends on the grassland cover surrounding the originating cell.

Stochasticity:

M1: Transfer from embryo to larval (Femb
trans, Table 2.5) and larval to imago (Flar

trans) Life Stage is
stochastically drawn from a binominal distribution (Section 2.7.1). The probability is influ-
enced by temperature, Cohort density and development progress.

M2: Dispersal mortality as well as the actual dispersal from a Population’s imago Life Stage
to the imago Life Stages of its connected Grassland Cells is determined stochastically using
a density dependent binomial distribution. The dispersal probability for each connection is
calculated using a predefined base dispersal rate, a distance dependent dispersal preference, a
probability of finding the connected neighbor and a survival probability, where the latter two
depend on grassland cover and distance between both Grassland Cells. The probability of
dispersal mortality is derived from the summed dispersal probabilities.

2.5 Initialization

M1: The model is initialized with a starting date, duration, mowing day and climate change
scenario (CCS). Additionally, each Population receives an initial density per Life Stage. The
carrying capacity [individuals m2] for the aboveground population is assumed to be the same
for all Grid Cells to reduce the number of confounding factors in the model analysis. As the
climate data only offers a single projection per RCP scenario (cf. Chapter 3, Section 3.3.2) and

17
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location, we resampled the time series per replicate run (seed): for a simulation period of 20
years, we used a time frame of 30 years (simulation period ±5 years) and reordered the years
by sampling with replacement. This resampling is feasible since there are no significant
trends in the relevant climate parameters within such a period (K. Keuler, pers. comm.).
Simulation period 2060-79 has just 26 years, because climate data was only available up to
the year 2080. A list of the sampled years per seed and simulation period is supplied in
Appendix A.2. The initial settings of the model are listed in Table 2.3.

M2: Every simulation starts on 01 January 2020 and runs for 60 years (21,840 time steps).
A run is initialized with one of three CCS, a single starting Population in the Grassland Cell
closest to the geometric center of either one of the 107 Climate Cells and one out of 18 mow-
ing schedules (Table 2.4). Ignoring replicates, this results in a total of 5,778 distinct simula-
tions runs. In the Grassland Cell of the starting Population the base mowing schedule named
M20+00+44 always applies. Here, the first number of the schedule’s name stands for early
mowing calendar week 20 (day 133) and the last number for late mowing week 44 (day 301).
The middle number defines the (additional) mowing weeks 22-38 of more intensive grass-
land management schedules (acronyms: M22-M38). All other cells receive the initially de-
fined schedule. In that way, the starting location works as a rather undisturbed habitat of
low-impact grassland mowing rendering it a fixed point for analyzing the dispersal process.
Early mowing (day 133) for schedules M22-25 is omitted, because cuts should be at least six
weeks apart, and late mowing (day 301) for schedules M35-38, because it us unnecessary due
to slowed grassland growth and being economically ineffective for farmers (Gerling et al.,
2022). Per replicate run, each simulation year was resampled randomly using ±10 years, e.g.
the simulation year 2053 was determined using the set {2043,2044, ..2063}. If the set would
exceed the available data (e.g. for years > 2080), it is reduced accordingly.

M3: The initialization is similar to the one in M2 with some exceptions: (1) a single known
population is initially placed either in spatially aggregated or fragmented grasslands of the
study region (cf. Table 2.3, reginit); (2) Grassland Cells are either subject to the conventional
mowing schedule Tconv or, with probability pprot, to the protective schedule Tprot (cf. Table 2.4),
where that schedule at the initial cell is always Tprot; (3) the protected grassland probability
pprot ∈ {0.01,0.02 . . . ,0.2,1.0} (cf. Table 2.3) is defined at simulation start; (4) the timing of the
mowing schedules is defined to be coupled to the start of the vegetation period tveg (Section
2.7.7); (5) LDD remained disabled; and (6) a number of 100 replicates were run each using a
distinct random seed.
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2.5 Initialization

Table 2.3: List of parameters used to initialize a simulation run and to evaluate simulation results. First column:
parameter name used in text. Second column: parameter symbol when used in model equations. Third column:
initial / determined value(s) resp. value options used for simulation runs. Fourth column: brief description of
the parameter. Parameters below double line can be varied in principle, but are constant in the presented work.
M2: rows below first single line contain relevant parameters for the dispersal process. M3: rows below second
single line contain parameters used for evaluating results.

Parameter Name Symbol Value(s)/ Unit Description

starting date tinit 1st Jan. of 2000,
2020, 2040 or 2060

The date of initial time steps translated to cli-
mate data index

mowing day tmow none or
day 134, 141,..,274

The timing of mowing per year

Climate change
scenario

CCS FF, MOD or BAU Representative Concentration Pathways of CO2
model

mowing schedule Tmow see Table 2.4 A set of mowing days per year
initial region reginit ∈ {aggr, f rag} Definition of originating habitat (region) in

terms of spatial configuration of grassland
surrounding it, where aggr=aggregated and
frag=fragmented

protected grass-
land probability

pprot ∈ {0.01,0.02, . . . ,0.2,1.0} Probability of grassland to be defined as pro-
tected habitat (Tmow = Tprot) at simulation start
(cf. Table 2.4)

duration t∆ 7,280 or 21,840 days Runtime in days resp. time steps
habitat area Ahab 250× 250 m2 Area of a Grassland Cell
initial density densinit {0,0.016∨0.725,0,0,0}

ind. m−2
The initial Population density per Life Stage in
individuals m−2

carrying
capacity

capabove 25 ind. m−2 Maximum aboveground density per square me-
ter

climate cell size sizeclim 12,000 m Width and height of square Climate Cells
habitat size sizehab 250 m Width and height of square habitats / Grassland

Cells

dispersal radius raddisp 1,500 m Maximum distance covered by an individual
(Griffioen, 1996)

base
dispersal rate

rateima
disp 0.00595 day−1 Daily rate of furthest dispersing imagos (Malkus,

1997)
dispersal
preference

pref near 1 Preference of selecting a neighbor during the dis-
persal process. Higher values result in selection
of closer neighbors.

sight sightdisp 0.5 Ability to find a selected neighbor during a dis-
persal process

decay rate decdisp 0.04 Distance dependent probability of surviving dis-
persal

inhabited status statinh ∈ {occ,est, res} The inhabited status of a grassland habi-
tat, where occ=occupied, est=established,
res=residential

potential range rngpot m The distance in meters from habitat of origin to
farthest habitat (in)directly connected by raddisp

realized range rnginh,
inh ∈ statinh

m The distance in meters from habitat of origin
to farthest occupied / established / residential
habitat

number of chang-
ing habitats

∆ninh,
inh ∈ statinh

∈ N Yearly number of habitats changing their inhab-
ited status to occupied /established /residential

population
density

densocc ind. m2 Population density in individuals m2 consider-
ing all occupied habitats in the region

FF=full force, MOD=moderate, BAU=business as usual, CCS=climate change scenario, aggr=aggregated,
above=aboveground, cap=capacity, clim=climate, dec=decay, dens=density, disp=dispersal, est=established,
frag=fragmented, hab=habitat, ima=imago, inh=inhabited, init=initial, m=meters, mow=mowing, occ=occupied,
pot=potential, pref=preference, prot=protective / protected, rad=radius, reg=region, res=residential, rng=range,
scen=scenario, stat=status, t=time step, veg=vegetation
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2 The High-resolution Large Environmental Gradient simulation model

Table 2.4: Yearly grassland mowing schedules as applied in the simulation runs. First column gives the names
of the 18 mowing schedules that encode the calendar weeks of yearly mowing occurrence divided by a plus (+)
symbol. An acronym of the schedule name is provided in the second column, encoding the relevant mowing week
in its name. The last three columns give the actual yearly mowing days (first day of respective calendar week) per
mowing schedule. Schedules that include cells containing a dash (encoded by ’00’ in the respective name) only
have two mowing occurrences per year, all others have three. The first mowing schedule M20+00+44 represents
low-impact mowing, while more intensive mowing schedules follow in the rows below the double line.
M3: Deviating timing for dynamic mowing schedules in conventionally managed (Tconv) and protected grass-
lands (Tprot). Mowing occurs x days after yearly start of vegetation period tveg (Table 2.3).

Schedule name Acronym Mowing days

M20+00+44 M00 133 - 301

M00+22+44 M22 - 147 301
M00+23+44 M23 - 154 301
M00+24+44 M24 - 161 301
M00+25+44 M25 - 168 301
M20+26+44 M26 133 175 301
M20+27+44 M27 133 182 301
M20+28+44 M28 133 189 301
M20+29+44 M29 133 196 301
M20+30+44 M30 133 203 301
M20+31+44 M31 133 210 301
M20+32+44 M32 133 217 301
M20+33+44 M33 133 224 301
M20+34+44 M34 133 231 301
M20+35+00 M35 133 238 -
M20+36+00 M36 133 245 -
M20+37+00 M37 133 252 -
M20+38+00 M38 133 259 -
conventional Tconv 42 84 126 168 210

protective Tprot 49 - - - 217

2.6 Input Data

M1: As input source, time series of climate data for each Grid Cell are used. Each climate
parameter (ts, pr, mrso, smt – cf. Chapter 3, Section 3.2.3 and Appendix A.1) is read from a
single NetCDF3 data file that stores one data point per day and coordinate. Files provided
for this work contain time series from 01 January 1995 to 31 December 2080 including leap
years. All data points on 29 February and 31 December are removed to achieve 364 day long
years (Section 2.2).

M2: Climate parameters of a Grassland Cell are determined using up to four terrestrial Cli-
mate Cells in direct squared neighborhood that in terms of their geometrical center are clos-
est to the coordinate of the Grassland Cell. The parameter values are then calculated using
bilinear interpolation (Section 2.7.6) resulting in a two-dimensionally gradual climate data
resampling of higher spatial resolution (107 to 72,969 spatial data points).

2.7 Submodels

M1: Table 2.5 gives an overview of the model processes and dynamics rates. The underlying
full equations are provided in Table 2.6 and the corresponding parameters in Table 2.7.

3Network Common Data Form (NetCDF) library documentation: www.unidata.ucar.edu/software/netcdf/
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2.7 Submodels

M2: Sections 2.7.1.7, 2.7.5 and 2.7.6 describe the dispersal process between Populations, the
setup of a dispersal network within a neighborhood of Grassland Cells and the calculation
of climate values for a Grassland Cell using bilinear interpolation of values stemming from
coarse-scale parameters of adjacent Climate Cells.

M3: Sections 2.7.1.6 and 2.7.1.7 include descriptions of randomly selected mowing schedules
and the calculation of discrete amounts of dispersing individuals, respectively, while Section
2.7.7 introduces the temperature driven calculation of vegetation start per year and Grassland
Cell.

2.7.1 Update Environmental Drivers

M2: The environmental drivers are updated every time step for each Grassland Cell. This
means here that the climate values are recalculated by bilinear interpolation (Section 2.7.6)
and it is checked whether a mowing schedule takes effect.

M3: The timing of a mowing event (Section 2.7.1.6) can be associated with the start of the
local vegetation period (Section 2.7.7), if defined accordingly at simulation start. Timing can
thus change dynamically from year to year while slightly differing between Grassland Cells.

M1: Both flow rates and a Cohort’s development progress can change depending on the current
value of environmental drivers or static conditions. Our model includes functions or equa-
tions – called Influences – that may be applied to achieve dynamic changes. Generally speak-
ing, each Influence provides a factor that can mediate the effect of environmental conditions
on the variables dynamic flow rate and development progress of a Flow or Cohort, respectively.
This factor may be restricted to a minimum and maximum value (fmin = 0 and fmax = 1, if not
specified otherwise) regardless of those conditions and contributes either in a multiplicative
or additive way to the update of a rate or progress. The contribution to an Influence’s current
factor finf by a multiplicative factor fmult is – as the name suggests – simply finf ×fmult; while
an additive factor fadd contributes via the equation

finf + (1− finf )× fadd (2.1)

A factor is calculated during the update of the associated Flow / Cohort. The specific Influ-
ences are described below and their equations summarized in Table 2.6. Influences may be
combined for the use in a process. The empirical basis for these equations is given below.

M1: The Capacity Influence is used in a logistic function that increases its factor with increas-
ing population density. It restricts Life Stages to a maximum size by raising the mortality for
large populations (Eqn. 2.2).

A Linear Climate Influence provides a factor that is linearly correlated with a specified climate
value either in a positive or negative manner (Eqn. 2.3).

Similar to the linear correlation, an Exponential Climate Influence can be used to provide a
factor that is exponentially correlated to a specified climate value (Eqn. 2.4).

The Sigmoid Climate Influence is the third option to provide a factor by correlating with a
climate value (Eqn. 2.5). It allows bounding a factor to an upper and lower limit without
clipping it.
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2.7 Submodels

Table 2.6: List of equations / functions applied for environmental drivers including numbering (first column),
name as used in the text (second), symbol with subscript of name abbreviation (third) and brief description (last)

Eqn# Name Equation / Function (symbol) Description

(2.2) Capacity
Influence

fcap =

1.0 + e
β1
cap

[
densPabove

Ahab
−β2

cap×capabove
]
−1

Applying carrying capacity for the above-
ground population

(2.3) Linear
Climate
Influence

flin = β1
lin + β2

lin ×ωclim Linear correlation with a climate parameter

(2.4) Exponential
Climate
Influence

fexp = β1
exp + β2

exp × e
(
β3
expωclim

)
Exponential correlation with a climate pa-
rameter

(2.5) Sigmoid
Climate
Influence

fsig = β1
sig

∣∣∣∣∣1− (1 + e
−β2

sig

[
ωclim−β3

sig

])−1 ∣∣∣∣∣ Sigmoid correlation with a climate parame-
ter

(2.6) Factor
Threshold

fthd =

β1
thd , if ωclim ≤ thdclim,

β2
thd , otherwise

Varying factor depending on threshold ex-
ceedance

(2.7) Binominal
Climate

fbin
(
µ∆t ,σ∆t ,dens

ID ,progname
ID

)
This factor is a climate-, density- and
progress-driven probability stemming from
a binomial distribution. See Algorithm 2 for
details

(2.8) Land Use
Influence

fmow =

mortmow, if tmow = t

0, otherwise
Increased mortality if mowing occurs

(2.9) Binominal
Factor

fbif

(
β1
bif ,dens

ID
)

Density-driven probability stemming from a
binomial distribution of a predefined mean
(factor). See Algorithm 3 for details

Abbreviations: above=aboveground, bif=binominal factor, bin=binominal climate, cap=capacity, clim=climate,
dens=density, exp=exponential, hab=habitat, ID=Cohort identifier, lin=linear, mort=mortality, mow=mowing,
prog=progress, sig=sigmoid, t=time step, thd=treshold

A Factor Threshold is used with either of the above Influences. It allows applying two different
values depending on whether a defined climate threshold is exceeded (Eqn. 2.6). It can
be used, for instance, to either enable another Influence (threshold exceeded, factor = 1) or
disable it (threshold not exceeded, factor = 0). An iterative use of this Influence is possible to
apply thresholds for multiple climate values.

The Binomial Climate (M2: renamed from Factor) is an Influence that depends on climate con-
ditions and a Cohort’s density and development progress. It stochastically determines its factor
by drawing from a binomial distribution (Eqn. 2.7, Algorithm 2). In other words, it de-
fines which share of a Cohort population (density) is affected by an event (e.g. death). The
binomial distribution is approximated by the cumulative distribution of a standard normal
distribution. Their mean and standard deviation are calculated using one of the above Cli-
mate Influences. In that way, population statistics stemming from climate-driven stochastic
processes can be translated to a dynamic factor like mortality rate.

M1: Land Use Influence is a timed event that increases the mortality of a Cohort differently
depending on its Life Stage. In our model, land use is defined as a mowing event that occurs
once a year (Eqn. 2.8). M2: The model extension adds the option to provide a mowing schedule
that defines a set of days per year on which land use occurs.

M2: The Binomial Factor works similarly to the Binomial Climate Influence described above but
deviates in two aspects. First, mean and standard deviation are calculated using a predefined
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2 The High-resolution Large Environmental Gradient simulation model

probability factor only. Second, it just uses a Cohort’s density for the calculation ignoring the
development progress (Eqn. 2.9, Algorithm 3).

Algorithm 2 ’Binominal Climate’ (M2: renamed from Factor) function to calculate a flow rate using a stochas-
tically determined flow amount taken from a binominal distribution that is emulated by a normal distribution.
The flow probability used to calculate the flow amount is taken from cumulative normal standard deviations
using climate-dependent mean and standard deviation of flow duration. The resulting absolute flow rate is the
ratio from flow amount to Cohort density. Finally, the applied relative flow rate takes development progress –
or rather previously determined flow amount – into account to ensure flow of full density after maximum flow
duration / full progress is reached.

function Influence(’Binominal Climate’, µ∆t , σ∆t , CohortID ) ▷ µ∆t and µ∆t : climate-dependent
▷ mean flow duration and standard deviation

density← densID ▷ get the Cohort’s density
progress← progID ▷ get the Cohort’s (development) progress
max∆t ← µ∆t + 3× σ∆t ▷ climate-dependent maximum flow duration
age←max∆t × progress ▷ climate-dependent relative Cohort age
dif ftod ← f rac(age −µ∆t)σ∆t ▷ today’s age difference to mean duration
dif ftom← f rac(age+ 1−µ∆t)σ∆t ▷ tomorrow’s age difference to mean duration
ptrans← CDF(dif ftom)−CDF(dif ftod ) ▷ flow probability; CDF: cumulative standard normal distribution
µamount ← density × ptrans ▷ mean flow amount
σamount ←

√
µamount × (1− ptrans) ▷ standard deviation of flow amount

namount ←NORM(µamount ,σamount) ▷ draw from normal distribution (NORM) to determine amount
rabs← f racnamountdensity ▷ absolute flow rate
rrel ← 0 ▷ relative flow rate

if progress < 1 then
rrel ←

rabs
1−progress

end if
if rrel > 1 then

rrel ← 1
end if
progress← progress+ rrel
return rrel

end function

Algorithm 3 The ’Binominal Factor’ function calculates a flow rate using a stochastically determined flow amount
taken from a binominal distribution that is emulated by a normal distribution. The predefined probability factor
is used directly as mean value of the distribution and indirectly to calculate the standard deviation. The resulting
flow rate is the ratio of flow amount compared to Cohort density.

function Influence(’Binominal Factor’, pf low, CohortID ) ▷ pf low: predefined probability factor

density← densID ▷ get the Cohort’s density
µamount ← density × pf low ▷ mean flow amount

σamount ←
√
µamount × (1− pf low) ▷ standard deviation of flow amount

namount ←NORM(µamount ,σamount) ▷ draw from normal distribution (NORM) to determine amount
rf low←

namount
density ▷ flow rate

if rf low > 1 then
rrel ← 1

end if
return rf low

end function

M1: In the following, we describe the life cycle processes of the LMG separately for each life
stage and define the environmental drivers influencing them. The parametrization for the be-
lowground life stages is mainly adapted from temperature experiments conducted by Winger-
den et al. (1991) and soil moisture and contact water experiments by Ingrisch (1983). For the
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2.7 Submodels

aboveground population, data from different sources was used (Sections 2.7.1.4 and 2.7.1.5)
– not all of them including LMG explicitly. The parameter values for the impact of grassland
were established following personal communication with B. Schulz (Section 2.7.1.6).

M2: Information incorporated to estimate and validate the dispersal process (Section 2.7.1.7)
of the LMG are an empirical ’mark and recapture’ study by Malkus (1997), field studies by
Griffioen (1996) and Marzelli (1994), as well as two experiments using genetic markers to
measure distances between populations (Keller, 2012; Van Strien, 2013).

Table 2.7: List of coefficients (third column) used to parameterize the Influences’ equations (second column,
Table 2.6) as used to modify the processes (first column, Table 2.5) of the target species. Superscript letters
reference the sources used to parameterize the processes and influences for the LMG: aIngrisch (1983), bB. Schulz
(pers. comm.), cWingerden et al. (1991), dIngrisch & Köhler (1998), eHelfert & Sänger (1975), f Helfert (1980),
gKriegbaum (1988), hWaloff (1950) , iGriffioen (1996), jMalkus (1997)

Process
symbol Influences Base rate of process and / or coefficients of influences

F
pre
mort

(rate
pre
mort = 8.164147× 10−4)a

f Asig (βA1
sig = 0.357, βA2

sig = 17.183, βA3
sig = 0.703, ωA

clim = ωrhug )a

f Bthd (βB1
thd = 1, βB2

thd = 0, ωB
clim = ωcw, thd

B
clim = 0 kg m−2)a

f Cmow (mortCmow = 0.05)b

prog
pre
ID f Dthd (βD1

thd = 1
3 , β

D2
thd = 0, ωD

clim = ωts, thd
D
clim = 10°C)a

Fdiamort f Emow (rate
pre
mort = 8.164147× 10−4)a, (mortEmow = 0.05)b

progdiaID
f Fthd (βF1

thd = 1
61 , β

F2
thd = −1

182 , ω
F
clim = ωts, thd

F
clim = 5°C)a,c

f Gthd (βG1
thd = 0, βG2

thd = 1
3 , ω

G
clim = ωts, thd

G
clim = 10°C)a

Femb
mort

f Hexp (βH1
exp = 6.949× 10−3, βH2

exp = 5.45× 10−8, βH3
exp = 0.4743, ωH

clim = ωts)c

f Isig (βI1
sig = 0.351, βI2

sig = 40, βI3
sig = 0.975, ωI

clim = ωrhug )a

f Jthd (βJ1thd = 1, βJ2thd = 0, ωJ
clim = ωcw, thd

J
clim = 0 kg m−2)c

f Kmow (mortKmow = 0.05)b

Femb
trans

fMexp (βM1
exp = 7.991, βM2

exp = 1069.98, βM3
exp = −0.2248, ωM

clim = ωts)a

f Nexp (βN1
exp = 0.9251, βN2

exp = 126.3933, βN3
exp = −0.1978, ωN

clim = ωts)a

Flarmort

(ratelarmort = 0.0358)d

f Ocap (βO1
cap = −1.5, βO2

cap = 0.85)
f Plin (f Pmax = 0.95, βPlin1 = 1.9, βP 2

lin = −0.19, ωP
clim = ωts)

f Qmow (mortQmow = 0.95)b

Flartrans
f Slin (βS1

lin = 83, βS2
lin = −1.679, ωS

clim = ωts)e,f

f Tlin (βT 1
lin = −2.2188, βT 2

exp = 0.2188, ωT
clim = ωts)e,f

Fima
mort

(rateima
mort = 0.0475)g

f Ucap (βU1
cap = −1.5, βU2

cap = 0.85)
f Vlin (f Vmax = 0.95, βV 1

lin = 1.9, βV 2
lin = −0.19, ωV

clim = ωts)
f Wmow (mortWmow = 0.95)b

f Xbif (βX1
bif = mortima

disp, see Eqn. 2.16)

Fima
repr (rateima

repr = 1.3)d,h

Fima
disp f Ybif (βY 1

bif = rateima
disp(a,b), see Eqn. 2.11)i,j

Abbreviations: bif=binominal factor, dia=diapause, disp=dispersal, emb=embryo, exp=exponential,
f=symbol of Influence function, F=Flow, ID=Cohort identifier, ima=imago, lar=larva, lin=linear,
mort=mortality, mow=mowing, pre=pre-diapause, prog=progress, repr=reproduction, sig=sigmoid,
thd=treshold, trans=transfer
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2 The High-resolution Large Environmental Gradient simulation model

M1: The values for base rates and the coefficients used to parameterize the Influences as applied
for the processes of the target species are listed in Table 2.7. A verbal description on their
usage for the target species is given in the following subsections.

2.7.1.1 Pre-diapause Life Stage

M1: The first sub-stage of the belowground population represents the LMG’s clutch after
oviposition and before diapause. Following the study of Ingrisch (1983), we define that it re-
quires three consecutive days below a temperature of 10 °C to start diapause thus develop into
the next life stage (Factor Threshold, Eqn. 2.6). The intrinsic mortality rate rapidly increases
if the eggs experience pre-winter drought stress caused by missing contact water (Ingrisch,
1983) (Factor Threshold, Eqn. 2.6). The increased mortality is calculated using the Sigmoid
Climate Influence (Eqn. 2.5) driven by humidity.

2.7.1.2 Diapause Life Stage

M1: The diapause life stage occurs mainly during winter and is mostly unaffected by climate
conditions in terms of our model. Therefore, the intrinsic mortality rate remains constant. We
defined that it needs to experience a total of 61 days below 5 °C to break diapause (Factor
Threshold, Eqn. 2.6). By that, we followed the cold treatments in the studies by Ingrisch
(1983) and Wingerden et al. (1991), though with a shorter period of time to avoid stagnation
in slightly warmer winters. Additionally, a too early indication of spring is prevented by
defining that the life stage requires three consecutive days of at least 10 °C to develop into
the next life stage (Factor Threshold, Eqn. 2.6). The diapause life stage can have multiple
Cohorts, i.e., one for each consecutive year of unsuitable conditions (diapause not broken).

2.7.1.3 Embryo Life Stage

M1: This life stage is the most complex in our model. Mortality is influenced by three cli-
mate parameters while the temperature-driven hatching process (transfer to larval stage) is
stochastically determined by the stage’s density and development progress. Following Winger-
den et al. (1991) we established the mortality rate using the fact that a temperature of 22.2 °C
yields the highest hatching success rate (∼ 82 %) while the rate drops with both lower and
higher temperatures (Exponential Climate Influence, Eqn. 2.4). At the same time higher tem-
peratures decrease the mean hatching time from 45 days at 15.0 °C to 8 days at 37.5 °C (Ex-
ponential Climate Influence, Eqn. 2.4). In our model, the base mortality rate is in fact mainly
determined by temperature. Similar to the pre-diapause life stage it can further increase in
the case of post-winter drought stress caused by missing contact water (Ingrisch, 1983) (Factor
Threshold, Eqn. 2.6). This additional mortality is calculated using the Sigmoid Climate Influ-
ence (Eqn. 2.5) driven by humidity. As mentioned above, the timing and amount of hatching
eggs is stochastically determined (Binomial Climate [M2: renamed from Factor], Eqn. 2.7).
The hatching probability increases with development progress and higher temperatures. Mean
and standard deviation defining the binomial distribution to draw the probability from are
factors that are correlated with the temperature (Exponential Climate Influence, Eqn. 2.4).
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2.7 Submodels

2.7.1.4 Larva Life Stage

M1: The larval life stage has multiple Cohorts, i.e., one for each hatching day per year of the
previous embryo stage. These larva Cohorts are processed independently. High temperatures
increase the development speed of larvae. We used the development traits found in three
related grasshopper species (Helfert & Sänger, 1975; Helfert, 1980) to calculate temperature-
driven mean and standard deviation (Linear Climate Influence, Eqn. 2.3). Both are then ap-
plied to stochastically determine the density- and progress-dependent transfer (or rather de-
velopment) of a larva Cohort to the imago life stage (Binomial Climate [M2: renamed from
Factor], Eqn. 2.7). The larva base mortality rate was adopted by averaging the parameters of
two related grasshopper species (Ingrisch & Köhler, 1998, Tab. 16). It increases with above-
ground population density (Capacity Influence, Eqn. 2.2) allowing a maximum of 25 individuals
m−2 (B. Schulz, pers. comm.) and by definition with temperatures below 10 °C (Linear Climate
Influence, Eqn. 2.3).

2.7.1.5 Imago Life Stage

M1: Similar to the larval stage, the base mortality rate for the imago life stage was adopted
using the daily survival rates of four related grasshopper species determined by Kriegbaum
(1988). It increases with aboveground population density (Capacity Influence, Eqn. 2.2) allowing
a maximum of 25 individuals m−2 (B. Schulz, pers. comm.) and by definition with tempera-
tures below 10 °C (Linear Climate Influence, Eqn. 2.3). The daily transfer or rather oviposition
rate of 1.3 was defined including several considerations. First of all, an LMG egg pod contains
11-14 eggs (Waloff, 1950) and reproduction is delayed up to two weeks after maturation (In-
grisch & Köhler, 1998). Furthermore, we assumed that half of the LMG population is female
and that a female lays up to three egg pods during a lifetime of 60 days. In terms of our
model, oviposition is not influenced by any external drivers.

2.7.1.6 Land Use

M1: As mentioned above, land use in our model is a representation of grassland mowing that
occurs once per year on the first day of the same calendar week. It affects the belowground
population (life stages 1-3) less severely than the aboveground population (4-5) by increasing
the stage’s mortality rate additively by 0.05 (below ground) and 0.95 (above ground), respec-
tively (B. Schulz, pers. comm.).

M2: Disturbance through land use occurs on 2-3 days per simulation year depending on
initially defined mowing schedule (Table 2.4).

M3: Depending on the protected grassland probability pprot, the mowing schedule occurring
in each Grassland Cell is determined randomly at simulation start. That is, either the conven-
tional schedule Tconv with five cuts or the protective schedule Tconv with two cuts per year (cf.
Table 2.4). Depending on the schedules’ definitions the cuts occur x days after the start of a
year’s vegetation period (Section 2.7.7).
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2 The High-resolution Large Environmental Gradient simulation model

2.7.1.7 Dispersal

M2: In terms of the model extension, the dispersal rate from the imago Life Stage of Popula-
tion Pa to the same stage of each neighboring Population Pn ∈ Na is stochastically determined
(Binomial Factor, Eqn. 2.9) every time step using a base dispersal rate (rateima

disp = 0.00595 day−1)
and a pre-calculated dispersal probability (Eqn. 2.11). We determined the base dispersal rate
by defining those individuals as dispersers that traveled the largest distance during one day
(1 out of 168) in a ’mark and recapture’ study by Malkus (1997). The dispersal mortality rate
is calculated using the inverse of the dispersal rate (Eqn. 2.16). Following the maximum
covered distance of LMG individuals described by Griffioen (1996), dispersal is defined to
remain within a radius (raddisp) of 1,500 m, in principle. In regions of low grassland cover,
however, dispersal outside this radius (LDD) can occur to account for the LMG’s flight abil-
ity (Sörens, 1996). Section 2.7.5 describes in detail, how the neighborhood (both inside and
outside of the dispersal radius) of each Population is defined and the values of the dispersal
process are determined.

M3: To prevent unrealistic low population size in newly inhabited cells, the amount of dis-
persing individuals is truncated to discrete numbers in terms of habitat size Ahab. Discrete
here means that the size of one individual is defined as 1

Ahab
ind. m−2 and the calculated dis-

persing amount must be a manifold of this individual size. Dispersing amount below the
next largest manifold remains in the life stage of origin.

2.7.2 Flow Update

M1: During ’Flow update’, the state variables total flow amount, current flow amount and
dynamic flow rate (Table 2.5) are iteratively recalculated using the Cohorts associated with the
life stage of origin (Algorithm 4). If there are any external Influences (Section 2.7.1) associated
with this Flow, they change the dynamic flow rate depending on their type.

2.7.3 Life Stage Update

M1: The submodel ’Life stage update’ (Algorithm 5) calculates a Life Stage’s total density
from the density of its subordinate Cohorts and its gain from the incoming transfer Flow of its
preceding Life Stage. The gain is then used to determine whether to create a new Cohort from
it or add it to an existing Cohort. Furthermore, overaged Cohorts or such of density below the
minimum are erased.
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2.7 Submodels

Algorithm 4 Submodel ’Flow update’. All associated Flows of the defined Population are iteratively updated by
this submodel. Sequence of update is irrelevant. Algorithm describes the update of a single Flow. Equations of
influence functions are listed in Table S1-5.

function submodel(’Flow update’)
amount← 0 ▷ total flow amount
origin← Floworigin ▷ Flow’s Life Stage of origin
for all CohortID ∈ originCohorts do

amountID ← 0 ▷ Cohort’s flow amount
rateID ← 0 ▷ Cohort’s flow rate
progress← progID ▷ Cohort’s (development) progress
if Flowtype = ′mortality′ OR progress ≥ 1 then

if Flowtype = ′mortality′ AND ageID ≥ agemax
origin then

amountID ← 1
else

rateID ← Flowrate ▷ set to Flow’s base rate
for all Inf luence ∈ FlowInf luences do

f actorInf luence← submodel(’Influence’)
if Inf luencetype = ′additive′ then

rateID ← rateID + f actorInf luence × (1− rateID )
else if Inf luencetype = ′multiplicative′ then

rateID ← rateID × f actorInf luence
end if

end for
end if

end if
end for
amountID ← rateID × densityID
amount← amount + amountID

end function

Algorithm 5 Submodel ‘Life Stage update’. All associated Life Stages of a Population are iteratively updated
using this submodel. The pseudocode describes the update of a single Life Stage.

function submodel(’Life Stage update’)
density← 0 ▷ total density
gain← 0 ▷ total density gain
createdCohort ← f alse ▷ was a new Cohort created?
for all Flow ∈ Stageinput do ▷ loop over incoming Flows of (Life) Stage

gain← gain+Flowamount ▷ add total flow amount to gain
if gain ≥ densitymin

Stage then

if StageCohorts = ∅ OR multiCohortStage = true then ▷ empty set of Cohorts or multiple allowed

Cohortgaining ← create Cohort(gain) ▷ Cohort with gain as initial density
createdCohort ← true

else
Cohortgaining ← StageCohorts(1) ▷ get Cohort from top of Stage’s Cohorts
densitygaining ← densitygaining + gain

end if
end if

end for
for all CohortID ∈ StageCohorts do

run submodel(’Cohort update’)
if densityID < densitymin

Stage then

remove CohortID f rom StageCohorts
else

density← density + densityID

end if
end for
if createdCohort = true then

StageCohorts(1)← Cohortgaining ▷ put new Cohort on top of Stage’s Cohorts
end if

end function
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2 The High-resolution Large Environmental Gradient simulation model

2.7.4 Cohort Update

M1: During ’Cohort update’, density and development progress of a Cohort a recalculated (Al-
gorithm 6). First, loss of density is calculated using the outgoing transfer Flow of the Cohort’s
parent Life Stage. Then, gain (if any) is added to the density and reset to zero afterwards.
Finally, the development progress is increased using external influences, if there were defined
any. Otherwise it is set to a value of 1.

Algorithm 6 Submodel ‘Cohort update’. All associated Cohorts of the defined Life Stage are iteratively updated
by this submodel. Sequence of update is irrelevant. Pseudocode describes the update of a single Cohort. Equa-
tions of influence functions are listed in Table S1-5.

function submodel(’Cohort update’, ID) ▷ using ID of updating Cohort
loss← 0 ▷ total density loss
parent← Cohortparent ▷ Cohort’s parent Life Stage
for all Flow ∈ parentoutput do ▷ loop over outgoing Flows of parent Life Stage

if Flowtype ,
′reproduction′ then

loss← loss+FlowID
amount ▷ add Cohort-specific flow amount to loss

end if
end for
density← density + (gain− loss) ▷ update Cohort density with potential gain and loss
gain← 0 ▷ reset (externally updated) gain
progresstemp← 1 ▷ temporary buffer for potential development progress
for all Inf luence ∈DevelopmentInf luences do ▷ loop over development Influences, if any

f actorInf luence← submodel(’Influence’)
progresstemp← f actorInf luence × progresstemp

end for
progress← progress+ progresstemp
if progress < 0 then

progress← 0
else if progress > 1 then

progress← 1
end if

end function

2.7.5 Dispersal Setup

M2: The submodel ’Dispersal setup’ is called every time the life stage of destination of an
empty Population is subject in a non-zero dispersal Flow (in terms of flow amount), in other
words, if dispersal is directed to an uninhabited Grassland Cell (for the first time). In this case,
the submodel locates all Populations Pb ∈ Na ⊂ R in the study region R belonging to the sub
region or neighborhood Na of Population Pa in the now inhabited cell Ga and establishes a
connection to each of them by creating a dispersal Flow between the imago Life Stages of the
formerly empty Population (life stage of origin) and the respective neighboring Population (life
stage of destination). Populations considered a neighbor Pb ∈ Na are determined in two ways:
(1) all Populations inside a predefined dispersal radius (home range); and (2) the nearest
Population in either one of eight cardinal directions [North (N), Northeast (NE), East (E),
Southeast (SE), South (S), Southwest (SW), West (W), Northwest (NW)], in case there are no
cells found inside the home range in this direction (LDD). Identifying Populations inside the
home range is straight forward using the Euclidean distance dista,b [in meters] between two
Grassland Cells Ga and Gb:

dista,b =
√

(coordax − coordbx )2 + (coorday − coordby )2 × sizehab (2.10)
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2.7 Submodels

If dista,b ≤ raddisp (Table 2.3), the cells belong to the same neighborhood. Finding potential
neighbors for LDD into one of the cardinal directions DIR = N,NE,E,SE,S,SW ,W ,NW re-
quires additional information about the surroundings of the source Grassland Cell Ga. If none
of the Populations Pc ∈N dir

a fulfills the home range constraint dista,c ≤ raddisp, the nearest cell
PLDD ∈ N dir

a,LDD ⊂ N dir
a is selected as long distance neighbor in direction dir. Here, N dir

a rep-
resents a set of all Populations located within a 90-degree angle in direction dir ∈ DIR of cell
Ga and N dir

a,LDD a subset of slightly narrowed angle outside the dispersal radius. Using this
method, potential long distance neighbors are identified for all directions of DIR. Figure 4.5
of Chapter 4 geometrically illustrates the selection of LDD neighbors. A detailed definition
of cells belonging to each of the narrowed subsets will follow below. Having identified all
Populations belonging to the neighborhood Na, the flow rate rateima

disp(a,b) for each dispersal
Flow originating in Ga and destined in Gb is determined using the base dispersal rate defined
for the Life Stage of interest (here, rateima

disp for the LMG’s imago stage) and a species-specific

dispersal probability p
disp
a,b (Eqn. 2.11):

rateima
disp(a,b) = rateima

disp × p
disp
a,b (2.11)

p
disp
a,b = prefa,b × p

f ind
a,b × p

surv
a,b (2.12)

The dispersal probability itself (Eqn. 2.12) is calculated using a preference factor to select the
destined Population depending on the distance to all neighbors (Eqn. 2.13), a probability
to find the selected neighbor during the dispersal process (Eqn. 2.14) and a probability to
survive the dispersal (Eqn. 2.15):

prefa,b =
1/distpref

near

a,b∑
Pn∈Na

dist
pref near

a,n

(2.13)

p
f ind
a,b =

(
rGrassata,b

)1−sightdisp (2.14)

psurva,b = exp−decaydisp×(1−rGrasstoa,b)×dista,b (2.15)

Table 2.3 contains the parameter values used to define the dispersal process of the LMG and
their usage is described in the following. The size of the parameter pref near ≥ 0 in Eqn.
2.13 defines to what extent nearby cells are preferred over more distant ones, where a value
of zero leads to equal preference independent of the distance. Finding a selected neighbor
(Eqn. 2.14) depends on the relative grassland cover rGrassata,b in the same distance as the
destined cell (i.e., the actual number of Grassland Cells relative to the potential number), and
the ability of the species to locate suitable neighbors given by the parameter sightdisp ∈ [0,1],
where a value of zero defines a success rate equal to the grassland ratio and a value of one
a 100 % success rate. The probability to survive the dispersal process (Eqn. 2.15) depends
on the relative grassland cover rGrasstoa,b in the perimeter of a radius lower than the distance
to the destined cell and a distance dependent decay rate decaydisp ∈ [0,1], where a value of
zero equals 100 % and a value of one equals minimum survival probability. Furthermore,
the dispersers are subject to dispersal mortality which is the difference of the sum of all the
dispersal probabilities multiplied by the base dispersal rate:
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2 The High-resolution Large Environmental Gradient simulation model

mortima
disp =

1−
∑
Pn∈Na

p
disp
a,n

× rateima
disp (2.16)

Finally, the eight sub regions N dir
a,LDD ⊂ R representing all cells found outside the dispersal ra-

dius in the direction dir ∈DIR of an originating Grassland Cell Ga are determined as follows:

NN
a = {∀Gn ∈ R\{Ga} | distxa,n < dist

y
a,n ∧ coordny < coorday ∧ dista,n > raddisp} (2.17)

NNE
a = {∀Gn ∈ R\{Ga} | coordnx > coordax ∧ coordny < coorday ∧ dista,n > raddisp} (2.18)

NE
a = {∀Gn ∈ R\{Ga} | coordnx > coordax ∧ dist

y
a,n < distxa,n ∧ dista,n > raddisp} (2.19)

NSE
a = {∀Gn ∈ R\{Ga} | coordnx > coordAx ∧ coordny > coorday ∧ dista,n > raddisp} (2.20)

NS
a = {∀Gn ∈ R\{Ga} | distxa,n < dist

y
a,n ∧ coorday > coorday ∧ dista,n > raddisp} (2.21)

NSW
a = {∀Gn ∈ R\{Ga} | coordnx < coordax ∧ coorday > coorday ∧ dista,n > raddisp} (2.22)

NW
a = {∀Gn ∈ R\{Ga} | coordnx < coordax ∧ dist

y
a,n < distxa,n ∧ dista,n > raddisp} (2.23)

NNW
a = {∀Gn ∈ R\{Ga} | coordnx < coordax ∧ coordny < coorday ∧ dista,n > raddisp} (2.24)

We defined the sub regions in such a way that each of them overlaps with both neighbors
in clockwise and counterclockwise direction to minimize LDD to cases where the area in
direction of interest is largely empty within the home range. Figure 4.5 (Chapter 4) visualizes
the areas belonging to either of the sub regions.

2.7.6 Bilinear Climate Interpolation

M2: This submodel is called every time step to achieve heterogeneous, gradual values at the
location of each Grassland Cell using bilinear interpolation of the climate data from the closest
adjacent neighbors. This is done by weighing the distances from a Grassland Cell Ga to the
center of the (up to) four Climate Cells {Ωa,NE ,Ωa,SE ,Ωa,SW ,Ωa,NW } into secondary cardinal
directions of Ga. The resulting bilinear weights wa,dir

bilin are multiplied with their respective

climate values ωa,dir
clim and then summed to achieve the value at Ga. The interpolated climate

value ωa
clim for cell Ga is then calculated as follows.

ωa
clim =

∑
dir∈DIRsec

wa,dir
bilin ×ω

a,dir
clim (2.25)

wa,dir
bilin = 1−

(sizeclim − distxa,dir )× (sizeclim − dist
y
a,dir )

(sizeclim)2 (2.26)

dist
xy
a,dir = |coordaxy − centera,dirxy | × sizehab (2.27)

Here, DIRsec ⊂ DIR (see Section 2.7.5) are the secondary cardinal directions
{NE,SE,SW ,NW } and ωa,dir

clim is the projected value in the Climate Cell Ωa,dir into direction
dir of Ga. Parameters sizeclim of a Climate Cell and sizehab of a Grassland Cell were introduced
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in Table 2.3. The value dist
xy
a,dir for the distances in x- or y-direction are calculated using the

respective coordinate of the geometric center of a Climate Cell (centera,dirx,y , Table 2.3). Figure
4.4 (Chapter 4) illustrates the calculation of the weights for a single Grassland Cell using a
simplified geometric example. Please refer to Appendix B.3 for a description of the mapping
between Climate and Grassland Cells, and a reference to the calculated weights.

2.7.7 Start of Vegetation Period

The start of the vegetation period tveg in a Climate or Grassland Cell is calculated using the
surface temperature ωts. Following Gerling et al. (2020), this period starts when the yearly
temperature sum surpasses 200.0 °C. Adapting their calculation to the surface temperature ωts

used in the present model gives the following equation:

sumts =
I∑

i=1

(x ×ωi
ts)∀I ∈ {1,2, . . . ,364} until sumts ≥ 200.0 ◦C,

x =


0.5, if 1 ≤ i ≤ 31

0.75, if 32 ≤ i ≤ 59

1.0 if i ≥ 60

, (2.28)

ωi
ts =

0, if ωi
ts < 0

ωi
ts, otherwise

Here, sumts is the summed surface temperature, ωi
ts is the mean surface temperature (ignoring

negative values) on day i of a year, and x is a weight including the temperature values of
January and February with only 50 % and 75 % of their extent. The value of tveg equals the
day i where tsum reaches 200.0 °C.
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3 High-resolution PVA along large environmental

gradients to model the combined effects of climate

change and land use timing: lessons from the large

marsh grasshopper

An article with similar content to this chapter is published as: Leins, J. A., Banitz, T., Grimm,
V., & Drechsler, M. (2021). High-resolution PVA along large environmental gradients to model the
combined effects of climate change and land use timing: lessons from the large marsh grasshopper.
Ecological Modelling 440, 109355. DOI: 10.1016/j.ecolmodel.2020.109355

Abstract

Both climate change and land use regimes affect the viability of populations, but they are of-
ten studied separately. Moreover, population viability analyses (PVAs) often ignore the effects
of large environmental gradients and use temporal resolutions that are too coarse to take into
account that different stages of a population’s life cycle may be affected differently by climate
change. Here, we present the High-resolution Large Environmental Gradient (HiLEG) model
and apply it in a PVA with daily resolution based on daily climate projections for Northwest
Germany. We used the large marsh grasshopper (LMG) as the target species and investigated
(1) the effects of climate change on the viability and spatial distribution of the species, (2) the
influence of the timing of grassland mowing on the species and (3) the interaction between
the effects of climate change and grassland mowing. The stage- and cohort-based model was
run for the spatially differentiated environmental conditions temperature and soil moisture
across the whole study region. We implemented three climate change scenarios and analyzed
the population dynamics for four consecutive 20-year periods. Climate change alone would
lead to an expansion of the regions suitable for the LMG, as warming accelerates develop-
ment and due to reduced drought stress. However, in combination with land use, the timing
of mowing was crucial, as this disturbance causes a high mortality rate in the aboveground
life stages. Assuming the same date of mowing throughout the region, the impact on via-
bility varied greatly between regions due to the different climate conditions. The regional
negative effects of the mowing date can be divided into five phases: (1) In early spring, the
populations were largely unaffected in all the regions; (2) between late spring and early sum-
mer, they were severely affected only in warm regions; (3) in summer, all the populations
were severely affected so that they could hardly survive; (4) between late summer and early
autumn, they were severely affected in cold regions; and (5) in autumn, the populations were
equally affected across all regions. The duration and start of each phase differed slightly de-
pending on the climate change scenario and simulation period, but overall, they showed the
same pattern. Our model can be used to identify regions of concern and devise management
recommendations. The model can be adapted to the life cycle of different target species, cli-
mate projections and disturbance regimes. We show with our adaption of the HiLEG model
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that high-resolution PVAs and applications on large environmental gradients can be recon-
ciled to develop conservation strategies capable of dealing with multiple stressors.

Highlights:

• Explore spatial viability of terrestrial species given dynamic external drivers

• High-resolution climate data are coupled to a demographic locust1 population model

• Climate change alone would benefit the locust in Northwest Germany

• Climate and land use interact nontrivially thus timing of mowing gets crucial

• Smart conservation planning should adapt mowing schedule to locally varying climate

Key words: climate change, land use, population viability analysis, stage-based model, high
resolution, environmental gradients

3.1 Introduction

In terrestrial ecosystems, land use and climate change are two dominant factors driving bio-
diversity loss (Millennium Ecosystem Assessment, 2005). The risk of species loss can be esti-
mated using simulation models that support population viability analysis (PVA) in changing
environments. PVAs are used to assess the viability of species and populations as a function
of species parameters such as the population growth rate, environmental conditions such as
food availability and anthropogenic impacts such as the fragmentation and deterioration of
habitats (Coulson et al., 2001; Beissinger & McCullough, 2002). These analyses are of great
value in conservation biology to decide where, when and how which species should be pro-
tected.

While PVAs are widely performed (Pe’er et al., 2013; Stephens, 2016; Chaudhary & Oli, 2020),
most of them address small areas, build on aggregated demographic rates and use low tem-
poral resolutions (e.g., years). In recent years, however, it has become increasingly clear that
three interrelated factors need to be considered in PVAs to broaden their scope. First, a large
spatial extent can be important to capture relevant environmental gradients. Second, con-
sidering all life stages, i.e., the full life cycle of a species is relevant (Radchuk et al., 2013)
because stages respond in different (Levy et al., 2015) or even contrary ways (Cordes et al.,
2020) to changes in the environment caused, for example, by climate change. Third, the
high temporal resolution of climate data has proven relevant for improving modeling results
(Radchuk et al., 2014), for instance, to capture the impact of extreme conditions (Ma et al.,
2015). The second and third factors are interrelated, as capturing the response of different
life stages to external conditions requires high-resolution data. Yet, to our knowledge, only
few studies so far use such highly resolved external drivers, especially in combination with
spatial gradients and distinguishing different life stages (Thompson et al., 2012; Green et al.,
2014; Bonnot, 2016; Schmidt & Zinkernagel, 2017).

Here, we present the High-resolution Large Environmental Gradient (HiLEG) model, a spa-
tially differentiated stage- and cohort-based simulation model that allows us to use daily
time steps, to mechanistically examine the interrelations between population dynamics and
external drivers, such as climate and land use. The HiLEG model is designed to be used

1The term locust was used in the original article, but assigned the target species to an incorrect group within the
family of Acrididae. In the other chapters of this work, the more general term grasshopper is used instead
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3.1 Introduction

for different terrestrial animal species by specifying a corresponding set of parameters and
external drivers along large environmental gradients.

We use climate data with a daily temporal resolution and a spatial resolution of 12× 12 km2

grid cells and that widely cover Northwest Germany. In each climate cell, a representative
patch of grassland is considered. Similar to a sensitivity analysis, the comparison of the
model results for different climate cells allows the exploration of the dependence of popu-
lation viability on climate change and land use as well as the interaction between the two
factors.

Experimental data on the impact of climate parameters such as temperature, precipitation
and soil moisture on population dynamics are usually scarce and uncertain, which is also the
case in the present study. The output of the model simulations is thus too uncertain to make
quantitative predictions on the future development or viability of a target species. However,
relative predictions and comparative analyses are usually robust to data uncertainty (Drech-
sler et al., 2003; McCarthy & Possingham, 2014), for example, if they address the influence of
an environmental factor on the ranking of habitats or land use measures with regard to their
suitability for a species. The present PVA is such a relative analysis.

As a first application, we parametrized the HiLEG model for the well-studied large marsh
grasshopper (LMG, Stethophyma grossum) in cultivated grasslands of Northwest Germany and
simulated its population dynamics for the years 2000-2079, given different climate change
scenarios and schedules for grassland mowing. The LMG prefers wet meadows and marshes
as habitats, while its life stages are affected differently by climate conditions and the timing
of grassland mowing: Warm temperatures accelerate hatching and larva development while
spring and autumn droughts degrade eggs located below ground. Mowing is highly lethal for
larvae and imagines because they can hardly escape the harvesters. The LMG is partly con-
sidered threatened in the federal states of Northwest Germany (Winkler, 2000) and therefore
of high relevance for local conservation agencies. While recent studies project this species
will benefit from elevated temperatures caused by climate change (Trautner & Hermann,
2008; Poniatowski et al., 2018a), they state that extended droughts and anthropogenic dis-
turbances such as mowing and grazing – depending on their timing – can still pose a threat
to its survival (Poniatowski et al., 2018a; Löffler et al., 2019).

Our model allows simulating the combined effects of different scenarios of climate change
and mowing schedules on LMG population dynamics. Therefore, it helps to evaluate possi-
ble conservation measures by assessing how the timing of grassland mowing can be altered
to adapt to climate-induced shifts in the LMG life cycle. To this end, the model considers
temporal changes and spatial heterogeneity in essential climate variables. In principle, our
model is also able to consider spatial heterogeneity in other factors, such as habitat size, food
competitors, predators and land use. However, the aim of the model is not to investigate real
land use patterns with spatially heterogeneous mowing dates or other heterogeneous features
in the study region. Rather, our model aims to solve the problem of coupling high-resolution
climate data into a demographic model and investigating how the dynamics of local LMG
populations are affected by the locally changing climate and selected mowing schedules.
Specifically, the following questions are addressed: (1) How do population density and vi-
ability shift regionally, given different climate change scenarios? (2) Which mowing schedule
has the least negative impact on the overall population density and viability in the study re-
gion? (3) Does the mowing impact severity depend on the spatial location (with its specific
climate)?
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3 High-resolution PVA along large environmental gradients

3.2 Material and Methods

Our case study involves four main components: the study region (Northwest Germany and
the surrounding areas), the target species (LMG), climate data (projections until 2080) and
land use (grassland mowing). These components are described in the following subsections.
Furthermore, the HiLEG model, which simulates the interplay between these components, is
introduced in Section 3.2.6.

3.2.1 Study Region

The study region is Northwest Germany and the surrounding areas (Figure 3.1), for which cli-
mate projections were available (Section 3.2.3). More precisely, those regions are the federal
states of Schleswig-Holstein, Lower Saxony, Hamburg and Bremen as well as surrounding ar-
eas of Germany, Denmark and the Netherlands. The spatial resolution of the grid cells areas
of 12× 12 km2 yields 968 terrestrial grid cells within the study region.

1

6

11

16

21

26

31

36

1 6 11 16 21 26 31 36
x - i n d e x

y
-i

n
d

e
x

Northwest
Germany

LS,
HB

SH,
HH

DE

NL

DK

Figure 3.1: Spatial representation of the study region and its subareas. Each terrestrial grid cell (shades of green
and yellow) has an area of 12 × 12 km2. Northwest Germany is highlighted by a thick black outline. Abbre-
viations: DE=Germany, DK=Denmark, HB=Bremen, HH=Hamburg, LS=Lower Saxony, NL=the Netherlands,
SH=Schleswig-Holstein. The blue areas show the North and Baltic Seas.

3.2.2 Target Species

The LMG (S. grossum) (Linné 1758) is a well-studied locust species that is widely distributed
in Central European grass- and wetlands (Heydenreich, 1999). Though the grasshopper itself
tolerates a wide range of temperatures and humidity, the high water demand of its eggs
restricts the LMG to wet habitats such as meadows and marshes (Ingrisch & Köhler, 1998;
Koschuh, 2004). During a year, it develops through three consecutive life stages (Figure
3.2), which often overlap to some degree within a population: (1) egg / embryo, typical
timing between July and June of the following year, below ground; (2) larval, May-October,
above ground; (3) imago, July-October, above ground; (Oschmann, 1969; Marshall & Haes,
1988; Köhler & Weipert, 1991; Kleukers et al., 1997; Malkus, 1997; Ingrisch & Köhler, 1998;
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3.2 Material and Methods

Heydenreich, 1999). Stage 1 goes through additional development phases that are included
in our model: The embryo development inside the egg is interrupted by a diapause to prevent
too early development under rather good conditions, and an extended cold period is needed
to break this diapause. Furthermore, for ideal development, the eggs need to be exposed to
contact water before and after winter (Ingrisch, 1983), i.e., they must be covered with water
or lie in moist soil.

Similar to other locusts, the LMG is regarded as an indicator for the quality of grassland
habitats (Báldi & Kisbenedek, 1997; Heydenreich, 1999; Keller et al., 2012; Keßler et al.,
2012). It is considered threatened in parts of the study region, e.g., according to the red lists
for Schleswig-Holstein (Winkler, 2000) and Germany (Blab et al., 1984; Maas et al., 2002).
To our knowledge, more recent lists are not available.

The climate conditions within the LMG’s habitat have different implications for population
development. Warm temperatures accelerate embryo hatching in spring (Wingerden et al.,
1991) and larval development during summer (Uvarov, 1977; Ingrisch & Köhler, 1998). A
sustained dry upper soil layer (depth of 2-10 cm) before and after winter causes drought
stress during egg / embryo development (Ingrisch, 1983). Considering both factors in terms
of climate change, there are two implications for the LMG. On the one hand, increasing
temperatures might be beneficial because the accelerated species development could lead to
larger population densities and therefore promote dispersal to new habitats (Trautner & Her-
mann, 2008; Poniatowski et al., 2018a). On the other hand, extended droughts could threaten
hygrophilous species like the LMG (Löffler et al., 2019), especially if they occur during spring
or autumn, by inhibiting egg and embryo development.
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Figure 3.2: Yearly life cycle of the LMG, including the influence of external drivers. Black life stage symbols
and circular arrows represent processes between and during life stages, where the life stage egg / embryo is
subdivided into three phases (broken arrow). The typical ranges of the life stage occurrences are indicated in gray.
The inner circle depicts months, where the color indicates seasonal changes in temperature. The influence of the
external drivers of temperature, soil moisture and mowing is shown by colored symbols and arrows. Mowing
impact is distinguished into high (aboveground) and low (belowground) mortality.

Mowing is particularly harmful during the aboveground phase, as larvae and imagines can
hardly escape the harvesters and are mostly killed (Malkus, 1997; Marzelli, 1997). Eggs
and embryos, however, are only mildly affected by the mechanical soil disturbances of har-
vesters. Therefore, extensive grassland mowing with 1-2 cuts during the belowground phase,
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3 High-resolution PVA along large environmental gradients

i.e., early or late in the year, is not considered problematic. It can even benefit the LMG by
maintaining the grasshopper’s favored microclimate in an open and heterogeneous vegeta-
tion structure (Malkus, 1997; Sonneck et al., 2008; Miller & Gardiner, 2018). To limit com-
plexity, other factors of grassland suitability, such as vegetation structure or food availability,
are not included in this study and are instead considered ideal for LMG development.

3.2.3 Climate Data

The climate data are taken from high-resolution scenario simulations generated by the re-
gional climate model COSMO-CLM2 (CCLM4-8-17) introduced by Keuler et al. (2016). For
our study, this regional model was driven at its lateral boundaries by simulation results of the
global model ICHEC3-EC-EARTH and three Representative Concentration Pathways (RCPs):
RCP2.6, RCP4.5 and RCP8.5. These pathways represent potential climate developments with
different global warming rates for the 21st century. The number indicates the equivalent of
additional radiative forcing in Wm−2 (van Vuuren et al., 2011) of the increasing greenhouse
gas concentrations by the year 2100. Hereafter, the climate change scenarios will be distin-
guished by action taken towards reducing CO2 emissions: full force (FF, RCP2.6), moderate
(MOD, RCP4.5) and business as usual (BAU, RCP8.5). The regional model provides time se-
ries of daily climate data values (mean or sum) that are spatially resolved to grid cells of
size 12 × 12 km2. Common in such regional models, these cells are located in a rotated pole
grid coordinate system. COSMO-CLM only provides a single climate projection per global
model, RCP and grid cell that would have limited HiLEG to deterministic time series within
a climate change scenario. To mitigate this limitation for the stochastic model processes (Sec-
tion 3.2.6), we resampled the climate time series per replicate run by randomly rearranging
the years without losing the long-term trend (see Appendix A.2 and Chapter 2, Section 2.5).
From the available data, we used time series for the years 1995-2080, with the regional model
providing simulated data from 2006 onwards. Only the data before 2006 are readings of ac-
tual meteorological values.

We considered three climate parameters relevant for the LMG population dynamics as im-
plemented in our model: surface temperature (ts) [°C], contact water (cw) [kg m−2] and relative
humidity-upper ground (rhug) [%]. Parameter ts is explicitly calculated by the climate model
described below and simply referred to as temperature hereafter. The parameters cw and rhug
are deduced from other provided time series (see Appendix A.1). They were established be-
cause a sufficient amount of contact water and humidity in the upper soil layer is relevant
for the LMG egg development, as described by Ingrisch (1983). Throughout the model, cw
and rhug are used in combination and are therefore referred to by the joint term humidity
hereafter.

Additionally, we introduced the parameter relative soil moisture content (rsmc) [%], hereafter
referred to as soil moisture. It is a representation of the parameter total soil moisture content
(mrso) [kg m−2] calculated by the climate model divided by its yearly maximum values. Soil
moisture and humidity are correlated parameters, as both depend on mrso (see Appendix A.1,
Equations A.2, A.7 and A.10). In our analysis, we mainly focus on soil moisture for reasons
of simplicity. It is closer to parameters considered by stakeholders (e.g., total soil moisture,
precipitation) than the more abstract parameter humidity (in terms of our model) and is thus
easier to comprehend. Together with the parameter temperature, projections of soil moisture

2Consortium for Small-scale Modeling in Climate Mode
3Irish Centre for High-End Computing
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for the years 2000-2080 are given in Figure 3.3. Their spatial distributions in the study region
are shown in Figure 3.5.

7

8

9

10

11

2000 2020 2040 2060 2080

BAU

MOD

FF

an
n.

m
ea

n
te

m
p.

[°
C]

75

80

85

2000 2020 2040 2060 2080

BAU
MOD
FF

an
n.

m
ea

n
so

il
m

oi
st

.[
%

]

BA

Figure 3.3: Projections of the annual mean values for the climate parameters temperature (A) and soil moisture (B)
for the years 2000-2080. Climate change scenarios FF, MOD and BAU are indicated by colors (and labels). The
thin lines show the actual means of the parameter values; the thick lines show the smoothed trends.

3.2.4 Land Use

Anthropogenic influence on the model species is represented by mechanical mowing as a
scheduled grassland use measure. It is executed uniformly over the whole study region once
per year at the beginning of the same calendar week (mowing day). Within our model, mow-
ing has a solely negative effect on the model species, but with different severities for the
below- and aboveground populations. Other indirect effects of mowing are not included in
the model (see Section 3.2.2).

3.2.5 Simulation Output

For each simulation scenario, we generated fifty replicate runs (using different random seeds)
to account for stochasticity (Section 3.2.6, Table 3.3). To assess and compare the suitability
of different regions for population viability under different scenarios, we focused on two
output values per grid cell: the mean population density (referred to as ’mean density’ here-
after) over the full simulation duration and all replicates and the mean population lifetime
(referred to as ’mean lifetime’ hereafter) over all replicates.

Note that the maximum duration of simulation runs limits the lifetime to 20 years in our
analysis. Values close to 20 years hint at population survival over the whole simulation du-
ration in most (or all) replicates, and, thus, hint at good conditions for longer persistence as
well.

3.2.6 Model Description

A full model description following the ODD (Overview, Design concepts, Details) protocol
(Grimm et al., 2006; Grimm et al., 2020) is provided in Chapter 2. Here, we provide a ’Sum-
mary ODD’ (Grimm et al., 2020), which includes the models’ overall rationale, an overview
of the entities and processes, and verbal descriptions of the key processes. In the following,
ODD keywords are in italics and capitals.
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3 High-resolution PVA along large environmental gradients

The HiLEG model is applied to the life cycle of the LMG, whose life stages are affected by
climate and land use. Climate conditions affect development and mortality, while land use
(mowing events) induces additional mortality, especially during the aboveground phase. By
its present parameterization, the model is nonspatial in the sense that the local LMG pop-
ulations do not interact with each other. Spatial heterogeneity in land use and biotic vari-
ables such as habitat size are ignored. However, the essential climate variables are spatially
differentiated to apply the model to spatial gradients in climate change scenarios, covering
Northwest Germany and the surrounding regions (Figure 3.1). The PURPOSE of the model
is to answer the following questions: (1) How do the population density and lifetime shift re-
gionally, given different climate change scenarios? (2) Which mowing schedule has the least
negative impact on the overall population density and viability in the study region? (3) Does
the mowing impact severity depend on the spatial location (with its specific climate)?

The empirical PATTERNS used to ensure that the model is sufficiently realistic for its purpose
are the observed features of the life cycle and their sensitivity to environmental conditions,
which were taken from the literature. These patterns were used for the model’s design. The
model output in terms of the population structures, densities and persistence were not com-
pared to other data, as such data are sparse. Therefore, all model predictions are relative, not
absolute. The model was implemented in C++. The source code of the model implementa-
tion, the executable program and the input files used for the simulations runs are available
via a GitLab repository4.

The model has the following ENTITIES: Grid Cells (defining environmental conditions), and
Population per Grid Cell comprised of Life Stages, which are comprised of age-distinguished
Cohorts. Flows are auxiliary entities that manage the density transfer between Life Stages or
their loss through mortality. Table 3.1 provides an overview of the model’s entities and their
STATE VARIABLES. The LMG develops through three main Life Stages during a year (Section
3.2.2). Following Ingrisch (1983) and Wingerden et al., 1991 , we divided the egg / embryo
stage into prediapause, diapause and postdiapause development (called ’embryo’ hereafter)
to account for the clutch’s different susceptibility to climate conditions in autumn, winter
and spring.

This subdivision yields five Life Stages: (1) prediapause, (2) diapause, (3) embryo, (4) larva,
and (5) imago. Stages 1 to 3 occur below ground, and stages 4 and 5 occur above ground.
Furthermore, stages 2 and 4 can have multiple Cohorts to account for survival over several
years in case of conditions during winter that are unsuitable for development and to account
for different temperature-driven development speeds depending on the hatching date.

The transition between different Life Stages is complex because the development and / or mor-
tality of Cohorts and Life Stages depends on their previous state and is influenced by climate
conditions (temperature, humidity). Flows are therefore used to collect all the contributions of
all the Cohorts of a certain Life Stage that completed development and therefore ’flow’ to the
next Life Stage. In the case of mortality, a Flow determines the amount of density lost by a Life
Stage and its Cohorts.

The model uses daily time steps. Here, SCALE also reflects the sampling of the climate data.
However, the single mowing event per year is considered on a weekly basis (the first day of
a calendar week). To account for this weekly frequency, a year has 364 days by definition,
resulting in exactly 52 full calendar weeks. Simulations were run for 20 years (7280 time
steps) or stopped earlier for a local Population in the case of extinction.

4HiLEG GitLab repository: https://git.ufz.de/leins/hileg
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3 High-resolution PVA along large environmental gradients

Table 3.2: List of variables used to initialize a simulation run. The first column is the variable name used in the
text. The second column is the variable symbol when used in the model equations. The third column is the initial
value(s) / value options used for the simulation runs. The fourth column is a brief description of the variable.
The parameters below the double line can vary in principle but are constants in the presented work.

Variable Name Symbol Value(s) Description

starting date tinit 1st Jan. 2000,
2020, 2040, 2060

The date of initial time steps translated to climate
data index

mowing day tmow none or
day 134, 141, . . . , 274

The timing of mowing per year

climate change
scenario

CCS FF, MOD or BAU Representative Concentration Pathways of CO2
model

duration t∆ 7,280 days Runtime in days
habitat area Ahab 250× 250 m2 Area of grassland plot inside a Grid Cell

initial density densinit
{0,1000,0,0,0}

Ahab
The initial Population density per Life Stage in indi-
viduals m−2

carrying capacity capabove 25 individuals m−2 Maximum aboveground density per square meter

FF=full force, MOD=moderate, BAU, business as usual, above=aboveground, cap=capacity, dens=density, hab=habitat,
init=initial, mow=mowing, scen=scenario, t=time step

The study region comprises 1296 (36×36) Grid Cells, each having an area of 144 km2 (12 km×
12 km), which corresponds to the resolution of the climate input data (Figure 3.1). In total,
968 Grid Cells are terrestrial and therefore belong to the model domain. Within a Grid Cell, a
single habitat is considered, which represents a virtual grassland plot with a size of 6.25 ha
(250 m×250 m). Grid Cells and hence habitats are not connected; i.e., there is no exchange of
individuals: if populations become extinct, there is no recolonization.

The model is INITIALIZED with a starting date, simulated duration, mowing day and cli-
mate change scenario (Table 3.2). Additionally, each Population receives an initial density per
Life Stage (i.e., 1000 eggs in the diapause stage, zero density for the other Life Stages). The
carrying capacity [individuals m−2] for the aboveground population (i.e., the larva and imago
Life Stages only) is assumed to be identical for all the Grid Cells to reduce the number of con-
founding factors in the model analysis. We used the four 20-year time intervals 2000-2019
(abbreviated to 2000-19 hereafter), 2020-39, 2040-59 and 2060-79 to track changes for past
and future climate conditions. Time series of climate data per Grid Cell are used as INPUT
DATA, which drives the model’s dynamics.

Table 3.3 provides an overview of the model’s PROCESSES. Each Life Stage has its own set of
processes. The basic rationale of the model is to assume a daily base rate for all processes,
which represents benign or observed average environmental conditions. This base rate is then
modified (’influenced’) by environmental drivers. Our model includes predefined functions
or equations – called Influences – that may be applied under certain environmental condi-
tions. The equations used to represent the Influences and their parameterization as applied
to the target species are listed in Chapter 2, Tables 2.6 and 2.7. Generally, each Influence
provides a factor that can mediate the effect of environmental conditions on the variables
dynamic flow rate and development progress of a Flow or Cohort, respectively.

In each time step and for every Grid Cell, four main blocks of PROCESSES are SCHEDULED:
’Update environmental drivers’, ’Flow update’, ’Life Stage update’, and ’Cohort update’. The
first three blocks are scheduled one after the other, while ’Cohort update’ is executed as
a submodel of ’Life Stage update’. During ’Flow update’, the Flow’s state variables (Table
3.1), total flow amount, current flow amount and dynamic flow rate are calculated from the
contributions of Cohorts’ state variables, including the effects of environmental influences.
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3.2 Material and Methods
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3 High-resolution PVA along large environmental gradients

The submodel ’Life Stage update’ then calculates a Life Stage’s gain from the incoming transfer
Flow of its preceding Life Stage and its density from the density of its subordinate Cohorts: gain
is used to determine whether to create a new Cohort from it or add it to an existing Cohort;
densities of the subordinate Cohorts are determined by the submodel ’Cohort update’ before
they are added to the Life Stage’s density. Furthermore, Cohorts that exceed the maximum age
before progressing to the next Life Stage or whose density falls below a certain minimum are
removed. During ’Cohort update’, a Cohort’s density is changed by adding the potential gain
determined by the ’Life Stage update’ submodel and subtracting loss through mortality or the
outgoing transfer Flow. Additionally, some Cohorts develop only if environmental conditions
are suitable, so their development progress is updated accordingly. Figure 3.4 provides an
overview of the model’s entities, the processes, and their interactions via Flows and Influences.
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Figure 3.4: Overview of the model entities (boxes), their relations (black lines and arrows), and the order and
drivers of the update process (green) for a single grid cell during one time step. The entities are Grid Cell, Popula-
tion, Life Stage, Cohort and Flow (an auxiliary entity that uses state variables of the previous time step to manage
the density transfer between Life Stages and loss through mortality). Influences define the impact of environmen-
tal conditions on model processes. The white subplot shows entities and their relations as applied to the LMG
life cycle. The gray dashed rectangle within the subplot highlights entities used to explain the update process
(main plot). The scheduling of the processes is as follows: (1) Update the environmental conditions. (2) Update
the flow rates and amounts depending on the climate conditions and mowing while considering the development
processes of the associated Cohorts. (3) Calculate the gain of the Life Stage depending on the input flow amount.
(4) Update the development progress of the existing Cohorts depending on the climate conditions. (5) Create a
new Cohort, and update the density of existing Cohorts and / or delete Cohorts that are of too low density or over-
aged depending on the Life Stage’s gain and output flow amount. (6) Calculate the Life Stage density by summing
its Cohorts’ densities. (7) Calculate the Population density by summing its Life Stages’ densities. Symbols: Entities
(squares), Influences (diamonds), Processes (circles, text corresponds to modified state variables), Drivers (green
arrows, text corresponds to state variable used in target Process), optional Cohorts (dotted squares and lines). Ab-
breviations in the LMG life cycle: C=Cohort, D=diapause, E=embryo, F=Flow, G=Grid Cell, I=imago, L=larva,
Po=Population, Pr=prediapause.
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3.3 Results

The results presented here are subdivided into three Sections: (1) patterns and trends found
in the climate data that are relevant to the LMG (Section 3.3.1); (2) analysis of the HiLEG
model output stemming from simulations with climate as only external driver (Section 3.3.2);
and (3) analysis of the simulation runs with mowing as an additional anthropogenic impact
on the LMG (Section 3.3.3). Since the results are complex, as they cover large environmental
gradients and detailed effects of environmental drivers on the study species, in the following,
the main results are also directly discussed in terms of the underlying mechanism. Note that
the model output occasionally reaches densities close to the population’s carrying capacity,
which in reality is rarely the case on a large scale. Within the idealized conditions (Section
3.2.2) of our model realization, however, this behavior is expected and can be considered
unproblematic for the analysis, because we were focusing on the relative impacts of climate
change and land use on population development rather than those of density dependence.

3.3.1 Patterns and Trends in Climate Data

The different climate projections showed spatial patterns and temporal trends for the years
2000 to 2079 in terms of temperature and soil moisture. Note that for reasons of consistency,
even the past time period 2000-19 consists mostly of simulated data (see Section 3.2.3). The
coarse spatial patterns for all the climate change scenarios, averaged over 20-year periods,
show that temperature increased slightly from north to south, except for two colder mountain
regions in the south (Figure 3.5, marks 1-2). Over time, the temperature generally increased
similarly in the study region. Overall, the increase was stronger for more severe scenarios
with three exceptions. First, during the simulation period 2000-19, temperatures were more
or less identical between the scenarios. Second, for the period 2020-39, the temperature
increase was slightly higher for scenario MOD than for BAU. Third, during the late periods
2040-59 and 2060-79, temperature remained almost constant for scenario FF.

For soil moisture, the patterns were more complex than those of temperature. There were four
regions of distinctively low soil moisture (Figure 3.5, marks 3-6) because these regions have a
soil type that seems to favor drought (K. Keuler, pers. comm., cf. Keuler et al., 2016). During
the first period (2000-19), the MOD and BAU scenarios clearly showed lower soil moisture
than the FF scenario in almost all the cells and an additional dry region in the southeast
(Figure 3.5, mark 6). Over time, however, many of those cells improved for the severe BAU
scenario while degrading for the FF scenario. Nonetheless, the soil moisture for the BAU
scenario was barely higher than that for the intermediate MOD scenario (Figure 3.3).

Overall, the spatial patterns in the soil moisture showed the following temporal trends: The
northwestern dry region expanded over time (Figure 3.5, mark 4); some small dry regions
appeared in the center of the study region; the moisture of the mountain regions increased
less than that of their surroundings; the edges around the central eastern dry region became
wetter; and there was a spatial gradient of soil moisture increase in the southeast and decrease
in the northwest.

On a monthly basis, the climate parameters generally followed the trends in the yearly aver-
ages (cf. Figure 3.3, data not shown). For all the climate change scenarios and time periods,
the temperature usually reached its minimum around January and its maximum around July
with gradual changes between these months. The soil moisture was lowest in September and
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Figure 3.5: Spatial representation of the mean daily climate values temperature (LEFT) and soil moisture (RIGHT)
for the years 2000-2079 in Northwest Germany. Within each plot, the absolute values for the simulation period
2000-19 per climate change scenario are in the first column; differences from the period 2000-19 are in the second
(2020-39), third (2040-59) and fourth (2060-79) columns. The FF scenario is in the TOP row; the MOD scenario
is in the MIDDLE row; the BAU scenario is in the BOTTOM row. Numbers mark colder mountain areas (1 and 2)
and main dry regions (3-6).

gradually increased to its maximum in March before constantly decreasing again. An im-
portant exception from this general pattern appeared in the BAU scenario during the period
2060-79 (Figure 3.6): the monthly soil moisture values deviated from the yearly trend such
that June to October were especially dry, while November to May were wetter than usual.
This finding indicates a severe and possibly extended dry season that could not be detected
by examining only the yearly mean values.
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Figure 3.6: Projections (smoothed trends) of the mean soil moisture for the years 2000-2080 for the BAU climate
change scenario distinguished by month and year (with labels).

3.3.2 Climate Change Impact on LMG

The results of the HiLEG model confirm that without direct anthropogenic influence, the
LMG mostly benefits from climate change in Northwest Germany. Within each climate
change scenario, there was a clear upward trend from 2000 to 2059 for both the mean den-
sity and lifetime (Figure 3.7). For the last simulation period (2060-79), there was a saturation
yielding results similar to that of 2040-59.

Comparing the climate change scenarios within the same simulation periods, the mean re-
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Figure 3.7: Population mean density [individuals m−2] (A) and lifetime [years] (B) per grid cell for the study
region distinguished between climate change scenarios FF, MOD and BAU (colored labels) and simulation periods
(from left to right: 2000-19, 2020-39, 2040-59, and 2060-79). Asterisks mark the overall mean values.

sults were quite similar except for differences between the FF scenario and the other two
scenarios in the period 2060-79 (Figure 3.7). The scenarios led to similar spatial patterns in
the mean density and lifetime within the same time period but also created certain subtle
differences (Figure 3.8).
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Figure 3.8: Log scaled mean density [individuals m−2] (LEFT) and lifetime [years] (RIGHT). Within each plot the
FF, MOD, BAU climate change scenarios are shown in the TOP, MIDDLE, and BOTTOM rows, respectively, and
the simulation periods from left to right are 2000-19, 2020-39, 2040-59, and 2060-79.

First, the population conditions improved over time in initially unsuitable areas such as cold
mountain regions and dry regions (cf. Figure 3.5, marks 1-5). An exception was 2060-79
when compared to the previous simulation period 2040-59. Here, the FF climate change
scenario had negative effects on the mean densities and lifetimes in most of the cells. The
MOD scenario showed almost no changes compared to the previous time period. The BAU
scenario yielded improvements outside the dry regions but had negative effects within these
dry regions.

Comparing these spatially resolved model results to the climate data showed that they reflect
the temperature patterns: high temperatures support population development, while colder
regions notably reduce the mean density and lifetime (Figure 3.5, marks 1-2). Recurrent sig-
nificantly colder years (Figure 3.3A, 2060-79, FF minima) can inhibit the positive long-term
effect of warm temperatures (Figure 3.8, 2060-79, FF). The soil moisture patterns, however,
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3 High-resolution PVA along large environmental gradients

are less perceptible: Though population development was clearly hindered in the main dry
regions (Figure 3.5, marks 3-5) during the simulation period 2000-19, the mean lifetime in-
creased significantly starting in 2020. The mean density in these regions, however, remained
limited compared to those in the surrounding areas. Another pattern connected to soil mois-
ture is the strong negative effect of an extended dry season (Figure 3.6) on populations in
most dry regions during the period 2060-79 for the BAU scenario (Figure 3.8, green areas in
the bottom-right subplots).

The peaks in the mountain regions remained mostly uninhabitable for the LMG throughout
all the simulations, as these areas stayed relatively cold (Figure 3.5, marks 1-2). In these
regions, the population declined almost constantly and went extinct after a few years. This
phenomenon is due to the impact of the overall lower temperatures on the LMG’s develop-
ment and mortality: First, it slowed down the development of the embryos and larval cohorts;
second, the temperature threshold of increased larva and imago mortality occurred earlier in
the year; third, the decelerated development additionally shifted larva and imago occurrence
to a later, hence even colder, season of the year. Departing from the mountain peaks, the con-
ditions for the LMG gradually improved, allowing a longer lifetime at first and increasing the
population density thereafter. The time lag in population development between the warm
and cold cells shown in Figure 3.11B (mark a) illustrates such a temperature-induced shift in
the life cycle.

Low soil moisture had a negative impact on the LMG if the dry season had already started
in late spring or lasted until autumn. In these cases, either the embryos (spring) or the pre-
diapause eggs (autumn) experienced drought stress. Within the study region, extinction by
drought was mainly caused by the latter, i.e., if a cell still had dry soil after oviposition (Fig-
ure 3.11B, mark b). Increased embryo mortality through drought stress in spring usually did
not lead to extinction but minimized the mean density.

The reoccurrence of conditions unfavorable to the LMG in the period 2060-79 for the BAU
climate change scenario was due to climate projections for this scenario. Though the no-
tably higher temperatures led to favorable conditions in large parts of the study region, a
strongly extended dry season in the central areas had considerable negative effects on the
mean densities and lifetimes (Figure 3.8, green areas in the bottom-right subplots). As a re-
sult, the overall mean density and lifetime increased, while their larger variations (Figure 3.7)
reflected the low values in the dry areas.

3.3.3 Impact of Grassland Mowing in Addition to Climate Change

The extent of the negative influence of grassland mowing on the LMG life cycle was highly
dependent on the calendar week in which it occurred (Figure 3.9). While mowing during
spring and late autumn barely affected the mean lifetime, it severely reduced the mean den-
sity if it occurred in summer and early autumn. This result was independent of the climate
change scenario and simulation period. However, due to the positive effect of higher temper-
atures in future scenarios, the time windows of negative impact both shifted and shortened:
Late mowing (after week 33) became less detrimental, while early mowing (before week 26)
had only a slightly more negative effect (Figure 3.9, MOD and BAU scenarios).

The spatial distribution of the mowing-dependent mean lifetime revealed regional differ-
ences between the effects of mowing timing (Figure 3.10). In particular, the periods of neg-
ative mowing impact did not apply to all regions in the same way. Figure 3.10 illustrates
these differences using simulation period 2060-79 of the BAU climate change scenario as an
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Figure 3.9: Population mean lifetimes averaged over the whole study region (y-axis) depending on the calendar
week of grassland mowing (x-axis) for climate change scenarios FF (LEFT), MOD (MIDDLE), BAU (RIGHT) and
the simulation periods (different line types, with labels). Mowing events (black dots) occurred on the first day of
the same calendar week in each simulation year.

example. Apart from an overall negative effect of mowing on the LMG populations (compare
Figure 3.10B-C to Figure 3.10A), conditions for the LMG gradually degraded from north to
south when mowing occurred early (Figure 3.10B). Moreover, within the southern moun-
tain regions, the conditions remained relatively stable despite early mowing and stood out
compared to their surroundings (Figure 3.10B). However, both patterns were inverted when
mowing occurred late (Figure 3.10C). In this case, conditions gradually improved from north
to south and were rather unsuitable within the mountain regions. Finally, as a side effect,
the negative influence of mowing was generally stronger in the dry regions than in the wet
regions, especially for late mowing (Figure 3.10C).

Note that mowing in week 23 fell into the short period of slightly more negative impact
under future climate conditions than under current climate conditions (Figure 3.9, BAU sce-
nario). Hence, the respective spatial pattern contained many cells of short mean lifetimes
(dark green, Figure 3.10B). Nevertheless, the LMG remained rather unaffected by this sce-
nario in the upper north and southern mountain regions. Qualitatively similar patterns were
found for mowing weeks 22-26 in all three climate change scenarios and all simulation peri-
ods (see Appendix A.3).

0 5 10 15 20 mean lifetime [years] BAU, 2060-79

dry
cold

wet & warm

A B C
23 34

no mowing mowing in calendar week ...

Figure 3.10: Spatial distributions of the mean lifetimes for the BAU climate change scenario and simulation
period 2060-79; without mowing (A) and with mowing in calendar weeks 23 (B) or 34 (C). Thick black squares
mark selected dry, wet & warm and cold cells.

The development of the mean density inside single grid cells showed that the described pat-
terns are mainly determined by three relevant climate categories within the study region:
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3 High-resolution PVA along large environmental gradients

wet and warm (mostly southern cells outside the dry and mountain regions); cold (mostly
northern grid cells and especially mountain regions, Figure 3.5, marks 1-2); and dry (Fig-
ure 3.5, marks 3-5). We selected a representative grid cell for each of the climate categories
(highlighted in Figure 3.10) to illustrate the characteristic population development (Figure
3.11).

The resulting population development patterns confirm that without mowing, the popu-
lation eventually reached high densities in all three cell categories (Figure 3.11A-B). The
highest values occurred under wet and warm conditions (the maximum density is already
achieved in 2070), followed by cold and dry conditions. Early mowing in week 23 favored
populations in cold regions but worsened the situation in dry regions; this worsening was
even more prominent in wet and warm regions (Figure 3.11C). Late mowing in week 34 hin-
dered population development only slightly under wet and warm conditions but hindered it
more severely in dry regions (Figure 3.11D). Under cold conditions, late mowing had a grave
impact and often caused premature extinction (Figure 3.11A).
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Figure 3.11: Trend in the mean population density (y-axis, logarithmic scale) inside three climatically different
grid cells (wet & warm, red lines; cold, blue lines; dry, brown lines) without mowing (B, see also the line labels
in A), with mowing in week 23 (C) and with mowing in week 34 (D) for the BAU climate change scenario and
simulation period 2060-79. Plot A shows the smoothed trend for the whole simulation period (2060-79), and
plots B-D show the detailed developments in 2067. Purple vertical lines mark the mowing weeks in C and D.
Black lowercase letters (a-h) highlight the following selected events: a) shifts in the development speed, b) period
of drought stress in dry cells, c) minor effect of early mowing in cold cells, d) medium effect of early mowing in
dry cells, e) major effect of early mowing in wet & warm cells, f) minor effect of late mowing in wet & warm cells,
g) medium effect of late mowing concurring with drought stress in dry cells, and h) major effect of late mowing
in cold cells. Roman numbers in plot B indicate life stage occurrence on the basis of the development without
mowing in the wet & warm cells: i) diapause, ii) embryo, iii) larva, iv) imago, v) prediapause. In plot A, the
carrying capacity (25 individuals m−2) is exceeded because it does not apply to the belowground population.

The main driver for the different impacts of mowing was temperature. It shifted the hatching
date and altered the duration of the larval life stage. For instance, a development delay of
three weeks occurred in cold cells compared to wet and warm cells (Figure 3.11B, mark a).
This was advantageous in the case of early mowing in week 23 because – due to the delay
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– the population was still in the belowground phase and was thus less affected by mowing
(low mortality, Figure 3.11C, mark c). Fast developing populations in warm cells, however,
were strongly affected (Figure 3.11C, mark e) because many eggs had already hatched. Thus,
most of the aboveground larval population was killed by mowing. In dry cells, the slightly
slower population development led to a moderate loss of larvae, which prevented substantial
growth (Figure 3.11C, mark d). These different effects of early mowing in the different cell
types explain the spatial pattern in the long mean lifetimes in cold (mountain) regions and
shorter lifetimes in wet and warm cells and in dry cells (Figure 3.10B).

In contrast, when mowing occurred later in the year, fast population development proved
beneficial. In wet and warm cells, oviposition had mostly already taken place, and mowing
had only a minor effect on the belowground clutch (Figure 3.11D, mark f). However, slowly
developing populations in cold regions were hit in the middle of the aboveground phase and a
large number of larvae and imagines were lost (Figure 3.11C, mark h). As a consequence, the
small number of eggs placed in the ground resulted in a constant population reduction from
year to year (Figure 3.11A). In dry regions, populations were affected by late mowing in week
34 (Figure 3.11D, mark g), which concurred during the drought period. Thus, late mowing
in dry cells allowed population survival but prevented further growth (Figure 3.11A).

Notably, the gradients of the mean lifetime from north to south and the differences between
the mountain regions and other regions Figure 3.10B-C) did not occur without mowing (Fig-
ure 3.10A). This finding indicates that the regionally different, temperature-induced shifts in
life stage development do not necessarily have considerable long-term effects on populations
without mowing. However, in combination with specific mowing schedules, minor tempo-
ral shifts can have major effects on the populations’ susceptibility to mowing and, thus, on
long-term population development.

3.4 Discussion

The simulation results of the presented HiLEG model provide the following answers to our
research questions: (1) outside of dry regions, climate change increases LMG population vi-
ability and promotes the species’ spatial expansion; (2) grassland mowing is mostly unprob-
lematic during autumn and winter, but highly detrimental in late spring and summer; and
(3) regionally different climate conditions affect the mowing impact and should therefore be
addressed by adaptive mowing schedules. These findings are discussed in more detail below.

There is basically no regional shift in the LMG distribution but an expansion in the suitable
regions in Northwest Germany. The overall increasing temperatures create new potential
habitats in regions that are otherwise too cold (mountainous) or too dry. This is caused either
by the direct positive influence of warmth or indirectly by accelerating the LMG’s develop-
ment such that it suffers from drought stress less often. In fact, we found that more drastic
climate change facilitates the survival and growth of the LMG even more strongly in future
scenarios. The positive effects of increasing temperatures on the grasshopper’s abundance
and distribution visible in our results are in line with the results of Poniatowski et al. (2018a)
and Trautner & Hermann (2008). However, extended dry seasons, as projected for the pe-
riod 2060-79 in the BAU climate change scenario (Figure 3.6), could inhibit this beneficial
effect by causing drought stress for the LMG clutch. Regions affected by low soil moisture
in this way (Figure 3.5, marks 3-5) could become less habitable for the LMG, while nearby
wetter regions still benefit from the temperature increase Figures 3.7 and 3.8, BAU, 2060-79).
It is the duration of the dry season that makes soil moisture a crucial factor for the survival
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of the LMG. Although our results show that dry regions do not necessarily cause drought
stress within the study region, it is likely that such a problematic extension of dry seasons
will become more common in the future, especially in regions that are generally drier than
Northwest Germany. Hence, at a larger scale, droughts are likely to affect the species’ survival
and lead to a distribution shift from dryer to wetter regions, if migration is not hindered.

Anthropogenic disturbance through land use was more critical to the viability of the species
than expected climate change. The effects of grassland mowing were particularly severe when
they occurred during the aboveground phase of the LMG life cycle. Currently, it is com-
mon in extensively used grasslands that the mowing season starts before the aboveground
phase is reached. For instance, Gerling et al. (2022)5 show for the federal state of Schleswig-
Holstein, a subarea of our study region, that early mowing yields the highest benefit for a
farmer. Later mowing, however, has a strong impact on the LMG’s development if it occurs
during the aboveground phase of the population. Even when considering that imagines can
partly escape harvesters (Malkus, 1997) and thus apply lower mowing-induced mortality
rates (Marzelli, 1997; Kiel, 1999), the negative effect does not change qualitatively (i.e., when
we reduced the imago mortality to 0.5 instead of 0.95 per day, data not shown). Although
negative impacts decrease when mowing late, two counterarguments need to be considered:
late mowing (after summer) is rather unprofitable for the farmer and hence may not be a
feasible land use measure; and the future shift of problematic mowing to a shorter period of
time in summer (Figure 3.9) might go along with a similar shift of vegetation growth, thus
further reducing the economic profitability of late mowing.

Our simulations with the combined impact of climate change and grassland mowing revealed
regional differences that need consideration when choosing a mowing schedule. The date of
mowing mainly determines in which parts of the study region the impact on the species is
high and where it is low. Mowing dates that are unproblematic in one region can have a highly
lethal effect in another region. In most of those cases, if a population is affected by early
mowing in a highly negative manner, its development is hardly influenced in simulations
with late mowing. In contrast, in other regions, the population is highly disturbed by late
mowing but remains mostly unaffected if mowing occurs early in the year. Altogether, the
regional impact of the mowing schedule can be subdivided into five phases: (1) in early
spring, the populations are largely unaffected in all regions; (2) between late spring and early
summer, they are severely affected only in warm regions; (3) during summer, all populations
are highly affected, barely allowing survival (Figure 3.9); (4) between late summer and early
autumn, they are severely affected in cold regions; and (5) in autumn, populations in all
regions are affected equally. The duration and beginning of each phase slightly differ between
the climate change scenarios and simulation periods, but overall, they show the same pattern
(see Appendix A.3).

Obviously, temperature is the key factor affecting population dynamics. The LMG prefers
a warm climate and hardly survives in cold (mountain) areas. That is why the simulated
lifetimes are longer and population densities are higher in the more severe climate change
scenarios – as long as there are no extended drought events. However, lower, not too low,
temperatures can be advantageous for the LMG if early mowing is applied. As shown in Fig-
ure 3.11B, population development is slower in such regions, meaning that the aboveground
phase, which is highly susceptible to mowing, occurs later and lasts longer. Compared to
warmer regions, this finding explains the low impact during late spring and early summer

5Study was still in preparation when the original article was published. The reference has been updated here as
the study has now been published
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(phase 2 of the phases described above) and the high negative impact during late summer
and early spring (phase 4, see the examples in Figure 3.10B-C and Figure 3.11C-D)

Based on our results, we can develop some possible management strategies for a species such
as the LMG to increase population viability depending on the expected climate conditions in
certain regions. Our results suggest that adaptive grassland management that takes into ac-
count the local climate conditions with respect to the LMG’s life cycle would be the method of
choice. In practice, however, it may prove unrealistic to implement such micromanagement.
Therefore, we discuss some more generic management strategies in the following.

According to our findings, looking exclusively at climate change, the LMG mostly benefits
from the projected temperature increase. Thus, the crucial parameter to consider for man-
agement strategies in such a scenario is soil moisture. In regions projected to experience
longer dry periods, particularly if they extend into autumn, one could focus on installing,
maintaining or expanding measures that keep grasslands from drying up (Miller & Gardiner,
2018), especially if those grasslands are close to streams or other fresh water bodies. Alterna-
tively, one could consider implementing migration corridors and stepping stone biotopes to
facilitate dispersal to wetter regions (Kimura & Weiss, 1964; Schumacher & Mathey, 1998).
Apart from that, it is important to keep in mind that one or two carefully timed grassland
cuts per year can also be considerably beneficial for the development of the LMG (Malkus,
1997). These cuts help maintain a favorable vegetation structure (Sonneck et al., 2008) and
can facilitate hatching by allowing more sunlight – and, therefore, warmth – to the upper
ground (Miller & Gardiner, 2018).

There are further adaptive management strategies that may allow LMG survival in cultivated
grasslands. Our simulations demonstrated that intensive land use with mowing during sum-
mer, i.e., the LMG’s aboveground phase, can be lethal for a population (Figure 3.9). If the
grassland cuts, though, are scheduled either right at the beginning or the end of the above-
ground phase (Wingerden et al., 1992) or only every other year, populations can survive
the cuts, though likely with low abundance. Figure 3.11A supports the latter suggestion by
showing that populations do not immediately become extinct when exposed to a disadvanta-
geous mowing schedule. Another possibility could be to apply different mowing schedules in
neighboring grassland plots. In that way – given that individuals may migrate from one plot
to another – they might find refuge until vegetation regrows (Malkus, 1997). Although those
small-sized plot relations cannot be represented on the current scale of the HiLEG model,
the spatial gradient covered by our model (Figure 3.10B-C) gives an idea of the options and
necessary regional adjustments. It can make a large difference to have an offset of one or two
weeks between mowing in grid cells not too far apart from each other.

In addition to adaptive scheduling, changing either the technique, e.g., inside-out-mowing
(Malkus, 1997), or the mown area, e.g., by leaving uncut grass strips (Kiel, 1999; Humbert
et al., 2009), could help reduce the fatalities in case the cut cannot be delayed. Uncut grass
strips might even facilitate the subsequent development of the LMG because larval instars
can make use of vegetation with diverse height profiles (Krause, 1996).

From a methodical point of view, our results highlight that a model’s resolution can play a
key role in supporting management strategies for a target species. The daily time step al-
lowed us to capture short but distinct weather events and small seasonal shifts in the climate
that would have gone unnoticed in monthly or yearly mean values. However, in our simula-
tions, these daily dynamics had a significant impact on both short- and long-term population
development. Similarly, the different impacts of environmental conditions (climate and land
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use) on the populations’ different life stages could not have been discovered without explic-
itly considering the LMG life cycle and each life stage’s specific characteristics. The spatial
resolution of our model (12× 12 km2 cell−1) is quite high compared to that of global climate
models6. This high resolution allowed us to take into account spatial differences and gradi-
ents in neighboring regions, especially with regard to the suitability of mowing schedules.
Szewczyk et al. (2019) state that process-based regional-scale models, such as the HiLEG
model, could be further downscaled to predict species distribution at a more local or habitat
level. An even higher spatial resolution could allow the consideration of additional hetero-
geneity in the microclimate and grassland composition of potential relevance to species such
as the LMG. LMG imagines tend to choose moist locations with patchy vegetation for ovipo-
sition (Krause, 1996; Malkus, 1997). Such locations prevent drought stress (Ingrisch, 1983)
and promote egg development speed, as they are sunlit (Wingerden et al., 1992). Larvae
initially prefer a patchy, low- to medium-height vegetation structure (Malkus, 1997). Older
instars and imagines retreat to high, dense vegetation for protection (Wingerden et al., 1992).

In this work, we intentionally consider spatial heterogeneity with regard to only the climate
parameters but assume that most of the other characteristics (mowing schedule, carrying
capacity, habitat size, base demographic rates) are spatially homogeneous. We make this
assumption because the purpose of our analysis is to determine the impact of (spatially het-
erogeneous) climate change and its interaction with land use. The analysis would have been
confounded by other sources of spatial heterogeneity. To deduce specific species conserva-
tion plans, it would be desirable and possible to include the spatial heterogeneity of the
other mentioned factors as well. Another extension of the model could be to include disper-
sal between different grassland patches, which would allow for the migration of individuals
from less suitable grassland patches to more suitable ones. Additionally, dispersal between
metapopulations (Levins, 1969; Hanski, 1999) could partially provide refuge from the neg-
ative effects of grassland use through recolonization from other grassland patches (Brown
& Kodric-Brown, 1977). However, Bönsel & Sonneck (2011) emphasize that metapopulation
dynamics cannot be assumed for low-dispersal species such as the LMG in highly fragmented
landscapes. Hence, such rescue effects will just be relevant on small spatial scales and in re-
gions with appropriate habitat connectivity. Large-scale shifts in the spatial distribution of
the species will occur only on long time scales.

3.5 Conclusion

We introduced the HiLEG model for the PVA of terrestrial animal species that develop
through several life stages and whose development is affected by changing climate condi-
tions and anthropogenic disturbances. The model helps identify potentially suitable regions
for the species in a prospectively changing and disturbed environment. Our model can be
adapted to the life cycles of different target species by setting the appropriate demographic
population parameters, spatially explicit climate data and information about the timing of
disturbances. In that way, it can be used as a tool for stakeholders and decision makers in
conservation biology for finding strategies to conserve endangered species.

We applied our model to the LMG in Northwest Germany. The analysis showed that the LMG
can broadly benefit from climate change, although with some regional variability. More im-
portantly, however, the benefits were often not maintained in combination with land use.

6cf. grid resolution of global climate models: portal.enes.org/data/enes-model-data/cmip5/resolution
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3.5 Conclusion

In particular, the timing of grassland mowing turned out to be a crucial factor for popu-
lation survival. Furthermore, its effect on the species strongly depended on the spatially
heterogeneous climate conditions. Our consideration of the different population life stages
and the daily resolution of the climate variables was critical for detecting unexpected, strong
long-term effects on the LMG’s population viability. This observation became even more
prominent as the effects differed spatially.

To protect the LMG in cultivated grasslands, we suggest applying adaptive management
strategies. Such strategies should consider the regional differences that mainly result from
the temperature-driven development speed of LMG populations. They should be updated on
a regular basis (depending on the climate change severity) to keep track of possibly changing
conditions. Regions projected to experience longer and more severe dry seasons should either
supply sufficiently large refugia to maintain local populations or build stepping stone habi-
tats that allow LMG dispersal to more suitable regions. Overall, we showed that conservation
of the LMG or other species with similar traits is possible even in cultivated grasslands as
long as smart, adaptive and far-sighted management strategies are applied.
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4 Large scale PVA modelling of insects in cultivated

grasslands: the role of dispersal in mitigating the

effects of management schedules under climate

change

An article with similar content to this chapter is published as: Leins, J. A., Grimm, V., &
Drechsler, M. (2022). Large scale PVA modelling of insects in cultivated grasslands: the role of
dispersal in mitigating the effects of management schedules under climate change. Ecology and
Evolution, 2022;12:e9063. DOI: 10.1002/ece3.9063

Abstract

In many species, dispersal is decisive for survival in a changing climate. Simulation models
for population dynamics under climate change thus need to account for this factor. More-
over, large numbers of species inhabiting agricultural landscapes are subject to disturbances
induced by human land use. We included dispersal in the HiLEG model that we previously
developed to study the interaction between climate change and agricultural land use in single
populations. Here, the model was parameterized for the large marsh grasshopper (LMG) in
cultivated grasslands of North Germany to analyze (1) the species development and disper-
sal success depending on severity of climate change in sub regions, (2) the additional effect
of grassland cover on dispersal success, and (3) the role of dispersal in compensating for
detrimental grassland mowing. Our model simulated population dynamics in 60-year peri-
ods (2020-2079) on a fine temporal (daily) and high spatial (250 × 250 m2) scale in 107 sub
regions, altogether encompassing a range of different grassland cover, climate change projec-
tions and mowing schedules. We show that climate change alone would allow the LMG to
thrive and expand, while grassland cover played a minor role. Some mowing schedules that
were harmful to the LMG nevertheless allowed the species to moderately expand its range.
Especially under minor climate change, in many sub regions dispersal allowed for mowing
early in the year, which is economically beneficial for farmers. More severe climate change
could facilitate LMG expansion to uninhabited regions, but would require suitable mowing
schedules along the path. These insights can be transferred to other species, given that the
LMG is considered a representative of grassland communities. For more specific predictions
on the dynamics of other species affected by climate change and land use, the publicly avail-
able HiLEG model can be easily adapted to the characteristics of their life cycle.

Keywords: bilinear interpolation, climate change, dispersal success, land use, large marsh
grasshopper, spatially explicit model
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4.1 Introduction

The 2021 IPCC assessment report (IPCC, 2021) confirms that climate change poses a great
threat to global biodiversity. Distribution of species is expected to change (Van der Putten
et al., 2010), potentially leading to increased extinction risk as ranges shrink or species must
persist in new communities. Species distribution models (SDMs) are therefore widely used to
predict future distributions based on climate, habitat, and occurrence data (Srivastava et al.,
2019). However, in fragmented and agricultural landscapes, extinction risk is at the same
time severely affected by land use practices (Oliver & Morecroft, 2014). Accounting for these
effects with SDMs, which are correlative, is particularly difficult for insects that require a
representation of their life cycle on a fine temporal scale. Here, the timing of anthropogenic
processes such as management schedules relative to the species life stage can be critical for
population viability (Leins et al., 2021).

Population Viability Analyses (PVA) using mechanistic models are an important complement
to SDMs for estimating the risk of species loss in changing and disturbed environments
(Naujokaitis-Lewis et al., 2013). PVA models describe a species’ viability as a function of
its life cycle, environmental conditions such as forage supply, and anthropogenic influences
such as mechanical disruption of habitats (Coulson et al., 2001; Beissinger & McCullough,
2002).

Incorporating a dispersal process into such model analysis is considered another important
factor for predicting both population viability (Driscoll et al., 2014) and species distribution
(Bateman et al., 2013). According to metapopulation theory (Levins, 1969; Hanski, 1999),
dispersal between habitats in a fragmented landscape can prevent extinction. Moreover, it
is critical to the interpretation of SDMs whether and how quickly species can actually reach
regions that have been projected to be suitable (Bateman et al., 2013).

In this study, we explore the combined effect of climate change and disturbance through land
use on a dispersing species by conducting a PVA of the large marsh grasshopper (Stethophyma
grossum, hereafter referred to as LMG, Figure 4.1) in cultivated grasslands of North Ger-
many. The LMG, a well-studied species inhabiting wet meadows and marshes, is considered
an indicator for the quality of grassland communities, similar to other grasshopper species
(Sörens, 1996; Báldi & Kisbenedek, 1997; Keßler et al., 2012). It is a slow, yet fairly good
disperser due to its flight ability (Sörens, 1996) and believed to extend its range in response
to climate change (Trautner & Hermann, 2008; Poniatowski et al., 2020; Leins et al., 2021).
Anthropogenic disturbances, in particular the timing of mowing events, affect the species
differently depending on the current stage of the LMG’s life cycle. The German federal state
of Schleswig-Holstein (SH) serves as study region, for which we extracted a highly resolved
map of its grasslands (72,969 plots of roughly 6.25 ha each) using the software DSS-Ecopay
(Mewes et al., 2012; Sturm et al., 2018). Three climate change projections of increasing sever-
ity up to the year 2080 function as environmental conditions, while mechanical grassland
mowing applies as anthropogenic disturbance.

We address the following three research questions regarding the LMG:

(1) Are there (regional) differences in dispersal success depending on climate change sce-
nario?

(2) Is the success of dispersal additionally affected by spatial patterns such as grassland
cover?

(3) Can dispersal compensate for otherwise detrimental grassland mowing?
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4.2 Material and Methods

Figure 4.1: A male adult of the large marsh grasshopper, Stethophyma grossum (photo: Daniel Konn-Vetterlein)

We used the PVA model HiLEG (High resolution Large Environmental Gradient) introduced
in Leins et al. (2021) and extended it by two features for the analysis of this study: the actual
dispersal process within a predefined neighborhood of species habitats; and bilinear interpo-
lation of the available, spatially coarse climate projections to achieve heterogeneous, gradual
values of high spatial resolution throughout the study region. Originally, HiLEG is a spa-
tially differentiated stage- and cohort-based simulation model that can be parameterized to
represent the life cycle of terrestrial animal species, particularly insects. The new features to-
gether with the high-resolution grassland map render HiLEG from a spatially differentiated
to a spatially explicit simulation model.

In Leins et al. (2021), we explored the effects of climate change on the LMG at a rather low
spatial (12× 12 km2) but high temporal resolution (daily time steps) while the 21 predefined
management schedules were timed in one-week intervals between calendar week 20 and 40.
We found that although the LMG mostly benefits from climate change, the timing of land
use, i.e., the mowing schedule, is the most critical factor for the species’ survival. This is par-
ticularly relevant, because the intensification of anthropogenic grassland use in Germany is
advancing (Bundesamt für Naturschutz, 2017). Moreover we showed that the high temporal
resolution was required to detect long-term impact of management schedules and climate
change.

The original model, however, represented isolated local effects on the LMG and ignored dis-
persal between habitats. Due to the relevance of dispersal effects, we extended HiLEG by
the features described above to analyze the implications of external drivers on dispersal suc-
cess of the LMG. Using the realistic grassland map allows us to additionally consider the
interaction between grassland distribution and dispersal at the landscape-scale.

The results of the simulations depend on the relative timing of dispersal and mowing events,
but local effects of climate change and management may still dominate. Since high-resolution
maps of species occurrence are often not available, a more general question is therefore, what
the additive value of introducing higher spatial resolution and dispersal to a large-scale PVA
model might be.

4.2 Material and Methods

There are four main elements to our analysis: the study region (German federal state SH), the
target species (LMG), climate data (projections from 2020 to 2080) and land use (grassland
mowing). The following subsections include a description of these elements. Simulations
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for the present study are performed using an extension of the HiLEG model introduced in
Leins et al. (2021). Section 4.2.5 includes a description of the model along with the relevant
changes made to it for this study.

4.2.1 North German Grasslands

Germany’ most northern federal state SH serves as study region. The state’s grassland areas,
i.e., 72,969 cells of roughly 6.25 ha in size each, were extracted using the Software DSS-
Ecopay (Mewes et al., 2012; Sturm et al., 2018) and mapped to 107 climate cells (Figure 4.2)
of available climate projections (Section 4.2.3). Appendix B.3 describes the mapping of all
cells including their further specifications. Compared to the agricultural area of Germany as
a whole (50.6 %), SH is the most intensively farmed federal state with 68.5 % (Statistisches
Bundesamt, 2021).
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Figure 4.2: Distribution of 107 climate cells (A) and 72,929 grassland cells including grassland cover [%] per
climate cell (B) in Schleswig-Holstein (SH), and grassland cells within a dispersal distance of > 12,000 m around
the source habitat of a selected initial population (C). The numbers in A assign a unique ID to each climate cell.
Turquoise colors in plots A and B are used to highlight mapping of grassland cells to respective climate cells. In
plot B, black crosses mark the 107 initial populations that are closest to the respective climate cell’s geometric
center and orange circles known LMG locations in SH in the years 2000 to 2016. The bottom subplot of B depicts
the percental grassland cover within 1,500 m of the geometric per climate cell. In plot C, a red cross marks the
source habitat of the initial population in climate cell 34. Green colors highlight grassland involved in dispersal:
the dashed green circle around the source habitat represents the starting population’s dispersal radius of 1,500 m;
green cells are available grassland within this radius; and the two green crosses connected to the source habitat
by dashed lines represent the habitats reached via long distance dispersal (LDD). LDD applies, if there are no
cells within the 1,500 m range of the source cell in either one of eight cardinal directions (North, Northeast, etc.)
to reflect the assumption that nearby grassland, if present, is prioritized for colonization or as stepping stone for
farther dispersal. Grey cells depict the remaining grassland that can be reached over time through dispersal from
cells other than the source habitat, where the shades of grey from dark to light represent: grassland within the
source climate cell 34; grassland outside the source cell but within a 12,000 m dispersal distance; and grassland in
a dispersal distance farther than 12,000 m. The four vertical and horizontal black lines delimit the source climate
cell from its seven neighbors identified by black numbers. Note: here, there is no neighboring climate cell to the
Southwest

4.2.2 The Large Marsh Grasshopper

The well-studied LMG (Stethophyma grossum, Linné 1758) is widely distributed in Central
European grass- and wetlands (Heydenreich, 1999). Due to the high water requirements of
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its eggs, the species is bound to wet habitats such as meadows and marshes, although the
grasshopper itself tolerates a wide range of temperatures and humidity (Ingrisch & Köhler,
1998; Koschuh, 2004). It used to be considered threatened in SH state (Winkler, 2000) but
was recently given the status of ’least concern’ (Winkler & Haacks, 2019). Still, the LMG is
regarded an indicator for the quality of grassland biotopes (Sörens, 1996; Keßler et al., 2012),
similar to other grasshopper species (Báldi & Kisbenedek, 1997). The annual life cycle of
the LMG (Figure 4.3) can be divided into the following five life stages, beginning with the
stage after oviposition: (1) prediapause development inside egg, roughly occurring between
July and November, below ground; (2) diapause (preventing too early development during
mild winter months), November-March, below ground; (3) embryo development before egg
hatching, March-June, below ground; (4) larva maturation, May-October, above ground; (5)
imago (including oviposition), July-October, above ground; (Oschmann, 1969; Marshall &
Haes, 1988; Köhler & Weipert, 1991; Kleukers et al., 1997; Malkus, 1997; Ingrisch & Köh-
ler, 1998; Heydenreich, 1999). Although the majority of an LMG population usually stays
within a close range of its hatching location (Malkus, 1997), it has been shown that new
populations could establish in habitats several hundred meters from their origin within two
years (Marzelli, 1994) while some offspring even reached distances of three or more kilome-
ters (Keller, 2012; Van Strien, 2013). The latter is likely to be facilitated by the LMG’s flight
ability (Sörens, 1996).

Population development is affected differently by the climate conditions in an LMG habitat.
Embryo hatching in spring (Wingerden et al., 1991) and larval development during summer
(Uvarov, 1977; Ingrisch & Köhler, 1998) is accelerated by warm temperatures. Eggs / em-
bryos experience stress in the event of a sustained dry soil before and after winter (Ingrisch,
1983). In the face of climate change, increasing temperatures might benefit the species by
accelerating its development and expansion (Trautner & Hermann, 2008; Poniatowski et al.,
2018a) while extended droughts might prove detrimental for hygrophilous species like the
LMG (Löffler et al., 2019).

4.2.3 High-resolution Climate Data

We obtain climate data from high-resolution scenario simulations of the COSMO-CLM1 re-
gional climate model (CCLM4-8-17) published by Keuler et al. (2016). In our analysis, the
lateral boundaries of COSMO-CLM were controlled by simulation results from the global
model ICHEC2-EC-EARTH and three Representative Concentration Pathways (RCPs) distin-
guished by action taken towards reducing CO2 emissions (in parenthesis): RCP2.6 (full force,
FF), RCP4.5 (moderate, MOD) and RCP8.5 (business as usual, BAU). Time series of daily cli-
mate data (mean or sum) are provided by the regional model, spatially resolved to grid cells
of size 12 × 12 km2. We used the years 2015-2080 of these time series and resampled them
without losing long-term trends by randomly rearranging years within a 20-year time win-
dow (see Chapter 2, Section 2.5). This was necessary because the stochastic model processes
(Section 4.2.5) would otherwise have been limited by the fact that only a single, deterministic
climate projection was available per global model, RCP and grid cell. Three climate param-
eters were relevant for the LMG population dynamics as implemented in our model: surface
temperature [°C], contact water [kg m−2] and relative humidity upper ground [%].

We applied bilinear interpolation to the climate values of the four adjacent climate cells of
each grassland cell to achieve heterogeneous, gradual climate data values of high spatial

1Consortium for Small-scale Modeling in Climate Mode
2Irish Centre for High-End Computing
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Figure 4.3: Yearly life cycle of the large marsh grasshopper, including the influence of external drivers. Black life
stage symbols and arrows represent processes between and during life stages, where the life stage ’egg / embryo’
is subdivided into three phases (broken arrow) and the dispersal process is directed to neighboring habitats. The
typical ranges of the life stage occurrences are indicated in grey. The inner circle depicts months, where the color
indicates seasonal changes in temperature. The influence of the external drivers of temperature, soil moisture
and mowing is shown by colored symbols and arrows. Mowing impact is distinguished into high (aboveground)
and low (belowground) mortality

resolution throughout the grassland of the study region (Chapter 2, Section 2.7.6, Equations
2.25, 2.26 and 2.27). This was done by weighing the distances from the center of the adjacent
climate cells to a grassland cell of interest, multiplying their climate values by the resulting
weights and summing up the results (Section 4.2.5). Figure 4.4 illustrates the calculation of
the directional weights for a single grassland cell using a simplified geometric example. The
calculated values of the weights per grassland cell are referenced in Appendix B.3.

4.2.4 Grassland Mowing

Anthropogenic disturbances to the LMG are represented by mechanical grassland mowing
that occurs two to three times per year depending on the mowing schedule (Table 4.1). In
terms of our model, the impact of mowing on the model species is exclusively negative,
though of different magnitude with respect to the above- and belowground life stages. In-
direct effects of mowing, e.g. the observation that an early and / or late cut could maintain
a beneficial vegetation structure for the species (Malkus, 1997; Sonneck et al., 2008; Miller
& Gardiner, 2018), are not included in the model. However, such low-impact maintenance
cuts with only a minor mortality effect on the LMG are accounted for by the base mowing
schedule named M20+00+44 (acronym: M00) that stands for an undisturbed environment
and always takes effect where no other schedules apply. The first number of the schedule’s
name stands for early mowing calendar week 20 (day 133) and the last number for late mow-
ing week 44 (day 301). The middle number defines the (additional) mowing weeks 22-38 of
more intensive grassland mowing schedules (acronyms: M22-M38). If either of the numbers
in the schedule name is a double zero, the respective mowing time is omitted, so there are
only two mowing events rather than three.

Gerling et al. (2022) gave the main lead for the rationale of these two-cut schedules: they are
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Figure 4.4: Calculation of the weights applied to bilinearly interpolate the climate values of four climate cells
(black crosses) to achieve a distinct value for a grassland cell (blue square) that is enclosed by the climate cells.
These directional weights are determined using the square area of a climate cell (Aclim, grey) and the rectangular
directional areas (ANW , red; ANE , yellow; ASE , green; ASW , purple) formed between the grassland cell coordi-
nate and the center of the respective climate cell in secondary cardinal direction (Northwest, NW; Northeast, NE;
Southeast, SE; Southwest, SW). Climate cells closer to the grassland cell result in smaller areas while receiving
larger directional weights (wNW , wNE , wSE , wSW ), which is accounted for by building the inverse of the ratio
from directional area to climate cell area

used for (1) the intensive schedules with mowing weeks 22-25 which omit early mowing in
week 20, because grassland cuts are usually at least six weeks apart; and (2) the schedules of
mowing weeks 35-38 which omit mowing in week 44, because an additional late maintenance
cut is neither necessary, because of slowed grassland growth in autumn, nor economically
beneficial for farmers.

4.2.5 Extended HiLEG Model

A comprehensive description of the HiLEG model following the delta-ODD (Overview, De-
sign concepts, Details) protocol (Grimm et al., 2006; Grimm et al., 2020) is provided in Chap-
ter 2. Here, we give a ’Summary ODD’ (Grimm et al., 2020), which includes a digest of Hi-
LEG’s main model description as introduced in Leins et al. (2021) and an overview of the
extensions applied to the model for the present study. Unaffected mechanisms and parame-
ters are either briefly described for general understanding or omitted in the main text. ODD
keywords are in italics and capital letters hereafter.

We applied the HiLEG model to the LMG’s life cycle, with its life stages influenced by cli-
mate and land use. Both, the species’ development and mortality were affected by climate
conditions, while the latter additionally increased during mowing events, especially in the
species’ aboveground phase (Section 4.2.2). The model extension added a dispersal module
rendering HiLEG spatially explicit, thus allowing dispersal between populations within a
predefined radius. Essential climate variables were spatially differentiated on a large scale
(12×12 km2) and resolved to a higher scale of 6.25 ha in the model extension through bilinear
interpolation (Figure 4.4) to achieve relevant spatial gradients within the grasslands of the
North German federal state SH (Figure 4.2B). We ignore other spatial heterogeneity in land
use and biotic variables such as vegetation height or habitat size. Hereafter, all descriptions
that neither concerned the dispersal process nor bilinear interpolation of the climate data
were already included in the original model version.

While the ultimate PURPOSE of the HiLEG model is to analyze the regional effects of dif-
ferent climate change scenarios (CCS) and mowing schedules on the population viability of
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Table 4.1: Yearly grassland mowing schedules as applied in the simulation runs. First column gives the names
of the 18 mowing schedules that encode the calendar weeks of yearly mowing occurrence divided by a plus (+)
symbol. An acronym of the schedule name is provided in the second column, encoding the relevant mowing week
in its name. The last three columns give the actual yearly mowing days (first day of respective calendar week) per
mowing schedule. Schedules that include cells containing a dash (encoded by ’00’ in the respective name) only
have two mowing occurrences per year, all others have three. The first mowing schedule M20+00+44 represents
low-impact mowing, while more intensive mowing schedules follow in the rows below the double line.

Schedule name Acronym Mowing days

M20+00+44 M00 133 - 301

M00+22+44 M22 - 147 301
M00+23+44 M23 - 154 301
M00+24+44 M24 - 161 301
M00+25+44 M25 - 168 301
M20+26+44 M26 133 175 301
M20+27+44 M27 133 182 301
M20+28+44 M28 133 189 301
M20+29+44 M29 133 196 301
M20+30+44 M30 133 203 301
M20+31+44 M31 133 210 301
M20+32+44 M32 133 217 301
M20+33+44 M33 133 224 301
M20+34+44 M34 133 231 301
M20+35+00 M35 133 238 -
M20+36+00 M36 133 245 -
M20+37+00 M37 133 252 -
M20+38+00 M38 133 259 -

species such as the LMG (Leins et al., 2021), we here focus on exploring the potential role
of dispersal, which was ignored in the original version of HiLEG. The PURPOSE of the ex-
tended model is to answer the following questions: (1) Are there (regional) differences in
dispersal success depending on climate change scenario? (2) Is the success of dispersal addi-
tionally affected by spatial patterns such as grassland cover? (3) Can dispersal compensate
for otherwise detrimental grassland mowing?

We have drawn from literature the empirical PATTERNS that ensure the model is sufficiently
realistic for its purpose, namely the observed characteristics of the species’ life cycle with its
sensitivity to environmental conditions (Leins et al., 2021) and dispersal metrics (Marzelli,
1994; Griffioen, 1996; Malkus, 1997). The model’s design allowed for these empirical pat-
terns to in principle emerge in the model as well (’pattern-oriented modelling’, Grimm &
Railsback, 2012). In terms of population structure, density, persistence and dispersal, the
model output was not compared to other data, since they are scarce. All model predictions
are, thus, relative, not absolute. However, 251 known LMG habitats (Figure 4.2B, orange cir-
cles) adapted from survey data3 recorded in the years 2000 to 2016 were used to analyze some
implications of regional effects. We used C++ for the implementation of the model’s source
code. It is available for both, the original model and extensions, via a GitLab repository4

along with the executable program and the input files used for the simulation runs.

The following ENTITIES build the model’s core: Climate Cells (defining large scale climate
conditions in a 12 × 12 km2 region), Grassland Cells (defining environmental conditions, e.g.

3Provided by Landesamt für Landwirtschaft, Umwelt und ländliche Räume via our project partner Stiftung
Naturschutz Schleswig-Holstein

4HiLEG GitLab repository: https://git.ufz.de/leins/hileg
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interpolated climate values, on a scale of 250 × 250 m2), and per Grassland Cell a Popula-
tion comprised of Life Stages, which are comprised of age-distinguished Cohorts. The most
relevant STATE VARIABLE for the interpretation of the simulation results is the density [in
individuals / eggs m−2] of a Cohort, Life Stage or Population. During a year, the LMG develops
through five consecutive Life Stages (Figure 4.3): (1) prediapause, (2) diapause, (3) embryo,
(4) larva, and (5) imago. Density is transferred to the next Life Stage (life cycle) or neigh-
boring Populations (imago dispersal), and lost through mortality. The auxiliary ENTITY Flow
controls the density transfer and in this function connects both the stages of the life cycle
and habitats within a neighborhood. Environmental conditions such as climate, disturbances
and grassland cover influence the amount of transferred / lost density. Daily hatching of
eggs, maturation from larva to imago as well as dispersal rate and mortality are stochastically
determined by drawing from density dependent binominal distributions. See Chapter 2, Sec-
tions 2.2, 2.4 and 2.7 for details on ENTITIES, STATE VARIABLES and for an overview of all
stochastic elements of the model.

The model runs on basis of daily time steps where the SCALE corresponds to the sampling of
the climate data. By definition, a year has 364 days (52 full calendar weeks) to account for the
weekly mowing schedules. A simulation run takes 21,840 time steps (60 years) starting in the
beginning of 2020 and terminating by the end of 2079. In the case of premature extinction
of all Populations, simulations stop earlier. Each Grassland Cell in the study region (Section
4.2.1) represents a potential species habitat and is connected to cells within a predefined
radius to allow dispersal between habitats.

To be able to better observe dispersal effects and explore the potential role of dispersal for
population viability, we chose an artificial INITIAL setting for each simulation run in terms
of species distribution: a single Population was placed at the center of one of the 107 Cli-
mate Cells (i.e., the Grassland Cell closest to the geometric center of the Climate Cell, cf. black
crosses in Figure 4.2B), while all other Grassland Cells initially remained unoccupied. This
initial setup was repeated separately for each of the 107 distinct Climate Cells. Furthermore,
a simulation run was INITIALIZED with one out of three CCS (Section 4.2.3) and one of 18
mowing schedules (Table 4.1). The artificial setup with a single starting location per sim-
ulation run, thus no initial populations at other locations of the study region, allowed us
studying regional dispersal effects independent of potential immigration from other starting
locations.

A similar simplification is inherent in the mowing schedules, which were comprised of fixed
dates, whereas in reality farmers would to some degree respond to, e.g., an earlier beginning
of vegetation growth due to climate change by shifting mowing to earlier dates. However, to
account for this would require both a grassland model capable of predicting climate change
response and a model of farmer decision making. This would have made our model con-
siderably more complex and uncertain. Instead, we focused on the changing influence of a
fixed mowing date on the climate-related shifting life cycle of the grasshopper. While dy-
namic schedules would likely change the quantitative model results and might shift poten-
tial thresholds in output parameters in time, our approach was sufficient for the objective of
comparing the qualitative long-term effects on dispersal success between mowing schedules.

The Population at a starting location received an initial density per Life Stage (i.e.,
0.725 eggs m−2 in the diapause stage, zero density for all other Life Stages). Independent
of the defined mowing schedule, a starting location was only exposed to the low-impact
mowing schedule M20+00+44 by default to serve as rather undisturbed source of dispersal
to their close vicinity. Populations at non-starting locations were initialized empty and receive
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their density through potential immigration. All non-starting locations were subject to the
initially defined mowing schedule.

For comparability with the original model setup of spatially stationary populations, we addi-
tionally ran the simulations with low-impact mowing schedule M20+00+44 while the disper-
sal process was disabled. Thereby, the starting population remained confined to its source
habitat and was predominantly affected by climate. Comparison with the other mowing
schedules was not practical because, as described above, they were not applied to the source
habitats in the simulations with dispersal.

Distinct climate data time series were employed as INPUT DATA per Climate Cell to drive the
model dynamics. To have heterogeneous, gradual values at the location of each Grassland Cell
as well, bilinear interpolation was applied using the climate data of the (up to) four closest
adjacent neighbors. This was achieved by weighing the distances from a Grassland Cell Ga

to the center of the (up to) four Climate Cells ∈ {Ωa,NE ,Ωa,SE ,Ωa,SW ,Ωa,NW } into secondary
cardinal directions of Ga. The resulting bilinear weights wa,dir

bilin were multiplied with their

respective climate values ωa,dir
clim and then summed to achieve the interpolated value ωa

clim at
Ga.

ωa
clim =

∑
dir∈DIRsec

wa,dir
bilin ×ω

a,dir
clim (4.1)

wa,dir
bilin = 1−

(sizeclim − distxa,dir )× (sizeclim − dist
y
a,dir )

(sizeclim)2 (4.2)

dista,dir
xy = |coordaxy − centera,dirxy | × sizehab (4.3)

Here, DIRsec ⊂DIR = {N,NE,E,SE,S,SW ,W ,NW } are the secondary cardinal directions NE,
SE, SW and NW of the cardinal directions North (N), Northeast (NE), East (E), Southeast (SE),
South (S), Southwest (SW), West (W) and Northwest (NW) and ωa,dir

clim is the projected value
in the Climate Cell Ωa,NE into direction dir of Ga. Size of Climate Cell and Grassland Cell
are given by sizeclim and sizehab (Table 4.2). The value dist

xy
a,dir for the distances in x- and

y-direction was calculated using the geometric center of a Climate Cell (centera,dirxy ).

Six main PROCESSES are included in the model: ’Update environmental drivers’, ’Flow
update’, ’Life Stage update’, ’Cohort update’, ’Bilinear climate interpolation’ and ’Dispersal
setup’. Their scheduling is described in Algorithm 1 of Chapter 2, Section sec:21processes.
The first three of these processes are SCHEDULED for every inhabited Grassland Cell and
during each time step of a simulation run. ’Cohort update’ and ’Bilinear climate interpola-
tion’ are submodels of ’Life Stage update’ and ’Update environmental drivers’, respectively,
and thus SCHEDULED every time step, as well. ’Dispersal setup’ is only SCHEDULED in
the event of an empty Grassland Cell becoming inhabited. Additionally, five types of sub
PROCESSES can be associated with a Life Stage that apply depending on parametrization:
(1) mortality (all stages), (2) development (prediapause, diapause), (3) transfer (all except
imago), (4) reproduction (imago only), and (5) dispersal (imago only). For all sub processes,
a daily base rate representing benign or observed average environmental conditions is as-
sumed. Environmental drivers can modify (’influence’) these base rates of the processes using
predefined functions called Influences (Chapter 2, Section 2.7.1).
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Table 4.2: Simulation parameters as used for the model extension and dispersal process of the large marsh
grasshopper (LMG). The first column gives the parameter name and the respective symbol applied in equa-
tions. Second and third column contain the parameter’s value and unit (if any). The fourth column gives a more
detailed description of the parameter.

Parameter / State
Variable (symbol) Value Unit Description

Dispersal radius
(raddisp)

1,500 m Home range of the LMG given by the maximum covered dis-
tance of an individual (Griffioen, 1996)

Base dispersal rate
(rateima

disp)
0.00595 day−1 Daily dispersal rate of the LMG determined by the farthest dis-

perser found in a ’mark and recapture’ study (Malkus, 1997)

Dispersal preference
(pref near )

1.0 Preference of selecting a neighbor during the dispersal process,
where higher values result in selection of closer neighbors

Sight sightdisp 0.5 Ability to find a selected neighbor during a dispersal process
Decay rate (decdisp) 0.04 Distance dependent probability to survive the dispersal process
Climate Cell size
(sizeclim)

12,000 m The size (width / height) of a square Climate Cell

Habitat size
(sizehab)

250 m The size (width / height) of a square Grassland Cell (habitat)

Abbreviations: clim=climate, dec=decay, disp=dispersal, hab=habitat, ima=imago,pref=preference, rad=radius

While the first four above sub-processes were already part of the original model, bilinear
climate interpolation (see above) and the dispersal process are introduced in the present ver-
sion. Figure 4.2C depicts the relevant grassland cells included for calculating the dispersal
from an exemplary source population inside the climate cell with ID 34 to the neighborhood
in reach as it was applied for the LMG. Cells belonging to this neighborhood are either within
a predefined radius raddisp (Table 4.2) from the source population in question; or the closest
(if any) grassland cells in each of the eight cardinal directions DIR (see above) that have no
neighbors within the predefined radius. The latter is called long distance dispersal (LDD, see
Chapter 2, Sections 2.7.1.7 and 2.7.5) and is included to account for the LMG’s flight ability
(Sörens, 1996) that is especially relevant in otherwise isolated habitats. Figure 4.5 illustrates
how and in which cases grassland cells are selected for the LDD process.

The dispersal rate (Eqn. 4.4) between any population Pa and a neighbor Pb within the neighbor-
hood Na is stochastically determined each time step using the base dispersal rate defined for
the Life Stage of interest (here, rateima

disp for the LMG’s imago stage) and a dispersal probability

p
disp
a,b (Eqn. 4.5):

rateima
disp(a,b) = rateima

disp × p
disp
a,b (4.4)

p
disp
a,b = prefa,b × p

f ind
a,b × p

surv
a,b (4.5)

The dispersal probability itself is calculated using a preference factor (prefa,b) to select nearby

target populations depending on the distance to all neighbors, a probability (pf inda,b ) to find the
selected neighbor during the dispersal process and a probability (psurva,b ) to survive the disper-
sal, where both latter probabilities depend on grassland cover. Parameters applied to adjust
the three factors / probabilities are given in Table 4.2. Furthermore, the dispersers are sub-
ject to dispersal mortality which is the difference of the sum of all the dispersal probabilities
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Figure 4.5: Determination of grassland cells for long distance dispersal (LDD) in cardinal (TOP) and secondary
cardinal direction (BOTTOM) of a source habitat (dark green). The solid black circle encompasses grassland
cells (medium green) within a defined dispersal radius. Light green cells represent grassland outside of the
dispersal radius, where dashed cells are unreachable from the source habitat and solid cells are selected for
LDD. Each two of the dashed black lines in the outer ring of the plot, which are approximately perpendicular
to each other, enclose the angle at which cells for LDD are searched in that direction. Longer distances than
indicated here are possible. Cells for LDD are only searched in case no grassland is found within the dispersal
radius of either one of the directions to reflect the assumption that nearby grassland, if present, is prioritized for
colonization or as stepping stone for farther dispersal. Cells in straight secondary cardinal or cardinal direction
(spaces between parallel dashed lines in the outer ring) are ignored for the search in cardinal or straight cardinal
direction, respectively.

multiplied by the base dispersal rate:

mortima
disp =

1−
∑
Pn∈Na

p
disp
a,n

× rateima
disp (4.6)

Table 4.2 gives an overview of the simulation parameters additionally defined model exten-
sion. We followed the maximum covered distance of 1,500 m described by Griffioen (1996)
for the LMG’s dispersal radius and defined the individuals that traveled the largest distance
during one day (1 out of 168) in a ’mark and recapture’ study by Malkus (1997) as dispersers
to determine the daily base dispersal rate. The remaining dispersal parameters were approxi-
mated using initial test simulations and their usage is explained in more detail in Chapter 2,
Section 2.7.5.

The model output was DESIGNED in such a way that different aspects of a population de-
velopment and dispersal success could be OBSERVED or rather analyzed with respect to the
study’s PURPOSE. This data is distinguished into direct parameters produced for each inhab-
ited cell during the simulation runs of the model itself, and indirect parameters calculated for
a region’s whole population in the post-processing of the direct output. Relevant evaluation
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parameters of the first category are the daily life stage densities given in individuals / eggsm−2

depending on the respective stage. They allow OBSERVING the actual dispersal process over
time. The indirect evaluation parameters, used to facilitate the OBSERVATION of a popu-
lation’s dispersal success, are the following four: (1) the dispersal distance in meters from a
source habitat to an occupied habitat, (2) the established distance in meters from a source habi-
tat to a habitat with imago density ≥ 0.002 individualsm−2 during a year, (3) the population
size in total number of individuals / eggs in all established habitats, and (4) the population
density in individuals / eggs m−2 for all established habitats. For the analysis, it was conve-
nient to consider parameters (1) and (2) on the basis of their maximum value, i.e., the habitat
farthest from the source, to compare dispersal success. All parameters were determined only
using inhabited cells at the end of a simulation year to match values in the same life stage
(typically diapause) and after mowing schedules had been fulfilled. In the following, popu-
lation size and density are thus given in eggs, because populations are usually in the diapause
life stage by the end of the year.

4.3 Results

We added a representation of dispersal to the model of Leins et al. (2021). To make sure
to achieve a realistic representation, despite sparse quantitative data on dispersal of LMG,
we compared dispersal distances in the model to the findings of Marzelli (1994). The author
found that in a natural and anthropogenically undisturbed grassland environment new LMG
populations could establish in a distance of 400 m from an existing population within two
years. Considering the defined measure for established distance (Section 4.2.5) our model
confirmed these findings: within an environment of moderate grassland mowing (Table 4.1,
M20+00+44) the LMG on average established in distances of about 14,000 m in 60 years (i.e.,
roughly 467 m every two years).

With this model version, we obtained the following key results: (1) qualitative patterns of
dispersal success are similar in the study region independent of CCS, but there are regions
that allow more successful dispersal depending on severity of climate change; (2) spatial
patterns have an effect on foremost population size (high grassland cover) and dispersal distance
(low grassland cover); and (3) mowing schedules that might seem problematic when looking at
an isolated habitat could still allow (slowed) dispersal outside of a population’s home range.
These results are described in more detailed in the following.

The dispersal success of the LMG differed depending on region, CCS and mowing schedule.
Figure 4.6 depicts different outcomes of the dispersal process exemplary for an initial pop-
ulation in the center of climate cell 34 (black arrow in top left subplot). The first two rows
of Figure 4.6 show the distribution of LMG populations chronologically in 15-year-steps in
an undisturbed (first row) and disturbed environment (second row) using the MOD scenario:
Under ideal conditions with low-impact mowing, the LMG continuously spread out until it
occupied grasslands in a distance > 20,500 meters and established in grasslands in a distance
> 12,500 meters in the year 2079 (Figure 4.6, first row). The dispersal process became signif-
icantly slowed down (10,250 / 8,000 m) when a mowing schedule with a deviating early cut
in calendar week 23 (M00+23+44) was applied (Figure 4.6, second row).
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Figure 4.6: Spatial distribution of an LMG population dispersing from a singular source habitat in the center
(black arrow in top left subplot) of climate cell 34. Each colored cell within the 20 subplots represents the
population density in eggs m−2 (mean over 10 replicates) in a 6.25 ha grassland habitat inside a 16 km radius of
the source habitat at the end of a simulation year. GREEN cells are considered habitats with an established LMG
population, i.e., an imago life stage density ≥ 0.002 individuals m−2 during a simulation year; ORANGE cells
represent unestablished populations at the cutting edge of the dispersal process, i.e., a imago life stage density
< 0.002individualsm−2; GREY cells are habitats that are reachable at the end of the 60 year simulation time in
case of ideal conditions with minimal disturbances (cf. top right subplot); WHITE areas were either unreachable
or do not qualify as grassland. The grey grid lines delineate the climate cells from each other, where the grey
numbers in the top left plot label the ID of the respective climate cell. The top two rows show – from left to right
– the chronological LMG distribution progress after 15, 30, 45 and 60 simulation years exemplary for the MOD
climate change scenario (CCS), where the first row is the progress under ideal conditions (low-impact mowing)
and the second row in an environment disturbed by mowing schedule M00+23+44 (mowing in calendar week 23
instead of 20). Each of the 12 plots in the three bottom columns depict the LMG distribution at the end of the
final simulation year 2079 depending on the CCS FF (first column), MOD (second) and BAU (third) as well as the
applied mowing schedules M00+23+44 (first row), M00+24+44 (second), M20+34+44 (third) and M20+35+44
(last)
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The three bottom columns of Figure 4.6 compare the final dispersal success in the year 2079
between simulation scenarios. It became evident that the mowing schedule had a different
impact on the dispersal success depending on which CCS occurred: Deviating early mow-
ing in, for instance, week 23 (Figure 4.6, third row, M00+23+44) still allowed substantial
dispersal success for the LMG in the event of the less severe FF scenario (Figure 4.6, first
bottom column), while it already became quite inhibited for both other scenarios (Figure
4.6, second / third bottom column), especially MOD. Mowing just one week later (Figure
4.6, M00+24+44) already had a great negative impact on the dispersal success in all three
CCS, allowing population establishment only in close vicinity of < 5,000 m for the FF sce-
nario while restricting it to grassland roughly within the dispersal radius of 1,500 m from
the source habitat for MOD and BAU. The strong negative impact in climate cell 34 contin-
ued for several weeks and the dispersal success afterwards became more inhibited for the
FF scenario, shown on the example of additional mowing in calendar week 34 (Figure 4.6,
M20+34+44). Later schedules starting with additional mowing in calendar week 35 (Figure
4.6, M20+35+00) allowed for gradual improvement in dispersal success. In these cases, the
dispersal process became slightly more successful in the MOD than in the BAU scenario and
remained restricted the most for the FF scenario.

Figure 4.7 provides an overview of the dispersal success in terms of maximum established dis-
tance at the end of a simulation run depending on CCS, mowing schedule and source habitat.
In an undisturbed environment (M00), established populations on average reached distances
of roughly 14,000 m and at most up to 40,000 m. More importantly the figure highlights,
in which simulations population establishment basically remained restricted to the dispersal
radius of the source habitat (Figure 4.7, dots below black horizontal dashed line). This was
the case for virtually all of the regions (or rather source habitats) when mowing schedules
M20+26+44 (M26) to M20+31+44 (M31) were applied. Only outside of this time window,
i.e., early mowing before calendar week 26 or late mowing after week 31, dispersal could be
successful to some extent, depending on region and CCS. As described above on the example
of climate cell 34, early mowing schedules were in favor of the FF scenario while late mowing
was in favor of MOD and especially BAU.
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Figure 4.7: Distance in meters (y-axis) from a source habitat to the most distant established population in its
neighborhood by the end of a simulation run in 2079 depending on mowing schedule (x-axis) and climate change
scenario (CCS; green=FF, brown=MOD, pink=BAU). Each colored dot represents this distance value for either one
of the 107 initial populations (or climate cells) averaged over ten replicates. The trend lines are distinguished by
CCS and follow the mean for the distance value over the 107 cells in the study region depending on the applied
mowing schedule. The horizontal black dashed line marks a distance of 1,500 m. Populations established directly
through (LDD) from the source habitat were omitted in the calculating to avoid misleading maxima outside the
dispersal radius

Figure 4.8A depicts the spatial distribution of results on the example of the maximum es-
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tablished distance by the end of simulation runs for scenario FF and a low-impact mowing
schedule. We compared the spatial results of evaluation parameters population size, popu-
lation density and maximum established distance for all three CCS and a low-impact mowing
schedule to (a) the population density of simulations without dispersal and (b) the grassland
cover within dispersal radius (1,500 m) of the initial populations. Table 4.3 provides the 18
corresponding correlation coefficients (ρ). Please refer to Appendix B.1 for illustrations of
spatial simulation results of the evaluation parameters used in Figure 4.8 and Table 4.3 de-
pending on CCS, and to Appendix B.4 for scatter plots depicting the parameter correlation
resulting in the coefficients of Table 4.3.
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Figure 4.8: Spatial distribution of maximum established distance [meters] exemplary for low-impact mowing [M00]
and climate change scenario (CCS) FF (subplot A), and difference (delta) in dispersal success in terms of mean
yearly maximum establishment distance [meters] between CCS FF and BAU exemplary for (B) low-impact mow-
ing [M00] and (C) mowing in week 23 [M23]. See Table 1 for detailed timing of mowing schedules. Each of the
107 cells per subplot represent INDEPENDENT simulation runs, or rather their mean over 10 replicate runs, and
depict the results of the dispersal process from a SINGLE initial population in the center of a cell. In subplots B
and C, values were determined per replicate by subtracting the yearly established distance of the CCS mentioned
second from the CCS mentioned first in the header and then calculating the replicate mean of absolute delta. Fur-
ther, the cells’ background colors highlight which of the respective CCS on average shows the higher differences
during the 60 simulation years, where a LIGHTER color represents lower average difference. GREEN cells are in
favor of FF and PINK cells in favor of BAU. Please refer to Appendices B.1 and B.2 for distribution maps of all
CCS and mowing schedules

We found that the population density resulting from simulations without dispersal is posi-
tively correlated with all evaluation parameters coming from simulations with dispersal, yet
to different extents. There was a high correlation between the two population densities and the
expected maximum established distance could be estimated reasonably well from simulations
without dispersal, but population size could only be derived moderately. Generally speaking,
the correlation was always higher for less severe CCS.

Regarding the effect of spatial patterns on the dispersal success, there were only correlations
expectable within the domain of the HiLEG model: independent of the CCS and mowing
schedule, grassland cover positively correlated with population size but did not correlate with
population density; due to the LDD process, large maximum established distances were achieved
in regions with low grassland cover, resulting in a moderate negative correlation.

Though the correlation with grassland cover was similar for all CCS, there are regional pat-
terns in SH that only became apparent when looking at the difference (delta) of dispersal
success between CCS depending on the considered mowing schedule. Figures 4.8B-C show
the difference in maximum established distance averaged over the whole simulation run exem-
plary for the delta between FF and BAU in scenarios of low-impact mowing (Figure 4.8B) and
mowing in week 23 (Figure 4.8C). The examples highlight, on the one hand, that there are
in fact regions better suited under less severe climate change and others better suited under
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more severe climate change. On the other hand, they show that the suitability can spatially
shift depending on the mowing schedule.

Table 4.3: Coefficients ρ (last column) from correlation of evaluation parameters A (first column) and B (second
column) dependent on climate change scenario (third column). Correlated values stem from summarized results
of 107 regionally different and independent simulations (with and without dispersal), each with 10 replicate runs
(5 without dispersal), and data of grassland cover around the initial population within the respective region.

Correlated evaluation parameters Climate change
scenario (CCS)

Corr. coeff.
ρ (A ∼ B)

A B (with dispersal)

population density

[eggs m−2]
(without dispersal)

population size
[
∑

eggs]

FF (RCP2.6) 0.4
MOD (RCP4.5) 0.35
BAU (RCP8.5) 0.24

population density

[eggs m−2]

FF (RCP2.6) 0.87
MOD (RCP4.5) 0.85
BAU (RCP8.5) 0.74

max. established
distance [meters]

FF (RCP2.6) 0.71
MOD (RCP4.5) 0.68
BAU (RCP8.5) 0.56

grassland cover [%]
within 1,500 m

population size
[
∑

eggs]

FF (RCP2.6) 0.63
MOD (RCP4.5) 0.67
BAU (RCP8.5) 0.68

population density

[eggs m−2]

FF (RCP2.6) 0.06
MOD (RCP4.5) 0.11
BAU (RCP8.5) 0.04

max. established
distance [meters]

FF (RCP2.6) −0.45
MOD (RCP4.5) −0.48
BAU (RCP8.5) −0.52

There are other regional patterns in SH that occurred repeatedly when comparing the delta
of simulation results between climate scenarios (see Appendix B.2 for comprehensive illus-
tration). The state was divided into two parts by a virtual diagonal line running from the
Northwest to the Southeast. Regions in the Northeast usually allowed a greater dispersal
success for more severe CCS with occasional exceptions in the eastern part. Southwest re-
gions tended to allow more successful dispersal for less severe CCS. Low-impact and late
season mowing resulted in the MOD scenario allowing higher dispersal success than the FF
scenario throughout all regions. Overall the largest deltas in dispersal success occurred in
the upper Northeast, along most of the west coast and in the southeastern regions.

Please note again that the regional deltas depicted in Figures 4.8B-C and Appendix B.2 rep-
resent the mean deltas over the full simulation runs and thereby do not capture variations in
deltas during the simulations. Therefore, mean deltas can be low although there is in fact a
clear difference between the CCS in many years. Since the same CCS does not always lead to
larger dispersal success, these differences may, however, cancel each other out. Furthermore,
the mean deltas can be different from the final deltas at the end of the simulation runs, but
as time series of deltas are affected by many peculiarities, discussing them in detail would
not easily lead to general insights. Overall, we found the mean deltas displayed in Figures
4.8B-C and Appendix B.2 to be good indicators for identifying the CCS allowing for better
dispersal success, and chose them deliberately to avoid focusing only on the final dispersal
success.

77



4 Large scale PVA modelling of insects in cultivated grasslands

4.4 Discussion

The implications of the findings described in Section 4.3 that we obtained by extending the
HiLEG model by a dispersal process will be discussed below.

4.4.1 LMG is a Fairly Good but Slow Disperser

We found that in the simulations, the average distance for establishing new populations was
roughly 467 m within two years, which is comparable to the dispersal distances of 400 m
within two years reported by Marzelli (1994). The difference between model and empirical
observation may have several reasons. In our simulations, the conditions were considered
ideal other than in the natural environment of the field study. Also, the simulated grassland
plots had a fixed size thus dispersal steps were restricted to a minimum distance of 250 m;
excluding shorter distances certainly shifted the mean dispersal distance to larger values.

Regarding the applied dispersal radius, a ’mark and recapture’ study by Malkus (1997) only
found specimens in a maximum distance of 624 m. Other studies using genetic markers,
however, estimated maximum dispersal distances of 3,000 m (Van Strien, 2013) or calculated
a connection distance between two populations of up to 3,264 m (Keller, 2012). The value of
1,500 m we adapted from (Griffioen, 1996) thus appears to be plausibly middle ground, at
least in an environment of high grassland cover.

In a more fragmented landscape, mobility of the LMG must be considered in a different light.
Bönsel & Sonneck (2011) conducted a triannual ’mark and recapture’ study for an isolated,
yet stable habitat and found that none of the LMG specimens migrated to either one of the
four suitable 1,500 to 9,000 m distant study sites, concluding a low dispersal activity in a
highly fragmented environment. Marzelli (1994) observed, on the other hand, that the LMG
is able to cross unsuitable areas of 300 m, allowing dispersal at least in a slightly fragmented
landscape. Regarding the LDD process there is no quantification of its parameters in the
literature but evidence that it occurs at least occasionally: individuals of the LMG were found
on an island 10 km offshore with the next known onshore population about 16 km away
(Oppel, 2005) while flight was observed where individuals ascended more than 20 meters
into the air and out of sight (Trautner & Hermann, 2008).

With this knowledge we implemented LDD using the values of regular dispersal, because it
already includes parameters that reduce dispersal probability with distance between grass-
land plots. We restricted LDD to landscapes where the distance between grassland plots is
larger than 1,500 m (see Section 4.2.5) to reflect the assumption that nearby grassland, if
present, is prioritized for colonization or as stepping stone for farther dispersal. The effects
on LMG dispersal by potentially unbridgeable barriers such as highways or forests and cli-
mate conditions such as wind direction were ignored in our simulations, as we focused on
studying the interplay of climate change relevant parameters and mowing schedules. How-
ever, we increased dispersal mortality with decreasing grassland cover (Section 4.2.5) to account
for unsuitable conditions in fragmented landscapes.

The fact that the dispersal success remained within reasonable bounds despite the applied
simplifications and estimations provides the confidence to consider our simulation results of
applied mowing schedules valid as well. More importantly, the rather short projected disper-
sal distances, especially in a disturbed environment, reinforce the choice for our approach to
study the development of individual populations at regional or even local level.
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4.4.2 Climate Change Facilitates the Expansion in North SH State

The regional patterns of dispersal success in an undisturbed environment for each CCS sep-
arately are qualitatively very similar to each other. Some of the patterns even follow climatic
conditions already largely found in simulations without dispersal that will be discussed later.
Comparing the deltas between evaluation parameters of the three CCS pairs (FF vs. MOD, FF
vs. BAU, MOD vs. BAU), however, revealed regional differences (Figures 4.8B-C, Appendix
B.2) with possible implications for climate dependent management strategies.

With some exceptions in the Southwest, the LMG widely benefits from climate change in
SH. This again confirms our previous findings (Leins et al., 2021) as well as the results from
similar studies (Trautner & Hermann, 2008; Poniatowski et al., 2018a). A moderate climate
change (MOD) would be beneficial for the LMG in the whole study region. In case of severe
climate change (BAU) only the western coastal regions would be worse off but the conditions
running from North to East of the study region would improve the most in this scenario. The
latter is relevant for two reasons.

First, the northeastern interior of SH is the region where currently most of the inhabited LMG
habitats are located (Figure 4.2B, orange circles). With climate change in mind, conditions
would thus improve the most particularly for these existing populations. Second, the north-
ern regions are currently the most difficult terrain for the LMG, where hardly any populations
are found. Although it is going to remain the least suitable region climatically (Figure 4.8A,
Appendix B.1), it would improve the most in the more severe CCS (Figures 4.8B-C, Appendix
B.2) and as a result could facilitate LMG expansion to the North. Poniatowski et al. (2020)
already found that many grasshopper species including the LMG expand their range due to
global warming. Especially a climate change driven northern range shift is often discussed
for – among other species (Van der Putten, 2012) – insects as well (Stange & Ayres, 2010) and
was particularly shown for several grasshopper species (Poniatowski et al., 2018a).

4.4.3 Higher Grassland Cover Allows Larger Population Size

The second region currently scarcely populated by the LMG is the west coast of SH and its
interior. Only in the southern and central parts along the coast, a few populations are found.
This is despite the fact of it having a high grassland cover (Figure 4.2B) and that our simula-
tions showed suitable conditions of potentially high population density throughout the region
(Appendix B.2) even with mild climate change (FF). Especially on the central west coast with
highest grassland cover (Figure 4.2B) that is notably correlated with high population size (Ta-
ble 4.3, ρ between 0.63 and 0.68) there are currently no known LMG populations (Figure
4.2B, missing orange circles).

Even though it is reasonable that the higher availability of grassland allows a larger number
of populations – and thus higher overall population size, the reason for the sparse presence of
the LMG is apparently neither the climatic nor the biotic conditions but likely the fact that
the northwestern region of SH has the state’s highest percentage of agricultural land, with
more than 74 % (Statistisches Amt für Hamburg und Schleswig-Holstein, 2021).

The negative correlation of grassland cover with maximum established distance (Table 4.3, ρ =
−0.45 to −0.52), on the other hand, can be ignored within the domain of the model. It is due
to the fact that especially in fragmented landscapes the LDD process applies, allowing for
above-average dispersal distances.
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The main problem for all of the currently (mostly) uninhabited regions, especially in the
Northwest of the study region, is the relatively large distance to the closest established LMG
populations (Figure 4.2B, orange circles). Measures to assist the LMG to migrate to these
regions are likely to depend on local constraints and can only be partly derived from the
results of the present study. We will nevertheless address potential management strategies
later in the discussion.

4.4.4 Mowing Slows Down Dispersal but still Allows it up to a Threshold

The key to all above considerations is the right timing of grassland mowing because it is one
of the critical factors for the dispersal success (Figure 4.7) and survival of LMG populations.
In our preceding study, it was unclear how to interpret the diminishing effect of mowing on
the LMG’s lifetime during summer and early autumn (Leins et al., 2021, Figure 9). From
the results of the present study we learn that, while population development might become
increasingly restricted when mowing up to calendar week 25 and down to calendar week 32
(Figure 4.7), it still allows (slower) dispersal and establishment outside of a source habitat’s
dispersal radius (Figure 4.6).

It is important to bear in mind that there is a spillover effect within the dispersal radius
due to the unrealistically undisturbed source habitats and that the mowing dates should be
interpreted in relative, not absolute terms (Section 4.2.5). Yet, the resulting dates provide
valuable insight for potential management strategies in agricultural grasslands, because it
means that there are ways of supporting LMG establishment and dispersal while allowing
economically beneficial land use. Especially the early mowing weeks of late spring and early
summer are of relevance here, because they were found to be most cost-effective (Gerling et
al., 2022).

Furthermore, with a minor climate change (FF) mowing is even less problematic for a longer
period of time before summer in most parts of SH than it would be with the more severe sce-
narios MOD and BAU (Figure 4.8C, Appendix B.2). Such a longer period of unproblematic
mowing with the Clim-FF scenario could be highly relevant when considering the implica-
tions of climate change for the species. Yet, this assessment is only valid under the assump-
tion that beginning and duration of vegetation growth does not shift in the same way as the
life cycle development of the LMG. In order to examine this hypothesis, dynamic models of
grassland growth and management decisions would indeed be useful.

We discussed above that from climate change alone the LMG would benefit in all (MOD) or
most (BAU) parts of the study region. However, SH is with an agricultural area of 68.5 %
(Statistisches Bundesamt, 2021) the most intensively farmed state in Germany (50.6 %). In
such an environment, the LMG would thus be better off in case of minor climate change or
none at all. It would still require measures reducing intensive grassland use to allow the
LMG to thrive and expand.

4.4.5 Spatially Stationary Simulations as Indicator for Suitable Regions

As pointed out above, simulations without dispersal could already help identifying regions
that in principle support LMG development and highlight the general implications of dis-
turbances such as mowing on LMG populations. Depending on the evaluation parameter
of simulations with dispersal, we found correlations of different extent with the population

80



4.4 Discussion

density stemming from the spatially stationary simulations (Table 4.3, top rows): Less sur-
prisingly, the population density of established habitats within a region highly correlated
(ρ = 0.74–0.87), because it is mainly driven by regional climate conditions. Furthermore,
there is only little correlation (ρ = 0.24–0.4) with the population size as it depends more on
grassland cover (see above).

Interestingly, however, there is a noticeable positive correlation (ρ = 0.56–0.71) with the es-
tablished distance, especially for the less severe CCS. Therefore, results from simulations of
stationary populations could already be a good indicator for the development – and even the
general ability to disperse – of species such as the LMG in a regional context. Within the
domain of our model, high spatial resolution thus is not the key factor for broadly identi-
fying (climatically) suitable regions. This is a useful insight, especially because simulations
without dispersal require less information about a target species and have a much shorter
runtime.

The actual development and distribution of a dispersing population could, however, change
both qualitatively and quantitatively depending on the spatial patterns and climatic gra-
dients within a region. Particularly in combination with disturbances, the introduction of
the dispersal process delivered valuable information: First, mowing schedules that seemed
highly problematic in spatially stationary simulations could still allow (reduced) dispersal
success. Second, the grassland cover could change the implications of a region’s general suit-
ability, because it might either hinder dispersal in fragmented landscapes of otherwise suit-
able conditions (Bönsel & Sonneck, 2011) or improve population establishment with high
cover (Table 4.3, bottom rows) and thus a larger number of refuges.

The relevance of a dispersal process and spatial patterns might increase further if other fac-
tors are additionally considered. A mechanistic dispersal process (Vinatier et al., 2011) in-
stead of the present statistical approach could, for instance, result in a more directed pref-
erence for neighboring habitats. This effect would especially apply, if (micro) climate was
more heterogeneous or less gradually distributed in a study region. Similarly, a more realis-
tic distribution of varying land use (timing) or other detrimental / beneficial environmental
conditions could hinder / promote regional dispersal attempts. Furthermore, considering
the effects of spatial patterns such as fragmentation on, for example, dispersal and mortal-
ity rates or extinction events might further change species distribution. Ways of including
some of these mechanisms into the model to analyze the dispersal success in more detail are
addressed at the end of the discussion.

4.4.6 Management Decisions Require Expertise on a Regional Level

Overall our results showed that there is no universal formula for protecting and supporting
LMG populations in cultivated grasslands of North Germany, just a tendency in the impli-
cations of (future) climate change and a coarse window of unsuitable mowing schedules.
Though a broad approach of rather low-impact land use could be applied using our results,
it would probably not be feasible on a large spatial scale, because such measures of poor
spatial targeting have proven to be less effective (Meyer et al., 2015). At the same time, the
uncertainty of climate change makes robust and cost-effective conservation policies necessary
(Drechsler et al., 2021). Therefore, management decisions require expertise on a regional or
even local level and should remain flexible, especially in grasslands (Joyce et al., 2016), to be
able to react to the severity of climate change (Hulme, 2005). As mentioned above, our ap-
proach regarding management strategies is too broad to recommend specific local measures
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of LMG conservation, but we want to discuss below some suggestions that can nevertheless
be derived from our results. We focus mainly on such suggestions, which could also be ad-
dressed with the HiLEG model using an adapted simulation setup in a follow-up study.

Heller & Zavaleta (2009) compiled a ranked list of recommendations for management strate-
gies and conservation planning in the face of climate change. The authors recommended the
integration of climate change monitoring into conservation planning, particularly in terms
of management schedules. We can follow this recommendation because our results show,
even for a small state like SH, that regional differences occur due to timing of mowing and
severity of climate change (Figures 4.7 and 4.8). Coupling the mowing schedules to local cli-
mate conditions in some grassland plots could be one way to simulate such monitoring and
help clarify its effect on the species dispersal success, especially if the coupled schedule falls
outside the unsuitable time window. Additionally simulating aggregated grassland plots of
suitable timing could help analyzing the effect of creating refuges of larger size, which is
another recommendation stemming from the ranked list.

Our results and data further suggest that, despite the regional differences already discussed
above, there are other factors worth considering for the allocation of conservation planning.
Obviously, conservation measures should be focused on regions where the target species is
already present, at least if the objective is not its reintroduction. In case of the LMG in SH
(Figure 4.2B, orange circles), this does not necessarily match the regions suited best for the
species, as discussed in Sections 4.4.2 and 4.4.3 regarding varying climate conditions and
grassland cover. The spatial maps of dispersal success we compiled for this study (Figure 4.8,
Appendices B.1 and B.2) give a first idea of both, potentially promising regions and others
that would require precaution in management.

Along with the occurrence data, the spatial maps also highlight potential dilemmas for con-
servation planning, namely that the regions whose suitability would likely develop the most
are sparsely inhabited, and that the most populated regions also have fragmented grasslands.
While developing uninhabited, yet connected grasslands for species such as the LMG might
be a long-term management objective, the species’ low dispersal speed could prove prob-
lematic for conservation planning in fragmented landscapes. Creating undisturbed satellite
habitats in terms of metapopulation theory (Levins, 1969; Hanski, 1999) would in theory
promote occasional (long distance) dispersal and compensate for local extinction, but the
benefits of such metapopulation dynamics in fragmented landscapes for slowly dispersing
species are controversial (Bönsel & Sonneck, 2011).

Altogether, simulating and exploring the prospects of different measures in different regions
before actually implementing them is advisable. Such simulations could easily be conducted
with only minor modifications to the HiLEG model and deliver valuable insights to conser-
vation agencies for the protection of local LMG populations. With the right set of parame-
ters, the model could additionally be adjusted for the life cycle of other species to achieve
a broader picture of the implications for disturbed grassland communities in the face of cli-
mate change. However, as grasshopper species like the LMG are considered indicators for the
quality of grassland biotopes (Sörens, 1996; Báldi & Kisbenedek, 1997; Keßler et al., 2012),
the analysis of single species already gives a good idea of the implications for such a commu-
nity.
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4.5 Conclusion

The introduction of dispersal into the highly resolved, yet formerly non-spatially-explicit
HiLEG model provided valuable insights regarding the implications of anthropogenic dis-
turbances for the large marsh grasshopper (LMG) under different climate change scenarios.
Our study reconfirmed that the LMG in principle benefits from a moderate climate change
in temperate regions and was also helpful in unraveling the impact of grassland mowing
schedules that were previously unclear. Namely that some of the schedules, despite inhibit-
ing population development, could still allow species dispersal to some extent. It depends on
the regional conditions and severity of climate change which mowing schedules this mainly
involves.

A milder climate change permits a longer mowing period in the beginning of the season and
is more beneficial in the southwestern parts of Schleswig-Holstein (SH). This is an impor-
tant observation, because early mowing provides the highest yields for farmers. More severe
climate change, on the other hand, allows for earlier resumption of mowing after summer,
especially outside the western interior of the state. Grassland cover only plays a minor role
in the development of the LMG, though a high cover facilitates population establishment
within a region.

However, many of the regions that might either improve the most under climate change
(North SH) or offer high grassland cover (West SH) are currently scarcely populated by the
LMG. Assisting the grasshopper in migrating to those regions will require flexible manage-
ment decisions on a local level, especially because the key factors hindering the LMG from
thriving are anthropogenic (thus controllable) disturbances such as grassland mowing. Im-
proving these practices might benefit other (insect) species as well, because of the LMG’s role
as indicator for the quality of grasslands. However, this would need to be tested as the life
cycles and their most sensitive phases can vary widely between species. HiLEG was designed
to be adaptable for other grassland insect species as well (Leins et al., 2021).

In the above discussion, we identified four factors that we recommend to consider for such
regional management decisions: (1) the development of climate conditions (when and in
which region to apply measures); (2) the grassland cover (size, number and distribution of
refuges); (3) the existence of LMG populations (habitats prioritized for protection); and (4)
the use of simulation models (identifying suitable measures before implementing them).

The results from both the present and previous study, with and without consideration of dis-
persal, provided a number of key indicators for potential management strategies in cultivated
landscapes. With their input alone, a reasonable protection of grassland (insect) species such
as the LMG can be achieved. To further assist stakeholders on a regional level in their deci-
sion for viable management strategies, a more realistic or rather heterogeneous integration
of disturbances could be of relevance. Such a follow-up study can easily be performed with
only minor modifications to the HiLEG model along with the matching set of parameters –
eligible for other target species as well.
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5 Finding the right balance of conservation effort in
cultivated grasslands: A modelling study on

protecting dispersers in a climatically changing and

anthropogenically disturbed environment

An article with similar content to this chapter is ready for submission to Conservation Biology
as: Leins, J. A. & Drechsler, M. Finding the right balance of conservation effort in cultivated grass-
lands: A modelling study on protecting dispersers in a climatically changing and anthropogenically
disturbed environment

Abstract

Managing cultivated grasslands in a sustainable way is controversial, because it often goes
along with economical loss and additional effort for local farmers. On the plus side, such a
management could permit inhabiting species not only to survive but to thrive and expand
their range. In order to satisfy both aspects, it can be helpful to minimize conservation effort
to a degree that is still ecologically beneficial but intervenes as little as possible with regional
land-use customs. Computer simulations are a useful tool to find such compromises prior
to implementing management strategies. We simulated the population development of the
large marsh grasshopper, a grassland species with limited dispersal abilities, in a disturbed
and climatically changing environment of Germany up to the year 2080. Our results show
that - in a spatially aggregated landscape - adapting the harvesting schedule in a relatively
low number ≤ 7 % of (in)directly connected yet otherwise intensively managed grasslands
suffices for species preservation and even expansion to some extent. The effect on dispersal
success of additional conservation effort above this 7 % threshold is significantly lower than it
is below the threshold. In terms of population size, however, every additional refuge benefits
the grasshopper. Climate change enhances the positive effects on the target species even fur-
ther. A higher level of fragmentation, however, requires a substantially larger conservation
effort in terms of protected grassland proportion. Therefore, it is recommended and more
effective to focus on the implementation of protected areas within spatially aggregated grass-
lands. Stakeholders should additionally be aware of the fact that it can take several years for
a conservation effort to become apparent and measurable, especially if the goal is to support
an isolated or reintroduced species in expanding into unpopulated territories.

5.1 Introduction

Unsuitable land use practices can amplify the negative impact of global warming or constrain
the adaptive capacities of endemic species (Oliver & Morecroft, 2014). In fact, there are
instances of formerly endangered species benefiting from climate change in theory that could
still be prevented from thriving by regional land use practices (Leins et al., 2021; Leins et al.,
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2022; Poniatowski et al., 2018a). From a perspective of conservation planning, it is imperative
to identify measures that support target species or ecological communities on a long run
before implementing them, especially in cultivated landscapes.

In such regions, it is impossible to implement comprehensive measures at will to achieve a
conservation goal, as land is often in private ownership or other interests are of (higher) rel-
evance. Rather, it is necessary to take focused and metered conservation measures that allow
target species to thrive and, ideally, expand their range despite the disturbed environment.
With the respective knowledge it can be easier to either find the land owners’ acceptance
towards conservation measures or intervene with their land use practices as little as possi-
ble (Moloney et al., 2018; Will et al., 2021; Nguyen et al., 2022). As thoroughly discussed
in our previous studies (Leins et al., 2021; Leins et al., 2022), simulation models together
with population viability analysis (PVA) are a valuable tool to aid stakeholders in their ef-
fort of identifying such suitable measures. We showed furthermore that suitably managing
smaller grassland plots can suffice to support populations locally and that even less suitable,
homogeneously distributed management plans can allow moderate dispersal of a species.

However, both natural and cultivated environments are usually more heterogeneous in terms
of composition and usage. Projecting required connectivity between suitable habitats to al-
low successful dispersal in an otherwise disturbed environment is more challenging. There
are different concepts on assessing connectivity in randomly distributed environments. In
percolation theory (Stauffer & Aharony, 1994), a critical probability threshold is determined
above which the general connectivity of an (infinite) environment is assured. On basis of
this theory, With (2002) suggested a proportion threshold level ≥ 50 % of connected replicate
landscapes (generated using the same probability value) as a more reasonable measure for ap-
plied movement ecology to assess likely connectivity in finite landscapes. Another approach
extends the binary definition of suitable and unsuitable habitats to include habitats of inter-
mediate suitability (Wiegand et al., 2005; Wiegand et al., 1999). These so-called poor-quality
habitats could function as stepping stones between suitable habitats that are otherwise (too)
far apart, and in this way achieve connectivity way below the thresholds mentioned before.

All above concepts are considered for the analysis and setup of the present study using an-
other extension of the HiLEG model (Chapter 2). The study explores the effects of applying
conservation effort of increasing extent (number of protected habitats) on the population de-
velopment and dispersal success of the large marsh grasshopper (LMG, Stethophyma grossum)
in cultivated grasslands of different fragmentation levels. More precisely, the analysis aims
at identifying the effort required to support an established LMG population at the edge of
uninhabited territory in dispersing into new habitats of North Germany depending on pro-
jected climate change scenarios (CCS) of increasing severity. We addressed this issue with the
following research questions:

(1) How does the relative effort in conservation-oriented grassland management affect the
population development of a species with limited dispersal ability?

(2) Are there time-critical factors that are worth considering for conservation planning in
a climatically changing environment?

(3) Does the conservation effort required to meet a conservation target differ depending on
the spatial landscape structure?

The formerly endangered (Winkler & Haacks, 2019; Winkler, 2000) LMG is a species well
suited for such an analysis. It is native to wet grasslands (Heydenreich, 1999) and is affected
differently by external factors such as climatic conditions (Wingerden et al., 1991; Ingrisch,
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1983) and land use (Leins et al., 2021) during its annual life cycle. Studies confirm that in
theory it is benefiting from global warming (Leins et al., 2021; Poniatowski et al., 2018a;
Trautner & Hermann, 2008), but at the same time its range could mostly remain restricted
by land use practices (Löffler et al., 2019; Poniatowski et al., 2018a; Leins et al., 2022). It
occasionally traverses greater distances, but its basic dispersal ability is rather low rendering
it vulnerable to local disturbances. Mowing schedules that could allow reasonable regional
development of the species exist (Leins et al., 2021; Marzelli, 1997), yet, the broad implemen-
tation of such schedules could prove difficult due to their reduced cost-effectiveness (Gerling
et al., 2022).

Particularly regarding the latter difficulty, the present study intends to evaluate a limiting
configuration of regional land use schedules. That is, a simulation setup in which single pro-
tected refuges are randomly distributed (with varying probability) in an intensively managed
environment, i.e., a limited number of refuges in cultivated grasslands of high yield. Local
populations must therefore cope in an environment that is suitable in principle, but for the
most part highly disturbed. Taking into account two spatial configurations of a landscape,
the grasslands surrounding an initially isolated population is either aggregated with a high
number of (suitable) habitats, or fragmented with a low number of respective habitats. Both
the spatial configuration and the location of the initial populations are obtained from realis-
tic data and surveys of North German grasslands. As another factor affecting the LMG’s life
cycle, three CCS of increasing severity were applied during simulation runs.

Overall, the simulation results are expected to clarify, if and to what extent configurations of
minimal heterogeneity (high number of intensively managed grassland versus varying, yet
low number of refuges) already suffice to achieve a regionally sustained or expanding LMG
population.

5.2 Material and Methods

The experimental setup (Section 5.2.1) and evaluation parameters (Section 5.2.2) used for the
present study are described in the following. Table 5.1 gives and overview of the relevant pa-
rameters for initialization and evaluation of the simulation runs. The simulations were run
using the most recent version of the HiLEG model1 and the output data2,3 as well as calcu-
lated evaluation data4 are available online. For a detailed description of the implementation
and parameterization of the HiLEG model, please refer to Chapter 2.

5.2.1 Experimental Setup

We used the stage- and cohort-based, spatially explicit HiLEG model to simulate the devel-
opment of an LMG population dispersing from one out of two known grassland habitats on
the edge of grasslands in the German federal state of Schleswig-Holstein (SH) (Fig. 5.2A-B)
that are currently uninhabited by the LMG. Following Griffioen (1996) the LMG’s maximum
dispersal radius (potentially connecting two habitats) was defined as raddisp = 1,500 m and
the occasional long distance dispersal (Oppel, 2005) due to its principle flight ability (Sörens,

1GitLab repository of HiLEG release version v1.5: https://git.ufz.de/leins/hileg/-/tree/v1.5
2Output data (spatially aggregated region): https://www.ufz.de/record/dmp/archive/12742/en/
3Output data (spatially fragmented region): https://www.ufz.de/record/dmp/archive/12741/en/
4Evaluation data: https://www.ufz.de/record/dmp/archive/12743/en/
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1996) was ignored for the present analysis. Existing grasslands were subdivided into habitat
plots with an area of Ahab = 250 × 250 m2 each. The first known habitat (in the upper cen-
ter of the state) is located in a landscape of spatially rather aggregated grasslands, while the
surroundings of the second known habitat (on the northern border of the state) are highly
fragmented, yet still within dispersal range of the target species. For reasons of compara-
bility, only one of these habitats is initially considered populated in a single simulation run.
This originating habitat is defined as protected, i.e., biotic and abiotic conditions (despite
climate) are considered ideal, and only low-impact grassland mowing at the start and end
of the vegetation period (cf. Table 5.1, Tprot) is applied to account for management required
to maintain a favorable vegetation structure for the LMG (Marzelli, 1997). Apart from that,
mowing has a solely lethal impact on the population, but to a significantly different extent
depending on the species’ life stage (Leins et al., 2021). Surrounding grasslands are either
exposed to a conventional mowing schedule with five cuts per year (cf. Table 5.1, Tconv),
or randomly selected to function as protected habitat similar to the habitats of origin. The
probability pprot to be selected as protected habitat is defined at simulation start, where pos-
sible values are pprot ∈ {0.01,0.02, . . . ,0.2,1.0}. Here, a simulation with pprot = 1.0 functions as
control or benchmark and represents a scenario where all habitats are defined as protected.

The timing of grassland mowing is coupled to the start of the vegetation period tveg . Fol-
lowing Gerling et al. (2020), this period starts when the yearly temperature sum surpasses
200.0 °C. Adapting their calculation to the surface temperature ωts used in the present study
gives the following equation:

sumts =
I∑

i=1

(x ×ωi
ts)∀I ∈ {1,2, . . . ,364} until sumts ≥ 200.0°C,

x =


0.5, if 1 ≤ i ≤ 31

0.75, if 32 ≤ i ≤ 59

1.0 if i ≥ 60

, (5.1)

ωi
ts =

0, if ωi
ts < 0

ωi
ts, otherwise

Here, sumts is the summed surface temperature, ωi
ts is the mean surface temperature (ignor-

ing negative values) on day i of a year, and x is a weight including the temperature values of
January and February with only 50 % and 75 % of their extent. The value of tveg equals the
day i where tsum reaches 200.0 °C.

Simulations run for 60 years on the basis of a daily time step starting January 2020 and
ending December 2079. One out of three CCS is applied at simulation start. Below, these
scenarios will be distinguished by action taken towards reducing CO2 emissions: full force
(FF, RCP2.6), moderate (MOD, RCP4.5) and business as usual (BAU, RCP8.5), where RCP
stands for Representative Concentration Pathways of CO2. The projected climate parameters of
daily resolution have a different effect on the processes of population dynamics depending
on the current life stage (e.g. Wingerden et al., 1991; Ingrisch, 1983) and define the start of
the vegetation period as described above. They also differ on the spatial scale and at least
slightly per habitat.

For each combination of the above simulation parameters, 100 replicates were created, with
each of them using a unique random seed. Per replicate, or rather random seed, this leads to
a different distribution of protected habitats, time series of climate projections and changes
the outcome of stochastic processes on a cohort-level.

88



5.2 Material and Methods

Table 5.1: Selection of parameters used to initialize a simulation run (above double line) and to evaluate sim-
ulation results (below). First column: parameter name used in text. Second column: mathematical parameter
symbol. Third column: valid parameter value(s) and their units (if applicable). Fourth column: brief description
of parameter.

Parameter Name Symbol Value(s) / Unit Description

starting date tinit 01 January 2020 The date of initial time steps translated to cli-
mate data index

duration t∆ 21,840 days Runtime in days resp. time steps
habitat area Ahab 250× 250 m2 Area of a grassland habitat
initial region reginit ∈ {aggr, f rag} Definition of originating habitat (region in

terms of spatial configuration of grassland
surrounding it, where aggr=aggregated and
frag=fragmented

climate change
scenario

CCS ∈ {FF,MOD,BAU } Representative Concentration Pathways of CO2
model

start of vegetation
period

tveg day Day on which the yearly sum of surface temper-
ature ωts reaches 200.0°C (see Eqn. 5.1)

mowing schedule Tmow ∈ {Tconv ,Tprot} Applied set of yearly mowing events at a distinct
grassland habitat

conventional
mowing schedule

Tconv = {42,84,126,168,210} Yearly timing (days after tveg ) of mowing events
in conventional managed grasslands

protective
mowing schedule

Tprot = {49,217} Yearly timing (days after tveg ) of mowing events
in protected habitats

protected grass-
land probability

pprot ∈ {0.01,0.02, . . . ,0.2,1.0} Probability of grassland to be defined as pro-
tected habitat (Tmow = Tprot) at simulation start

dispersal radius raddisp 1,500 m Maximum distance covered by an individual
(Griffioen, 1996)

inhabited status statinh ∈ {occ,est, res} The inhabited status of a grassland habi-
tat, where occ=occupied, est=established,
res=residential

potential range rngpot m The distance in meters from habitat of origin to
farthest habitat (in)directly connected by raddisp

realized (inhab-
ited) range

rnginh,
inh ∈ statinh

m The distance in meters from habitat of origin
to farthest occupied / established / residential
habitat

number of chang-
ing habitats

∆ninh,
inh ∈ statinh

∈ N Yearly number of habitats changing their inhab-
ited status to occupied / established / residential

population density densocc ind. m2 Population density in individuals m2 consider-
ing all occupied habitats in the region

Abbreviations: aggr=aggregated, BAU=business as usual, CCS=climate change scenario, conv=conventional,
dens=density, disp=dispersal, est=established, FF=full force, frag=fragmented, hab=habitat, inh=inhabited,
init=initial, m=meters, MOD=moderate, mow=mowing, occ=occupied, pot=potential, prot=protective / protected,
rad=radius, reg=region, res=residential, rng=range, scen=scenario, stat=status, t=time step, veg=vegetation

5.2.2 Evaluation Parameters

To determine dispersal success and population development depending on simulation
setup, we calculated or extracted several evaluation parameters from the simulation out-
put and grouped them by the initialization parameters (Table 5.1) reginit ∈ {aggr, f rag}
(initial region containing the habitat of origin), Tmow ∈ {Tconv ,Tprot} (conventional / pro-
tective mowing schedule), CCS ∈ {FF,MOD,BAU } (climate change scenario) and pprot ∈
{0.01,0.02, . . . ,0.2,1.0} (protected grassland probability). The results were further accumu-
lated by simulation year and spatially distinguished by two states of a grassland habitat:
(1) the mowing schedule randomly determined at simulation start (Tmow ∈ {Tconv ,Tprot}),
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where conventional usage (Tconv) represents a five-cut mowing schedule and protective us-
age (Tprot) defines a species’ refuge with two cuts at start and end of the vegetation period
(cf. Table 5.1 for definition of mowing days); and (2) the inhabited status during a sim-
ulation year (statinh ∈ {occ,est, res}), i.e., whether a habitat was occupied at all, at some
point contained a large enough population to be considered established when monitored
(imago density ≥ 0.002 individuals m−2, including immigrants), or at some point con-
tained a large enough residential population (hatched from eggs laid in preceding year, i.e.,
imago density ≥ 0.002 individuals m−2, excluding immigrants). Figure 5.1 illustrates the in-
habited status of a hypothetical grassland cell using a stylized representation of imago den-
sity development within three years. The distinction between the inhabited status is crucial
for the interpretation of the results: a habitat may become randomly occupied for a brief pe-
riod, but never develop a substantial population size; locally measuring a large enough (thus
theoretically established) population can be due to a high number of immigrants from nearby
(protected) habitats; considering a population residential highlights a locally uninterrupted
life cycle, but as a measure it masks the presence of smaller populations.

total density

immigrants

hatched

density threshold

occupied
i n h ab i t e d s t a t u s o f a g ra s s l a nd ce l l

established

development of imago density

residential

year 1 year 2 year 3

Figure 5.1: Stylized development of imago density in a hypothetical grassland cell within three years to illustrate
the local inhabited status. The solid line represents the current total imago density, the light grey areas the
density share of immigrants, and the dark grey areas, framed by a dashed line, the density share originating from
eggs hatched in the cell itself. The dashed horizontal line marks the density threshold responsible for a change in
inhabited status: if a total density > 0 remains below the threshold, the cell is considered occupied; if total density
exceeds the threshold, the status changes to established; if, in addition, the density share of hatched eggs exceeds
the threshold, the local population is considered residential

The evaluation parameters used in the analysis have two levels. One is the spatial configu-
ration that arises from the random distribution of protected habitats. Here, two protected
habitats are defined as directly connected if the distance between them is not greater than
the LMG’s dispersal radius (raddisp = 1,500 m). If there is a connection through other directly
connected protected habitats, the two habitats in question are considered to be indirectly con-
nected. All protected habitats (in)directly connected to the habitat of origin are considered
the protected network. The straight distance [meters] from the originating habitat to the far-
thest habitat in the protected network will be called potential range (rangepot). When ignoring
the habitats’ land use type (typeuse), all grasslands (in)directly connected to the originating
habitat are considered the functional network and described as functionally connected.

The second level of evaluation parameters is the realized distribution and development of an
LMG population depending on the categories and spatial configuration described above: (1)
the straight distance [meters] from the habitat containing the initial population to the far-
thest occupied habitat (realized occupied range, rangeocc), established habitat (realized estab-
lished range, rangeest) or residential habitat (realized residential range, rangeres); (2) the yearly
number of habitats changing their inhabited status to occupied (∆nocc), established (∆nest) or
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residential (∆nres) for the first time; and (3) the mean population density [individuals m2] of
all occupied habitats (densocc).

5.3 Results

Benchmark for the analysis are the replicate(s) that yielded the most optimistic results by the
end of the simulation in 2079. These were the ones parameterized with ideal (yet unrealistic)
conditions of 100 % protected grasslands (pprot = 1.0) in the most severe scenario BAU, as the
LMG benefits from global warming (Leins et al., 2021). Here, the grasshopper managed to
occupy habitats in distances of up to 13,313 m (aggregated region) and 8,139 m (fragmented
region). The resulting distribution under ideal conditions is depicted in Figure 5.2B (black
dots).
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Figure 5.2: Outline map of the federal state Schleswig-Holstein (A), with the black rectangles marking both
study regions containing the habitats of origin. Distribution of grasslands (grey dots) in the study region (B) and
habitats occupied at simulation end (black dots) under ideal conditions (pprot = 1.0, RCP8.5) in at least 1 out of
100 replicates. Eeach dot represents a grassland plot with an area of 62,500 m2. The green dots mark the habitats
of origin in the fragmented and aggregated landscape, and the green circle their dispersal radius. Other colored
dots highlight the distribution of protected grasslands for one realization of pprot = 0.08, where the orange dots
mark refuges belonging to the protected network of either of the originating habitats, and the purple dots the ones
outside the network. The orange circles depict the potential ranges of the same pprot value depending on region
(fragmented: 2,096 m; aggregated: 10,242 m). Proportion of replicates (y-axis) having a respective minimum
potential range (x-axis) from the originating habitat’s perspective (C) in the fragmented (solid black lines) or
aggregated region (dashed black lines) depending on the protected grassland probability pprot ranging from 0.01
to 0.2 (subplots). The horizontal orange dashed line marks a proportion of 0.5. Red marks highlight the mean
realized residential range at simulation end depending on region (triangle: fragmented; square: aggregated)

The potential range (cf. Section 5.2.2) is different depending on initial region. Figure 5.2B
(colored dots) shows the distribution of protected habitats exemplary for one realization (or
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replicate) of pprot = 0.08, where the orange dots represent habitats belonging to the protected
network (orange dots) in either one of the initial regions. In general, the proportion of repli-
cates having protected habitats within a certain potential range greatly differs between regions
(Figure 5.2C). While for the aggregated grasslands and pprot > 0.06 in more than 50 % of the
cases (cf. threshold level in With, 2002) the potential range reaches as far as the realized occu-
pied range under ideal conditions (Figure 5.2C, black dashed lines above purple horizontal
line), this is only true for a small percentage ≪ 50 % of replicates for pprot > 0.13 of the
fragmented landscape (Figure 5.2C, black solid lines).

Contrary, the proportion (or number) of replicates having certain realized (residential) ranges
(Figure 5.3, Table 5.2A-C) does not match the potential range. The LMG’s residential range is
usually below or occasionally equal to the determined potential range of protected grasslands
(Figures 5.3C and F, Table 5.2A). In none of the simulations (protected) grasslands outside
the protected network received sufficient immigration to allow an established or residential
population (Figures 5.3B-C and E-F, purple line). This is despite the observation that there
are a occasions during the simulation runs where grasshoppers occupy grasslands outside the
reach of the closest refuge (Figures 5.3A and D, dots above purple line; Table 5.2C), but in
numbers too low to survive without repeated additional immigration. Thus, the functional
connectivity of grasslands (independent of their inhabited status) did not result in realized
(residential) ranges outside the protected network.
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Figure 5.3: Potential range (rpot) in meters (x-axis) versus realized range (rrel ) in terms of farthest occupied
(A, D), established (B, E) or residential (C, F) habitat during a 60 year simulation run in the aggregated (TOP)
or fragmented (BOTTOM) landscape (note different scales in subplots). Each dot represents one replicate run
(N=6,000), while the shade of a dot highlights whether rreal remained below (light grey) or within 1,500 m (black)
of rpot , or exceeded it further (dark grey). The diagonal dashed lines mark the respective thresholds (ORANGE:
rreal = rpot , PURPLE: rreal = rpot + 1,500 m). Purple dots additionally mark (occupied) refuges outside the latter
threshold. Vertical and horizontal dashed green lines mark the 1,500 m dispersal radius around the habitat
of origin. The potential range was only calculated up to respective range under ideal conditions (pprot = 1.0,
RCP8.5), thus the clustering of points at the maximum values of the x-axis.
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Table 5.2: Simulation replicate stats grouped by: (second column) constraint regarding inhabited status depen-
dent range rnginh compared to potential range rngpot ; (third) inhabited status; and (last six) region and climate
change scenario. Upper rows (ID A-C) contain proportion and number of replicates achieving habitats of an in-
habited status of certain constraint during simulation run, e.g. with rnginh remaining within rngpot (first three
rows). Bottom rows (ID D) contain R-squared values for rnginh dependent on rngprot

replicate subsetting aggregated fragmented

ID constraint inh. status FF MOD BAU FF MOD BAU

proportion (number) of replicates

A rnginh ≤ rngpot

occupied
0.83

(n=1663)
0.83

(n=1651)
0.8

(n=1597)
0.43

(n=864)
0.33

(n=662)
0.24

(n=487)

established
0.87

(n=1730)
0.85

(n=1706)
0.83

(n=1651)
0.6

(n=1207)
0.45

(n=900)
0.31

(n=619)

residential
0.99

(n=1990)
0.99

(n=1988)
0.98

(n=1967)
0.97

(n=1933)
0.9

(n=1802)
0.72

(n=1438)

B
rnginh > rngpot∧

rnginh ≤
rngpot + 1,500 m

occupied
0.07

(n=131)
0.05

(n=103)
0.05

(n=100)
0.36

(n=718)
0.36

(n=723)
0.28

(n=552)

established
0.14

(n=270)
0.15

(n=294)
0.17

(n=349)
0.4

(n=793)
0.55

(n=1100)
0.69

(n=1381)

residential
0.01

(n=10)
0.01

(n=12)
0.02

(n=33)
0.03

(n=67)
0.1

(n=198)
0.28

(n=562)

C
rnginh >

rngpot + 1,500 m
occupied

0.1
(n=206)

0.12
(n=246)

0.15
(n=303)

0.21
(n=418)

0.31
(n=615)

0.48
(n=961)

occupied
refuge

0.02
(n=35)

0.02
(n=36)

0.03
(n=54)

0.03
(n=52)

0.05
(n=98)

0.11
(n=228)

R-squared

D rngpot ∼ rnginh

occupied 0.36 0.4 0.7 0.14 0.35 0.65
established 0.34 0.37 0.68 0.11 0.33 0.64
residential 0.51 0.55 0.77 0.33 0.53 0.74

However, the share of protected grasslands influences the pace of the dispersal process within
the protected network after a settling phase of five to nine years (Figures 5.4A-B), depending
on region and protected grassland probability. Differences in the residential range depending
on the probability of protected habitats slowly become apparent afterwards and grow more
significant with advanced simulation time. In the aggregated landscape, it takes on average
29-42 years to find residential habitats outside the dispersal radius of the originating habitat
while LMG residents remain within this radius for pprot ∈ {0.01,0.02} (fragmented: 39-59
years, pprot ∈ {0.01, . . . ,0.06}).

The initial delay in achieving residential habitats is explained by the (decreasing number of)
newly occupied grasslands during the first years (Figures 5.4C-D): Singular source of col-
onization is the population in the originating habitat (thus the decreasing number of new
habitats) up to the point where occupied (protected) habitats have grown a large enough
population themselves to breed a substantial number of emigrants (Figures 5.4E-F). Only af-
ter that, the maximum residential range is constantly increasing; or diverging for some of the
lower pprot values. The number of grasslands changing their inhabited status enters a fading
’occupied-residential’ cycle of different extent and slope depending on pprot and grassland
configuration around the habitat of origin (Figures 5.4C-F). In the fragmented landscape,
the rate of yearly occupation-residence remains low for all values of pprot and never reaches
the level of the initial exodus (Figure 5.4D). This proves to be different in the aggregated
landscape, where both rates keep increasing for most of the pprot values (Figure 5.4C).

Increasing conservation effort (in terms of pprot) continuously leads to an extended (residen-
tial) range by the end of the simulation in the aggregated landscape (Figure 5.5, TOP), but the
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Figure 5.4: Yearly development (x-axis) of evaluation parameters (y-axis, mean over replicates and climate change
scenarios, n=300) by initial region (LEFT: aggregated, RIGHT: fragmented) and (for clarity) selected protected
grassland probabilities pprot (line types and colors). A, B: residential range in meters. C, D: log10-scaled number
of habitats getting occupied for the first time. E, F: log10-scaled number of habitats becoming residential for the
first time. The dashed horizontal line in A and B marks the 1,500 m dispersal radius of the originating location.

rate of range expansion declines with each additional effort. While for values of pprot ≤ 0.07
(threshold depending on CCS), every additional percentage point significantly extends the
range, above this threshold constantly more effort is required to achieve substantial range ex-
pansion. Independent of the CCS, a 3-4 % share of protected grasslands suffices to allow the
LMG to become residential in habitats outside the dispersal radius of the originating habitat.

These patterns are different in the fragmented landscape (Figure 5.5, BOTTOM). Though
also here every increase in conservation effort promotes the LMG’s dispersal success to some
extent, a share of 7-11 % of protected grasslands (depending on CCS) is required to leave
the sphere of the originating habitat after 60 years. Even with higher efforts, the realized
residential range remains rather low under mild or moderate climate change. Only under
severe climate conditions a high conservation effort allows a substantial dispersal success.

Looking at the population density, there is a highly positive correlation with the value of pprot
(Figure 5.6). Every additional protected habitat (within potential range of the LMG) aids
the species in regionally extending its population. There is only a slightly more significant
effect when increasing small pprot values compared to higher values, but a substantial gain in
population density remains when increasing higher values as well.
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5.4 Discussion

The following sections discuss the implications for species such as the LMG regarding the
effect of poor-quality habitats on weak dispersers (Section 5.4.1), the relevance of lags in
population development for conservation planning (Section 5.4.2), the increased conserva-
tion effort for fragmented landscapes (Section 5.4.3), and the positive long-term influence
limited efforts can have on species development (Section 5.4.4). Note again the meaning of
the inhabited status, as it is important for the interpretation of the results: (1) an occupied
habitat had an arbitrary small imago density during a year; (2) in an established habitat, the
overall imago density surpassed a defined threshold but could exclusively consist of immi-
gration; and (3) for determining a residential habitat, immigration is ignored but the density
hatched from eggs laid in the preceding year must surpass the same threshold.

5.4.1 Highly Disturbed Habitats Insufficient for Transit of Weak Dispersers

In metapopulation theory (Hanski & Gilpin, 1997), landscapes are usually binary distin-
guished into terrain suitable and unsuitable for a species. Accounting for a more natural
environment, areas that are accessible by a species yet unfavorable for colonization can be
considered an additional category of terrain (Wiegand et al., 1999). These so-called poor-
quality habitats could facilitate reaching suitable terrain outside the potential dispersal range
of a migrating or roving species (Wiegand et al., 2005). At first glance, this facilitation also
applies to the results of the present study.

The potential range of the protected network exceeded the dispersal radius of the target
species’ originating habitats when protecting only a low percentage of grasslands both in the
aggregated and fragmented landscape (Figure 5.2B-C) Especially in the fragmented land-
scape, the realized occupied range of the LMG often exceeded the potential range (Table
5.2C), occasionally with even the closest neighboring refuges outside the species’ dispersal
radius (Figure 5.3, purple dots). The latter clearly indicates that the LMG utilized the whole
functional network (of unprotected habitats) during its dispersal process, i.e., passed through
poor-quality habitats to reach refuges outside the protected network.

Upon closer evaluation, though, the results indicate that utilizing poor-quality habitats in a
highly disturbed environment might not work for species with a short (annual) life cycle and
limited dispersal abilities such as the LMG. In contrast to the occasionally clearly exceed-
ing occupied range, the realized established range always remained within dispersal radius of
the closest refuge (Figures 5.3B and E, black dots) and the residential range rarely exceeded
the potential range by a few hundred meters (Figures 5.3C and F, black dots). Especially in
the fragmented landscapes, residential populations rather ’pooled’ on the edge of the poten-
tial range (Figure 5.3F, black dots) suggesting that the environment lacked the means (i.e.,
habitats suitable enough) for further dispersal.

In most of the cases, the residential range remained well below the potential range during
the 60 years (Figure 5.2C, red marks; Figures 5.3C and F, light grey dots below orange line;
Table 5.2), although both ranges might eventually align with prolonged simulation time. This
alignment is also supported by two factors connected to increasing severity of climate change:
(1) more established / residential populations are found outside the potential range (Table
5.2B), especially in the fragmented landscape; and (2) the correlation between potential range
and realized ranges (cf. R-squared values in Table 5.2D) becomes more pronounced. Thus,
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an environment better suited for the development of the LMG (i.e., its benefit from climate
change, cf. Section 5.1) promotes realized ranges closer to the potential range.

The observation that grasslands and refuges outside the protected network were occupied
but could not sustain an established or residential population indicates that species such as
the LMG require a frequent amount of immigration during the initial colonization of a new
habitat. Apparently, the connection between refuges via highly disturbed poor-quality habi-
tats of the present simulation setup is insufficient to substantially provide this influx. This
observation is in line with the findings of Poniatowski et al. (2018b) that habitat quality is
more important for grassland insects (including grasshoppers) than (functional) connectiv-
ity between them. Though it is possible that with with increasing number of replicates a
remote residential population might occasionally develop, the high number of simulations
where the realized residential range remained well below (aggregated) or ’pooled’ on the
edge (fragmented) of the potential range rather suggests that the distance between refuges
allowing smooth dispersal lies below the theoretical dispersal radius of the LMG.

This presumed link between refuge distance and smoothness of dispersal is supported by the
maximal realized ranges depending on the value of pprot: In more than 50 % of the cases,
relatively low pprot values build a protected network up to distances unreachable during
simulation time (Figure 5.2C), especially in the aggregated landscape. At the same time,
dispersal success further increased (significantly) despite of a relevant increase in potential
range (Figures 5.4, 5.5, 5.6). Thus, a higher probability of having (additional) refuges within
dispersal radius of other refuges, and therefore reduced distances between them, aids the
LMG in occupying more distant refuges within the protected network.

Note that the simulation setup depicts a rather extreme scenario in a landscape of overall
highly intensive land use with limited numbers of ideally managed refuges (cf. pprot). This
setup was chosen on purpose to analyze whether it makes sense to implement a (even low-
level) diversification of management schedules. As shown in Chapters 3 and 4, there are
management schedules that would support dispersal success and allow reasonable yields at
the same time. Applying a heterogeneous (less extreme) setup of management schedules
likely could lift the LMG’s restriction on the functional network.

5.4.2 Delay in Establishment Must be Accounted for in the Evaluation of the

Conservation Effort

The simulation results show that there is an initial delay in observing established or residen-
tial populations aside from the habitat of origin (Figure 5.4, TOP). With advanced simulation
time, observing newly occupied / residential habitats settles into a colonization-residence cy-
cle (Figure 5.4, MIDDLE / BOTTOM). Hence, the dispersal dynamics of the present model do
not follow a continuous diffusion process as postulated in Fick’s laws (Fick, 1855). Foremost
the initial lag is a familiar concept in invasion biology (Shigesada & Kawasaki, 1997), and
two of its main localized causes, inherent population growth and environmental conditions
(Crooks & Soulé, 1999), are also included in the present model. In conservation biology, how-
ever, the concept of dispersal lag is, as far as known, not discussed. This is despite the fact
that already in classical metapopulation theory (Hanski & Gilpin, 1997), time scales of both
local and regional dynamics (e.g. population growth and dispersal processes) are applied
and often considered to be interrelated (Drechsler & Wissel, 1997), so that the local dynam-
ics drive the regional dynamics. It has further been reported that in a dynamic landscape,
both population growth below a certain threshold and local environmental conditions alter
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the persistence of a metapopulation compared to the classical theory (Johst et al., 2002a).
Both the interrelation as well as the altered persistence could possibly result in a delayed
dispersal process similar to the present simulation results.

In the dispersal analysis of a range-expanding species, on the other hand, ignoring the effect
of local dynamics could result in a qualitative overestimation of dispersal speed, as indi-
cated by the delayed residential range. Therefore, it may be worthwhile for stakeholders in
conservation biology to consider the (initial) lag in dispersal during their planning, albeit
to enable a species rather than controlling it as intended in invasion biology. Especially for
smaller species that are difficult to monitor, such as the LMG, the effect of (initial) lagging
phases could be an important factor when assessing newly implemented conservation mea-
sures, because their effectiveness might only emerge after a prolonged period of time. While
the present study represents a specific case with a singular source of emigration (similar to
a species’ reintroduction), the cyclic trend of habitat establishment (Figure 5.4, BOTTOM)
shows that such a delay remains even with advanced simulation time.

The development seen in Figure 5.4 suggests that newly occupied grasslands require (1) a per-
sistent influx from already established / residential habitats, (2) time to become residential
themselves, and (3) a large enough population to be substantial source of emigration. Though
in a highly disturbed landscape, as applied in the present study, such a development only
works within a network of potentially connected refuges (Figure 5.4.1), this network does not
need to be implemented all at once as indicated by the delayed dispersal process. Depending
on the identified species-specific dispersal / establishment rate, conservation planners could
initially set up (temporary) refuges within a reasonable radius around known established
populations, reevaluate regularly and consecutively add more distant refuges based on the
evaluation. Including processes of learning and adapting into conservation planning was
suggested before (Grantham et al., 2010) and simulation models such as HiLEG can supply a
conceptual basis to support stakeholders in their practical planning.

Achieving the above requirements in a fragmented landscape is much more difficult because
of the lower number of available grassland. Even with a high conservation effort there is
rarely a single habitat becoming residential per year (Figure 5.4F), while in an aggregated
landscape this is already the case with relatively low effort (Figure 5.4E).

5.4.3 Required Conservation Effort Significantly Higher for Fragmented

Landscapes and Minor Climate Change

In general, the simulation results indicate that, for a species benefiting from climate change
such as the LMG, required conservation effort would be the lowest under severe climate con-
ditions and in an aggregated landscape (Figures 5.4, 5.5, 5.6). While the positive response of
the LMG regarding climate change was already shown in previous studies (Leins et al., 2021;
Poniatowski et al., 2018a; Trautner & Hermann, 2008), it is reasonable to focus conservation
planning on conditions more challenging for the species. First, because the United Nations
remains committed to achieving the 1.5 °C goal (Paris Agreement, 2016), i.e., a less beneficial
scenario for the LMG. Second, because the effect of measures can only be observed after some
years (cf. Chapter 5.4.2), focusing a broader conservation effort on short-term gain could be
convenient (Wilson et al., 2006).

However, it is questionable, whether it makes sense to expend any effort on protecting grass-
lands in a fragmented landscape. Allowing the LMG to achieve self-sustaining populations in
distances rather close to the origin might already take decades and require a high number of
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protected grasslands (Figures 5.4B), especially under less severe climate conditions (Figures
5.5D-E).

Even when considering the trend that every additionally protected grassland helps increas-
ing the population density (Figure 5.6), it does not necessarily apply to the less severe cli-
mate conditions in the fragmented landscape. The correlation between the protected grass-
land probability pprot and population density is weak under minor climate conditions (Figure
5.6D, R2 = 0.17) and low under medium conditions (Figure 5.6E, R2 = 0.32), so it is not guar-
antied that implementing additional protected grasslands would have a substantial effect.

In scenarios of the aggregated landscape, the effect of conservation effort on population de-
velopment is higher. Increasing the probability of protected grassland quickly reflects in
success of occupying, establishing or residing in more distant habitats (Figures 5.4A, 5.5A-C)
and correlates better with population density (Figures 5.6A-C), especially in the more severe
CCS. Focusing conservation planning on LMG populations present in aggregated landscapes
might thus prove more sustainable and effective.

5.4.4 Slightly Increasing Low Conservation Effort Can Have Positive Long-term

Effect

In cultivated grasslands, it might prove difficult to provide incentives for farmers or other
stakeholders in order to implement suitable measures. A recent review by Nguyen et al.
(2022) highlights, for instance, that despite the general recognition to preferably apply con-
servation measures at a landscape-scale, there are few real-world examples of such imple-
mentations.

However, as discussed before, every additional effort in protecting grasslands could support
the population development of the LMG, especially in the aggregated landscape (Figures
5.5, 5.6, TOP). Here, the simulation results show that protecting a low percentage of 1 −
3 % of grasslands already has a notable effect on the dispersal success or rather allows self-
sustaining populations aside from the habitat of origin (Figures 5.5A-C). More importantly,
each additional percentage point in the low single digits allows a significant expansion of
the realized residential range by the end of the simulation run (cf. black boxes marked with
asterisks in Figure 5.5).

While increasing the conservation effort further still has an effect on both realized ranges and
- as discussed before - the population density (Figure 5.6), it requires a constantly larger effort
to achieve a significant response in range (cf. grey scale of boxes in Figure 5.5). Therefore, it
can be sufficient to achieve a small number (1−3 %) of protected grasslands (in vicinity of an
already protected population) and smartly increasing the number over time (cf. 5.4.2) up to
a reasonable threshold (5−8 %). Above this threshold, additional effort would not be in vain,
but no longer have a strong effect.

Regarding the review mentioned above, the present simulation results offer the prospect that
for species such as the LMG, even localized measures could have a positive effect, although
coordinated conservation effort at the landscape-scale would be more beneficial on the long
run.
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5.5 Conclusion

In a highly disturbed or intensively managed environment, protected grasslands might only
have a limited positive effect on species with low dispersal ability and a rather short life
cycle such as the large marsh grasshopper (LMG). On a regional scale, a population remains
restricted to refuges within its (in)direct dispersal range and cannot make use of intensively
managed grassland as transit habitats to sustainably establish in refuges outside a network of
protected habitats that are (in)directly connected by the species’ maximum dispersal radius.
Within a reasonable period of time, populations might in fact often only establish in distances
well below the potential range of this protected network. Placing refuges closer together as
required by a species’ dispersal radius can notably aid it in dispersing farther and establish a
robust core population. This positive effect is particularly evident when, in terms of dispersal
radius, larger distances between refuges are reduced and becomes less striking when refuges
were already closer together. Therefore, it can be more beneficial to create some (additional)
neighboring refuges in an area with none or few protected grasslands than to do so in an area
with already nearby refuges.

When implementing such refuges, it can be of importance to consider the potential delay
in local population development of species with similar traits as the LMG. It can take sev-
eral years to have a visible effect of the conservation effort. First, it may require some time
for a species to find a suitable habitat, and second, the species needs to develop a popula-
tion size large enough to measure during a survey. Such a delay on the spatial edge of a
range-expanding dispersal process can lead to a cyclic colonization behavior that can easily
be overlooked. Stakeholders should keep the delay in mind when assessing the effectiveness
of their conservation measures for species difficult to monitor.

Focusing the conservation efforts on an aggregated landscape is much more promising than
on a fragmented environment. The probability of achieving a protected habitat in range of
another is higher within an agglomeration of grasslands. Furthermore, despite the fact that
the intensively managed grasslands do not aid in dispersing to refuges outside the protected
network, they could still function as temporary habitats and thus contribute to the overall
population development. This is rarely the case in a fragmented environment.

In general, the results show that even in a rather extreme setup of a intensively managed
environment with the occasional refuge, species of limited dispersal ability could establish to
some extent and range. Implementing a more heterogeneous setup of land use management
(i.e., schedules with different levels of negative impact on a target species’ development)
should allow a species to expand even outside the range of locations considered protected
habitats. Previous studies showed that such intermediate schedules exist. HiLEG can be
used to explore such a heterogeneous setup to identify management schedules that promote
a target (grassland) species in thriving regionally.
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Synthesis





6 General Discussion

This work had two main objectives, namely to introduce a simulation model for project-
ing population dynamics and viability in a changing and disturbed environment, foremost
for grassland insects, and to demonstrate the model’s capabilities using three studies of the
large marsh grasshopper (LMG). The spatially explicit model extrapolates high-resolution
processes to spatially and temporally large scales, where many existing models that address
population viability (Chaudhary & Oli, 2020) either have low process resolution, are small-
scale, or even combine both levels of coarseness. Overcoming these limitations in resolution
and scale, however, can be decisive to project a species’ response to climate and land-use
change (Radchuk et al., 2013; Driscoll et al., 2014; Radchuk et al., 2014). Therefore, this the-
sis addresses the relevance of such an approach through the case studies of a specific species.

In this final chapter, I briefly summarize the key results of the thesis (Section 6.1), discuss
their implications (Sections 6.2, 6.3 and 6.4) and value in terms of simulation models (Section
6.5) as well as the limitations of this work (Section 6.6), and wrap up in a conclusion about
the findings of this study (Section 6.7).

6.1 Key Results

The key results of this thesis can be classified into model-related and conservation-related
findings.

On the model-related side, it was shown that the resolution and detail of simulation parame-
ters and processes can make a difference: (1) the inclusion of multiple high-resolution param-
eters in a model implementation allows their potentially relevant combined effects to emerge;
(2) the effect of short-term responses to changes in environmental conditions can change sim-
ulation results substantially on the long-run, e.g. the probability of population survival; and
(3) increasing the spatial resolution can affect the quantitative results connected to spatial
processes such as dispersal success.

On the conservation-related side, the following findings are relevant for management in gen-
eral: (1) regional targeting of conservation measures is more effective than spatially uniform
approaches; (2) case-specific and controlled increase of conservation effort and adaptable
measures are recommended; and (3) getting stakeholders involved is essential and requires
detailed system knowledge.

Moreover, there are key findings for the LMG in particular: (1) it benefits from climate change
but its adaptation is restrained by unsuitable land use; (2) suitable mowing schedules exist
that allow local development and range expansion; and (3) careful consideration of life cycle
characteristics can ensure conservation even in a highly disturbed environment.
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6.2 Small-scale Ecological Mechanisms Provide Long-term

Insights

With the implementation and application of the simulation model HiLEG (High resolution
Large Environmental Gradient), I showed that it can be worthwhile not only to understand
small-scale or high-resolution ecological and biological processes, but also to integrate them
into large-scale simulation models. In Chapter 3, I highlighted that incorporating the de-
tailed stages of a species’ life cycle, together with the daily resolution of external conditions,
can capture relevant long-term effects that likely would have gone unnoticed with a coarser
representation of the system’s mechanisms. Though other studies also emphasize the rele-
vance of scale for individual factors, such as a detailed life cycle (Radchuk et al., 2013) or
high resolution of climate data (Radchuk et al., 2014), the key here was the combined effect
of high-resolution conditions and processes. For instance, when temperature-driven popula-
tion development speed determined whether grassland mowing occurred during a vulnera-
ble stage of the life cycle, the three factors climate data, disturbances timing and detailed species
characteristics interacted with each other.

The potentially combined effects became additionally pronounced by increasing spatial reso-
lution and activating species dispersal, as discussed in Chapter 4. Although the evaluation of
local conditions already allows general conclusions to be drawn for regional viability and can
even be used to estimate, e.g., qualitative dispersal success, projecting a species’ quantitative
distribution requires finer spatial resolution and detailed knowledge of a species’ dispersal
mechanisms. Furthermore, disturbances that are problematic when considered individually
may have less negative impact if they can be avoided by dispersing between habitats. While
in particular the latter idea of avoiding disturbances seems straightforward, its detailed spa-
tial implications can only become apparent if it is explicitly included into model predictions.
This is even more so if the implications can change depending on other environmental condi-
tions. For example, Driscoll et al. (2014) emphasized the importance of including a dispersal
process for predicting population viability, as did Bateman et al. (2013) for species distribu-
tion.

In Chapter 5, I showed that increasing spatial and temporal heterogeneity through the ran-
dom distribution of differently scheduled disturbances amplifies the combined effects de-
scribed above. The spatial composition of a disturbed landscape, for instance, can play a
vital role in assessing how the proportion of undisturbed sites affects the development of a
species. Again, it is the combination of external factors that can have a relevant effect. In this
case, it was the interplay between the landscape composition and spatiotemporal occurrence
of disturbances leading to the conclusion that it is preferable to allocate sites of suitably timed
disturbances in a spatially aggregated environment. Foregoing this kind of heterogeneity in
the model implementation or simulation setup would have led to a different conclusion.

Altogether, from a modelling perspective, one should carefully consider which system pro-
cesses to exclude if the objective is to realistically project long-term effects (Topping et al.,
2015). In the three studies presented here, the scale and resolution of several parameters and
processes were gradually increased. Among these processes, I want to emphasize the impor-
tance of detail regarding a species’ life cycle. To my knowledge, this approach is too rarely
taken in modelling studies. Given the potential long-term effects of disturbances on a single
life stage, especially in combination with high-resolution or large-scale data, using such an
approach should be more common.
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6.3 Flexibility of Measures and Heterogeneity of Landscapes

The application of the HiLEG model in the three studies discussed here led to several in-
sights regarding conservation planning in general, despite being designed for the LMG in
particular.

Foremost, the spatially homogeneous application of conservation measures is not the most
feasible approach, as thoroughly discussed in Chapter 4, even though a positive effect may
occur on average . Chapter 3 showed that gradual differences or regional thresholds in envi-
ronmental conditions can substantially alter the effect of a measure. In fact, there is evidence
in the literature that poor spatial targeting of conservation measures reduces their effective-
ness (Meyer et al., 2015).

Mapping a more heterogeneous environment in terms of land use practices can be a first step
towards a more targeted approach to conservation planning. In Chapters 3 and 4 measures
were applied homogeneously and in this way helped to identify thresholds in management
timing. The approach in Chapter 5 instead implemented more spatially heterogeneous grass-
land management schedules. Although the heterogeneity of this approach with randomly
distributed refuges in a highly disturbed environment was minimal, it could support regional
population development at least to some extent. Together with the findings from Chapters 3
and 4 that there are thresholds for long-term viability in terms of mowing weeks, it becomes
clear that greater spatial heterogeneity of management schedules (i.e., additionally applying
less disruptive schedules) would enhance the positive effect.

The relevance of additionally designing conservation measures more flexibly was discussed
in Chapter 4, and there are also studies that recommend such adaptive management strate-
gies in a changing climate (Heller & Zavaleta, 2009). Especially in a changing environment, it
is vital that such measures are both robust (Drechsler et al., 2021) and reactive (Hulme, 2005).
In Chapters 3 and 5, I showed that such robust and reactive measures can be of relevance for
species with shifting and shortening life cycles, and with developmental delays affecting their
range expansion. Examples of environmental challenges that require such flexibility in mea-
sures include the likely prolonged droughts in yet unknown locations described in Chapter
3, or the unclear adaption of established refuges discussed in Chapter 5, and the uncertainty
of future climate conditions in general.

To be successful with the implementation of heterogeneous and flexible measures, clear con-
servation goals, focused regional targeting and regular reevaluation of the achievements are
required, as for instance suggested by Grantham et al. (2010). Species that, e.g., are expand-
ing their range could thereby be supported with relatively little conservation effort, which is
also discussed in Chapter 5.

In case that the opportunities for implementing conservation measures are limited, there are
different approaches outlined in the present studies. On the one hand, it can make sense
to focus on measures with higher success rates and short-term gain (Wilson et al., 2006) as
described in Chapter 5 for landscapes with spatially aggregated grasslands. On the other
hand, it makes sense to be prepared for more challenging scenarios such as uncertain climate
change. In Chapters 4 and 5, I discussed that priority should be given to preserving existing
populations rather than enabling their dispersal, especially when the scope of a project is
in a fragmented landscape and restoring its spatial structure is not an option. This priority
is particularly relevant because the success of rather weak dispersers in such fragmented
landscapes is controversial (Bönsel & Sonneck, 2011).
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6.4 Land use Hinders Species Adaptation to Global Change

In the specific case study of the LMG in grasslands of Northwest Germany, which has to
adapt to global change and cope with a disturbed environment, there are different impli-
cations regarding climate conditions, timing and allocation of land use, spatial landscape
composition, individual population development and dispersal success. The most striking
insight discussed in all three present studies (Chapters 3, 4, 5) is that despite the LMG’s
prospect of benefiting from climate change, which was also projected by other studies (Traut-
ner & Hermann, 2008; Poniatowski et al., 2018a), it is human land use that could still hinder
its adaptation and expansion (Poniatowski et al., 2018a; Löffler et al., 2019).

From a strictly climatic perspective, the LMG could mostly both increase its population size
and expand its range under more severe climate change, unlike many other species that need
to shift their range to respond to changing climate gradients (Parmesan et al., 1999; Chen et
al., 2011; Van der Putten, 2012). There are some exceptions to this trend for the LMG, such
as the risk of droughts being detrimental to the species’ clutch, which is lower under minor
climate change, as shown in Chapter 3, and regional characteristics that are not in favor of the
most severe business as usual scenario, as discussed in Chapter 4. Overall, moderate climate
change offers the most robust prospects for LMG development and expansion, and even the
desirable minor climate change (cf. 1.5 °C goal of Paris Agreement, 2016) will not prevent
the LMG from thriving in theory.

In practice, however, the timing of land use in cultivated grasslands could counteract the pos-
itive climate effects, especially if, e.g., mowing occurs during the vulnerable larva and imago
life stages, which is quite common in conventional land use (Johst et al., 2002b). While early
mowing before the beginning of these stages or late mowing after their occurrence is favor-
able and in fact beneficial for the LMG (Malkus, 1997; Sonneck et al., 2008), with the early
cut even providing high yields for farmers, it is questionable whether additional cuts during
the vulnerable stages can be sufficiently prevented with existing incentives for stakehold-
ers (Kleijn et al., 2011). Alternatives include adapted land use techniques (Malkus, 1997;
Kiel, 1999; Humbert et al., 2009) and carefully timed schedules with multiple mowing dates,
which were presented in Chapter 4. However, due to regional differences and a changing cli-
mate, such timing would require good knowledge of local species and / or careful monitoring
of these species, as mentioned in the previous Section 6.3 regarding adaptive measures. The
dispersal ability of the LMG, despite its limitations, could prove beneficial in identifying
suitable timing, because some mowing dates found to be problematic for isolated popula-
tions in Chapter 3 allowed for regional development to some extent when incorporated into
schedules of the dispersal analysis in Chapter 4.

Another approach studied in Chapter 5 to support population development and expansion
of the LMG was to randomly place refuges with favorable mowing in a highly disturbed
grassland environment with conventional mowing, rather than overall adapting the mow-
ing schedules and thereby focus on timing alone. As discussed in the previous Section 6.3,
already an approach of minimal heterogeneity demonstrated the positive effect increasing
diversity of land use practices could have on species such as the LMG. The LMG could ex-
pand its range to habitats that were (in)directly connected by its dispersal radius, but could
not make substantial use of poor-quality sites (conventional mowing) to reach unconnected
refuges. Obviously, frequent immigration from nearby established populations is required.
However, according to the findings in Chapters 3 and 4, additionally adapting the schedules
in at least some of the conventional sites could tilt the effect towards farther range expan-
sion. A similar effect was shown of Chapter 5, where placing sites of favorable mowing closer

106



6.5 Models as Tools for Acceptance of Conservation Planning

together than suggested by the dispersal radius of the LMG allowed for higher dispersal suc-
cess. This confirms the findings that a sufficiently large number of high-quality habitats is
more relevant than theoretical connectivity (Poniatowski et al., 2018b).

The observation of ’quality before connectivity’ further explains the reduced dispersal suc-
cess in a fragmented landscape, even when occasional long-distance dispersal is taken into
account. Chapter 5 showed that high conservation effort is required to assist the LMG range
expansion in such a landscape, while the effort is relatively low in an environment with spa-
tially aggregated grasslands. The intensity of climate change essentially affected the prospect
of dispersal success only quantitatively. Spatial composition played a negligible role in the
development of individual populations, while each suitably managed site contributed to sta-
bilizing the overall LMG population within a region.

Finally, for practical conservation planning regarding the LMG, but also for other (similar)
species in general, it is advisable to have good knowledge of the life cycle specifics and its
environmental requirements. Regarding the LMG in particular, Chapter 3 showed the long-
term relevance of temperature and soil moisture for development speed and dehydration of
the clutch, Chapters 3 and 4 highlighted the effect of land use on the survival and expansion
of the aboveground population, and Chapter 5 indicated the implications that an intrinsic
development delay can have on the evaluation of applied measures.

The latter delay, or lag in particular, is a well-known concept in invasion biology (Shigesada
& Kawasaki, 1997), which to the best of my knowledge has not yet been widely used in con-
servation biology. Yet, for the assistance of slowly developing species with limited dispersal
ability, it is helpful to be aware of such processes so that conservation measures can be suc-
cessful, even more so in an otherwise highly disturbed environment. For example, an initially
isolated population of the LMG in a mostly cultivated landscape may take a few decades to
expand its range in terms of establishing robust sub-populations outside the dispersal radius.
Newly inhabited sites may need several years to develop a population large enough to con-
tribute substantially to dispersal. That is, if environmental conditions on site are favorable
and / or suitable measures have been implemented at a number of sites in vicinity of the
initial population. Ignoring potential lags or relying on individual surveys, e.g. the LMG’s
success in occupying a new site observed by Marzelli (1994), could lead to overestimating
the dispersal ability of a species and thus, in the worst case, incorrectly assessing a measure
as unsuccessful. Careful monitoring of newly established refuges in proximity of an existing
population could help avoid such misconceptions, as discussed in Chapter 5, and is in line
with the recommendation of Grantham et al. (2010) to incorporate learning and adaptation
processes into conservation planning.

6.5 Models as Tools for Acceptance of Conservation Planning

HiLEG is a simulation model designed for exploring the long-term effects for species that are
differently affected by external conditions during different stages of their life cycle. While the
model only represents a specific species in this work, its overall rationale can be used more
generally. Due to its extensive parameterizability described in Chapter 2, a user can adjust the
level of detail and resolution depending on the approach of a study. In this way, HiLEG can
help determine the population viability and distribution of a target species in a disturbed and
changing environment, and is used to explore how adaptation of anthropogenic disturbances
could improve both the viability and dispersal success of a species.

107



6 General Discussion

Such information on the potential of adaptive land use may be promising in theory, but can
only be effective in the practice of cultivated landscapes if stakeholders are involved and
convinced of the benefits, which is often not the case. Nguyen et al. (2022) recently pointed
out that despite the general recognition of their merits, there are few real-world examples
of landscape-scale conservation measures. In this context, I emphasized in Chapter 5 that
simulation models such as HiLEG can help raising acceptance by identifying in advance eco-
logically suitable measures of reasonable agricultural scheduling or minimal interference.

In case of the LMG in particular, HiLEG and its applications presented in this thesis have
proven to be helpful in identifying such conservation-related details. The model in its current
version could be used to explore the more heterogeneous scheduling mentioned above. With
a modification of the parameterization it could further be utilized in exploring additional
species to get a broader picture of the prospects of grassland communities in the study region.

6.6 Limitations

The HiLEG model allows a detailed simulation of a species’ population dynamics and envi-
ronmental processes. However, it is also subject to a number of limitations that may have
reduced the accuracy of some results, although they were not decisive for the general conclu-
sion of this work.

A key constraint that concerns HiLEG as well as other PVA studies is its implementation
as a single-species model. Some community effects could be represented using the model’s
function of Influences (Section 2.7.1), but there is no option in the parameterization to di-
rectly incorporate the population dynamics of additional species. While the focus of the
study was indeed to show the effects of a changing and repeatedly disturbed environment
on the development of a particular species, considering the interactions of species within an
ecosystem could alter the viability prospects (Redford et al., 2011). Similar limitations relate
to the absence of dynamic habitat conditions such as vegetation structure, forage availabil-
ity or microclimate, and consideration of farmers’ behavior or decisions. These limitations
could be overcome, e.g., by including modules for vegetation or forage growth, adding a
high-resolution topographical layer that transforms coarse climate data to a finer scale, or
interfacing with an external model of stakeholder decision, such as an agent based model.
Yet, including these dynamics would render the model considerably more complex without
necessarily allowing for more detailed insights.

At the spatial level, the rather simplified representation of the dispersal process and the lack
of site characteristics are the main limitations. For studying a species such as the LMG, it was
sufficient in principle to stochastically determine dispersal based only on distance and grass-
land availability, and to distinguish the landscape only by grassland and unsuitable sites. In
their review, Bowler & Benton (2005) compiled a fairly extensive list of factors that poten-
tially influence more informed dispersal of other species. Some of these factors could, with
the proper configuration (e.g. density dependence), also be applied in the current version of
HiLEG. Others would require an extension of the model implementation (e.g. habitat vari-
ability) or are impractical with the population-based approach used here (e.g. individual
dispersal propensity).

A drawback in the analysis of the simulations was the limited possibility to validate the re-
sults, since empirical data was either not available or not sampled frequently enough. There-
fore, only the comparison with results from laboratory experiments or single spatially limited
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field studies (cf. Table 2.5) and the previously mentioned infrequent data surveys (cf. Section
2.1) was feasible.

With regard to climate input data, the HiLEG model is currently restricted to NetCDF1 data
files in the same format as the files provided in the model repository2. Although the available
climate projections are very comprehensive and could thus also be used in studies of other
species, they remain spatially limited to Northwest Germany and the open source model code
would need to be revised for the use of other climate data.

6.7 Conclusions

It is a major effort to develop comprehensive ecological models, which include a detailed
representation of a species’ life stages, their distinct sensitivity to environmental conditions
and disturbances, as well as high-resolution submodels at large spatial and temporal scales.
I could show with the implementation of the HiLEG model, and the case studies conducted
with it, that this effort is justified, because it can make all the difference when assessing
the long-term effects of high-resolution processes. Especially for conservation planning of
species coping with a disturbed and changing environment, it can be vital to draw a detailed
picture of the species’ prospects rather than relying on coarse data or assumptions.

In general, my case studies illustrated the positive implications high-resolution simulations
can have for projecting long-term viability by gradually adding levels of detail to the analy-
ses. The effect external conditions have on individual life stages and the longevity of a species
already emerged for isolated populations. Incorporating a dispersal process, thus rendering
a model spatially explicit, illustrated that considering dispersal between populations alters
viability analyses, because it can partially compensate for negative local conditions. Account-
ing for spatial characteristics within a landscape, such as the degree of fragmentation or the
heterogeneity in land use practices and schedules, further refines an analysis regarding the
prospects of regional population development and dispersal success.

For the large marsh grasshopper (LMG) in particular, the studies confirmed that the species
in principle benefits from moderate climate change in the temperate study region, yet re-
mains constrained by regional land use practices such as grassland mowing. In contrast,
mild climate change could allow for a better interaction between high-yield agriculture and
the survival of the species. Dispersal between habitats slightly offset potentially negative ef-
fects of external conditions, especially in heterogeneously farmed regions of less fragmented
grasslands.

In the face of global change, the most essential recommendation regarding conservation man-
agement is to act with foresight and keep measures adaptable, both in space and time, wher-
ever possible. Thorough system knowledge and regular reassessment are other advisable
assets to properly project the prospects of a species and involve stakeholders to achieve the
right spatial targeting of measures. Such efforts could also benefit other species, entire eco-
logical communities and biodiversity in general. The case of the LMG further demonstrated
that the most climatically suitable regions are not necessarily those that require the least
conservation effort.

1Network Common Data Form (NetCDF) library documentation: www.unidata.ucar.edu/software/netcdf/
2HiLEG GitLab repository: https://git.ufz.de/leins/hileg
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6 General Discussion

To conclude, the HiLEG simulation model can be a valuable tool for conservation biologists
to identify current and future requirements not only for the LMG in particular, but also for
similar species or ecological communities in general. It can be used to explore scenarios
of different dimensions, with the level of detail depending on the user and the objective in
question. Applying HiLEG to analyze the suitability of isolated habitats, the distribution of
species, or the viability of cross-regional populations can provide important insights for con-
servation planning, stakeholder exchange and the actual decision-making for implementing
conservation measures.

Although the HiLEG model has been deliberately designed to be adaptable and scalable,
it remains confined to a limited domain of ecological modelling. However, it is also with
intention to distribute HiLEG as an open-access and open-source application. I encourage
everyone not only to improve or modify HiLEG for their own purposes, but more importantly
to take the same approach to their own simulation models, regardless of potential flaws and
drawbacks. It is my understanding that open and transparent provision of scientific data and
results is the basis for good research. This openness should apply to simulation models and
their implementation details as well.
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A Appendix to Chapter 3

A.1 Climate Parameters

Per grid cell, four climate parameters of daily resolution were available and used in the
model: mean surface temperature (ωts) in °C, summed precipitation (ωpr ) in kg m−2, total
soil moisture content (ωmrso) of soil layers 1–8 in kg m−2, summed sinks of minus tendency
of soil moisture content (ωsmt) in kg m−2. From the parameters ωmrso, ωpr and ωsmt five addi-
tional parameters were deduced: relative soil moisture content (ωrsmc) using ωmrso; relative
soil moisture content upper ground (ωrmug ) using ωrsmc; relative humidity upper ground
(ωrhug ) ωrmug ; net positive influx (ωnpi) in in kg m−2 using ωpr and ωsmt; and summed con-
tact water (ωcw) in kg m−2 using ωnpi . To calculate ωrsmc, first the maximum of ωmrso value
was determined using the mean of its yearly maxima:

maxmrso =
1

111

2080∑
year=1970

maxmrso (year) (A.1)

On that basis, the overall relative soil moisture content for the whole soil column of depth
dtot [in cm] and, without loss of generality, width B0 (Figure A.1) was calculated:

ωrsmc =
ωmrso

maxmrso
(A.2)

Depending on the value of ωrsmc, we applied one of three different simple two-dimensional
geometric soil moisture models (Figure A.1) to calculate ωrmug for the upper soil layer of
depth dlay [in cm]. All of them assumed that soil moisture decreases uniformly from top to
bottom.

(1) If ωrsmc = 0.5 (Figure A.1A), we assumed that soil water is distributed triangularly with
the basis of the triangle being B0 and the height being the column depth dtot. Here and
throughout all following calculations, the relative soil moisture content is represented by the
proportion of the blue area in the considered portion of the soil column (Figure A.1). Using
the intercept theorem, the relative soil moisture content in the upper soil layer of depth dlay
is then given by

ωrmug = ωrmug

(
dtot ,dlay

)
=

dlay
2× dtot

(A.3)

(2) To consider a decreased ωrsmc < 0.5 (Figure A.1B), we used the same triangular model but
reduced basis of the triangle to B = 2×ωrsmc ×B0 which yields

ωrmug = ωrmug

(
dtot ,dlay

)
=
ωrsmc × dlay

dtot
(A.4)
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Figure A.1: Graphical representation of a two-dimensional geometric model used to calculate relative soil mois-
ture content in the upper ground (ωrmug ) in the upper soil layer with depth dlay (dashed black line) of a soil
column of depth dtot . The value of ωrmug is the size of the blue area above the dashed black line divided by the
area of the brown rectangle above this line. Four cases are considered depending on saturation ωrsmc of the total
soil column: (A) triangular model with base B0 if 50 % saturated, (B) triangular model with decreased base B
if saturated < 50 %, (C) trapezoid model using (the top of) the trapeze, if saturated > 50 % and depth dtrap of
saturation-dependent trapeze is greater than dlay , (D) trapezoid model using the full trapeze and (part of) the
rectangle on bottom if saturated > 50 % and dtrap ≤ dlay .

(3) If ωrsmc > 0.5 (Figure A.1C-D), we applied a trapezoid soil moisture model by shifting the
triangle upwards and clipping it at the surface, obtaining a trapeze on top of the soil column
with height dtrap [in cm], bottom width B0 and top width b (Figure A.1). At the fully saturated
bottom of the soil column, we kept the rectangle with height dtot − dtrap. Using the intercept
theorem again and assuming that ωrsmc is represented by the proportion of the blue area, we

obtained b
B0

=
dtot−dtrap

dtot
and deduced the height of the trapeze:

dtrap = dtot
√

2(1−ωrsmc) (A.5)

To calculate ωrmug in the upper soil layer, dlay must be compared to dtrap:

ωrmug = ωrmug

(
dtot ,dlay

)
=


1, if dtrap = 0,

1− dtrap
dtot

+
dlay

2×dtot
, if dtrap > dlay ,

1− [dtrap]
2

2×dlay×dtot
, otherwise

(A.6)

In the first case, the height of the trapeze is zero because the soil is fully sated. The second
case applies, if the height of the trapeze is greater than the depth of the upper soil layer. Only
(the top of) the trapeze is used to calculate ωrmug (Figure A.1C). In the third case, the soil is
saturated as much that the upper layer partly reaches into the fully sated bottom of the soil
column (Figure A.1D).
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A.1 Climate Parameters

In this study, we calculated ωrmug in the upper two centimeters of the full soil column (dtot =
390 cm, dlay = 2 cm) and used it to determine the relative humidity in that soil layer. For this,
we additionally assumed a saturation threshold thdrmug = 0.26 to apply reasonable humidity
values that influence clutch development according to Ingrisch (1983):

ωrhug = ωrhug

(
dtot ,dlay

)
=
ωrmug

(
dtot ,dlay

)
thdrmug

(A.7)

The net positive influx ωnpi was calculated using only positive values of the net influx

ωni = max
(
ωpr −ωsmt ,0

)
(A.8)

and a weighted average over the past week (including the current day), where more recent
values contribute more to the influx than earlier values:

ωnpi = ωnpi (t) = ωni (t) +
6∑

∆t=1

4×ωni (t −∆t)

3× [∆t + 1]×
6∑

n=1

2
n+1

(A.9)

Lastly, the amount of potential contact water ωcw was calculated:

ωcw =

ωnpi , if ωnpi ≥ thdcw,

0, otherwise
(A.10)

Where the threshold thdcw [in kg m−2] defining contact water (i.e., eggs of model species
covered with water or located in moist soil) was calculated following the minimum contact
water determined for the model species by Ingrisch (1983). The authors added 0.5 ml of water
per week to a petri dish with a diameter of θout = 93 mm covered with blotting paper. In the
middle of that petri dish, they put another dish with a diameter of θin = 35 mm. Assuming
that 1 milliliter equals 1 gram, the amount of water is equally distributed over a week, a
blotting paper height of 0.25 mm, and considering only the outer ring area of the outer petri
dish we determined the following contact water threshold in the upper soil layer dlay :

thdcw =
0.0005 kg × dlay × day

π ×
([

θout
2

]2
−
[
θin
2

]2)
× 0.25 mm× 7 days

= 0.98 kgm−2 (A.11)
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A.2 Resampled Climate Data

The following tables show the resampled climate data time series, i.e., the applied reordering
of years by sampling with replacement depending on random seed.

124



A.2 Resampled Climate Data

Table A.1: Order of years that is used to read climate data depending on random seed 1-25

Sim.
year

Resampled year using random seed x
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25

2000 2007 2008 2011 2024 2001 2021 1997 2021 1995 2018 2000 1999 2018 2010 2020 2001 2003 2014 1997 2012 1996 2001 2010 2023 2021
2001 2024 2000 1997 2022 1996 2023 2001 1995 2005 2003 1997 2008 2013 2022 2019 2004 2000 1997 2007 2021 2018 2016 2015 2003 2015
2002 2016 1995 2016 2011 2021 2004 2018 2024 2010 1995 1995 2017 2002 2018 2000 2010 2010 2010 2017 2021 2003 2009 2023 2015 2012
2003 2022 2022 2020 2000 2019 2001 2004 2002 2009 2009 2014 2021 2020 2014 2012 1996 2020 2007 2007 2023 2015 2016 2000 1996 2007
2004 1995 2011 2003 2024 2001 2019 2008 2021 2009 2014 2008 2002 2019 2021 1996 2011 2000 2021 2002 2021 2016 2007 2017 2024 2003
2005 1998 2023 1998 2020 2005 1996 2024 2006 1995 2008 2000 1997 2021 2005 1998 2004 2021 2002 2016 2023 1996 2014 2018 2004 1997
2006 2004 2008 2010 2016 2022 1996 2016 2010 1999 2017 2016 2011 2023 1995 2005 1996 1997 2000 1999 2019 1995 2020 2003 2001 2000
2007 2024 2009 2012 2013 2024 2006 2008 2019 2004 2019 2022 2016 2000 1999 2019 1999 2019 2022 2002 2013 2023 2018 2012 2024 2000
2008 1999 2007 2021 2015 2009 1998 2024 2001 1999 2009 2007 1995 2024 2004 2003 2005 2018 2020 2004 1996 2001 2000 2001 2005 2007
2009 2002 2004 2008 2012 1997 2024 2004 2007 1995 2012 1998 2005 2017 2001 2022 2016 2007 2001 2015 2014 2015 2020 2008 2010 1999
2010 1997 2004 2021 2001 2013 2012 2011 1995 2001 2001 2009 2022 2008 2023 2010 2001 2014 2017 1997 2015 1996 2005 2015 2017 1998
2011 2006 1999 1995 1999 2006 1997 2002 2013 2021 1995 2001 1996 2017 2001 1995 1999 1998 1995 1996 2023 1999 2021 2000 2018 2002
2012 2000 2001 1998 2024 2017 2010 2010 2007 2007 2000 1995 2022 2013 2010 2004 2015 2014 2014 2015 2006 2004 2003 2000 2024 2015
2013 2006 2015 1996 2001 2005 2013 1997 2017 1999 2016 2021 2003 2013 2004 2019 2014 2001 2007 1998 2015 2020 2002 1997 2009 2013
2014 2005 2013 2001 1995 2010 2007 1997 2007 2002 2017 2009 1996 2018 2004 2004 1999 2012 2024 2019 2010 2014 2015 2006 2004 2008
2015 2015 1998 2002 2015 2009 2010 2007 2007 1999 2002 2019 1997 2018 2005 2016 2020 2013 2012 1995 1996 2005 1995 2001 2013 2000
2016 2006 2003 1996 2002 2003 2005 2003 2010 1997 2000 2023 2023 2014 2011 1998 1997 1996 2002 2024 2014 2004 2001 2013 1999 2011
2017 2023 2009 1997 2022 2024 2009 1995 2021 2006 2002 1997 2016 2006 2011 2001 2020 2020 2020 2024 2020 2019 2008 2020 2003 2003
2018 2011 2003 2008 2008 2000 2013 2009 2009 2005 1997 2020 1999 2016 2001 2002 2023 2005 1995 2014 2000 2012 2019 2007 2006 2006
2019 2020 2013 2015 2013 2019 2019 2010 2022 2009 1999 2021 2006 2005 2015 2021 2015 1996 2024 2013 2019 2000 2019 2007 2011 2017
2020 2027 2028 2031 2044 2021 2041 2017 2041 2015 2038 2020 2019 2038 2030 2040 2021 2023 2034 2017 2032 2016 2021 2030 2043 2041
2021 2044 2020 2017 2042 2016 2043 2021 2015 2025 2023 2017 2028 2033 2042 2039 2024 2020 2017 2027 2041 2038 2036 2035 2023 2035
2022 2036 2015 2036 2031 2041 2024 2038 2044 2030 2015 2015 2037 2022 2038 2020 2030 2030 2030 2037 2041 2023 2029 2043 2035 2032
2023 2042 2042 2040 2020 2039 2021 2024 2022 2029 2029 2034 2041 2040 2034 2032 2016 2040 2027 2027 2043 2035 2036 2020 2016 2027
2024 2015 2031 2023 2044 2021 2039 2028 2041 2029 2034 2028 2022 2039 2041 2016 2031 2020 2041 2022 2041 2036 2027 2037 2044 2023
2025 2018 2043 2018 2040 2025 2016 2044 2026 2015 2028 2020 2017 2041 2025 2018 2024 2041 2022 2036 2043 2016 2034 2038 2024 2017
2026 2024 2028 2030 2036 2042 2016 2036 2030 2019 2037 2036 2031 2043 2015 2025 2016 2017 2020 2019 2039 2015 2040 2023 2021 2020
2027 2044 2029 2032 2033 2044 2026 2028 2039 2024 2039 2042 2036 2020 2019 2039 2019 2039 2042 2022 2033 2043 2038 2032 2044 2020
2028 2019 2027 2041 2035 2029 2018 2044 2021 2019 2029 2027 2015 2044 2024 2023 2025 2038 2040 2024 2016 2021 2020 2021 2025 2027
2029 2022 2024 2028 2032 2017 2044 2024 2027 2015 2032 2018 2025 2037 2021 2042 2036 2027 2021 2035 2034 2035 2040 2028 2030 2019
2030 2017 2024 2041 2021 2033 2032 2031 2015 2021 2021 2029 2042 2028 2043 2030 2021 2034 2037 2017 2035 2016 2025 2035 2037 2018
2031 2026 2019 2015 2019 2026 2017 2022 2033 2041 2015 2021 2016 2037 2021 2015 2019 2018 2015 2016 2043 2019 2041 2020 2038 2022
2032 2020 2021 2018 2044 2037 2030 2030 2027 2027 2020 2015 2042 2033 2030 2024 2035 2034 2034 2035 2026 2024 2023 2020 2044 2035
2033 2026 2035 2016 2021 2025 2033 2017 2037 2019 2036 2041 2023 2033 2024 2039 2034 2021 2027 2018 2035 2040 2022 2017 2029 2033
2034 2025 2033 2021 2015 2030 2027 2017 2027 2022 2037 2029 2016 2038 2024 2024 2019 2032 2044 2039 2030 2034 2035 2026 2024 2028
2035 2035 2018 2022 2035 2029 2030 2027 2027 2019 2022 2039 2017 2038 2025 2036 2040 2033 2032 2015 2016 2025 2015 2021 2033 2020
2036 2026 2023 2016 2022 2023 2025 2023 2030 2017 2020 2043 2043 2034 2031 2018 2017 2016 2022 2044 2034 2024 2021 2033 2019 2031
2037 2043 2029 2017 2042 2044 2029 2015 2041 2026 2022 2017 2036 2026 2031 2021 2040 2040 2040 2044 2040 2039 2028 2040 2023 2023
2038 2031 2023 2028 2028 2020 2033 2029 2029 2025 2017 2040 2019 2036 2021 2022 2043 2025 2015 2034 2020 2032 2039 2027 2026 2026
2039 2040 2033 2035 2033 2039 2039 2030 2042 2029 2019 2041 2026 2025 2035 2041 2035 2016 2044 2033 2039 2020 2039 2027 2031 2037
2040 2047 2048 2051 2064 2041 2061 2037 2061 2035 2058 2040 2039 2058 2050 2060 2041 2043 2054 2037 2052 2036 2041 2050 2063 2061
2041 2064 2040 2037 2062 2036 2063 2041 2035 2045 2043 2037 2048 2053 2062 2059 2044 2040 2037 2047 2061 2058 2056 2055 2043 2055
2042 2056 2035 2056 2051 2061 2044 2058 2064 2050 2035 2035 2057 2042 2058 2040 2050 2050 2050 2057 2061 2043 2049 2063 2055 2052
2043 2062 2062 2060 2040 2059 2041 2044 2042 2049 2049 2054 2061 2060 2054 2052 2036 2060 2047 2047 2063 2055 2056 2040 2036 2047
2044 2035 2051 2043 2064 2041 2059 2048 2061 2049 2054 2048 2042 2059 2061 2036 2051 2040 2061 2042 2061 2056 2047 2057 2064 2043
2045 2038 2063 2038 2060 2045 2036 2064 2046 2035 2048 2040 2037 2061 2045 2038 2044 2061 2042 2056 2063 2036 2054 2058 2044 2037
2046 2044 2048 2050 2056 2062 2036 2056 2050 2039 2057 2056 2051 2063 2035 2045 2036 2037 2040 2039 2059 2035 2060 2043 2041 2040
2047 2064 2049 2052 2053 2064 2046 2048 2059 2044 2059 2062 2056 2040 2039 2059 2039 2059 2062 2042 2053 2063 2058 2052 2064 2040
2048 2039 2047 2061 2055 2049 2038 2064 2041 2039 2049 2047 2035 2064 2044 2043 2045 2058 2060 2044 2036 2041 2040 2041 2045 2047
2049 2042 2044 2048 2052 2037 2064 2044 2047 2035 2052 2038 2045 2057 2041 2062 2056 2047 2041 2055 2054 2055 2060 2048 2050 2039
2050 2037 2044 2061 2041 2053 2052 2051 2035 2041 2041 2049 2062 2048 2063 2050 2041 2054 2057 2037 2055 2036 2045 2055 2057 2038
2051 2046 2039 2035 2039 2046 2037 2042 2053 2061 2035 2041 2036 2057 2041 2035 2039 2038 2035 2036 2063 2039 2061 2040 2058 2042
2052 2040 2041 2038 2064 2057 2050 2050 2047 2047 2040 2035 2062 2053 2050 2044 2055 2054 2054 2055 2046 2044 2043 2040 2064 2055
2053 2046 2055 2036 2041 2045 2053 2037 2057 2039 2056 2061 2043 2053 2044 2059 2054 2041 2047 2038 2055 2060 2042 2037 2049 2053
2054 2045 2053 2041 2035 2050 2047 2037 2047 2042 2057 2049 2036 2058 2044 2044 2039 2052 2064 2059 2050 2054 2055 2046 2044 2048
2055 2055 2038 2042 2055 2049 2050 2047 2047 2039 2042 2059 2037 2058 2045 2056 2060 2053 2052 2035 2036 2045 2035 2041 2053 2040
2056 2046 2043 2036 2042 2043 2045 2043 2050 2037 2040 2063 2063 2054 2051 2038 2037 2036 2042 2064 2054 2044 2041 2053 2039 2051
2057 2063 2049 2037 2062 2064 2049 2035 2061 2046 2042 2037 2056 2046 2051 2041 2060 2060 2060 2064 2060 2059 2048 2060 2043 2043
2058 2051 2043 2048 2048 2040 2053 2049 2049 2045 2037 2060 2039 2056 2041 2042 2063 2045 2035 2054 2040 2052 2059 2047 2046 2046
2059 2060 2053 2055 2053 2059 2059 2050 2062 2049 2039 2061 2046 2045 2055 2061 2055 2036 2064 2053 2059 2040 2059 2047 2051 2057
2060 2066 2066 2069 2081 2060 2079 2057 2078 2055 2075 2059 2059 2075 2068 2077 2061 2062 2072 2057 2070 2056 2060 2068 2080 2078
2061 2081 2059 2056 2079 2056 2080 2061 2055 2064 2063 2056 2067 2071 2079 2076 2063 2059 2057 2066 2078 2076 2073 2073 2062 2073
2062 2074 2055 2074 2069 2078 2063 2076 2081 2068 2055 2055 2074 2061 2075 2059 2069 2069 2068 2075 2079 2062 2068 2080 2073 2070
2063 2080 2080 2077 2059 2077 2060 2063 2061 2068 2068 2072 2078 2078 2072 2070 2056 2077 2066 2066 2080 2073 2074 2059 2056 2066
2064 2055 2069 2062 2081 2060 2077 2066 2078 2068 2072 2067 2062 2077 2078 2056 2069 2060 2078 2061 2079 2074 2066 2075 2081 2062
2065 2058 2080 2058 2078 2064 2056 2081 2065 2055 2066 2060 2057 2079 2064 2057 2063 2078 2061 2074 2080 2055 2072 2076 2063 2057
2066 2063 2066 2068 2074 2079 2056 2074 2069 2058 2075 2074 2069 2081 2055 2064 2056 2056 2059 2058 2077 2055 2078 2062 2060 2060
2067 2081 2068 2070 2071 2081 2064 2067 2077 2063 2077 2080 2074 2059 2059 2077 2058 2076 2079 2061 2071 2080 2076 2070 2081 2059
2068 2058 2066 2079 2073 2068 2057 2081 2061 2058 2068 2066 2055 2081 2063 2062 2064 2076 2078 2063 2055 2060 2059 2060 2064 2066
2069 2061 2063 2066 2071 2057 2081 2063 2066 2055 2070 2057 2064 2075 2060 2080 2074 2066 2060 2073 2072 2073 2077 2066 2068 2059
2070 2057 2063 2079 2060 2071 2071 2069 2055 2060 2061 2068 2079 2067 2080 2069 2061 2072 2075 2057 2073 2056 2064 2073 2074 2058
2071 2065 2059 2055 2058 2065 2057 2062 2071 2078 2055 2061 2055 2075 2060 2055 2059 2057 2055 2056 2080 2059 2079 2059 2076 2061
2072 2060 2060 2058 2081 2075 2069 2068 2066 2066 2060 2055 2079 2071 2068 2063 2073 2072 2072 2073 2065 2063 2062 2059 2081 2073
2073 2065 2073 2056 2061 2064 2071 2057 2075 2058 2074 2079 2062 2071 2063 2077 2072 2060 2066 2058 2073 2077 2061 2057 2067 2071
2074 2064 2071 2060 2055 2068 2066 2056 2065 2061 2075 2068 2055 2075 2063 2063 2059 2070 2081 2076 2068 2072 2073 2065 2063 2066
2075 2073 2058 2061 2073 2068 2069 2066 2065 2058 2062 2077 2057 2076 2064 2074 2078 2072 2070 2055 2056 2064 2055 2060 2071 2059
2076 2065 2063 2056 2061 2063 2064 2062 2069 2057 2059 2080 2080 2072 2069 2058 2056 2056 2061 2081 2072 2063 2060 2071 2058 2070
2077 2080 2068 2057 2079 2081 2068 2055 2078 2065 2062 2057 2074 2065 2069 2060 2077 2078 2077 2081 2077 2077 2067 2077 2062 2062
2078 2069 2062 2066 2066 2060 2071 2068 2067 2064 2057 2077 2058 2074 2060 2061 2080 2064 2055 2072 2060 2070 2076 2066 2065 2064
2079 2077 2072 2073 2072 2076 2077 2069 2080 2068 2059 2079 2065 2064 2073 2078 2073 2056 2081 2071 2077 2059 2076 2066 2070 2075
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Table A.2: Order of years that is used to read climate data depending on random seed 26-50

Sim.
year

Resampled year using random seed x
26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50

2000 2004 2007 2016 2020 2014 2003 2020 2002 1996 2008 2016 2023 2006 2011 2007 2002 2006 1998 2020 2024 2018 1998 1995 2004 2009
2001 2016 2009 2000 2019 2022 1995 1996 2015 2000 2008 1997 1999 2021 1995 2014 2015 2018 2009 2007 2004 2002 2020 2007 2009 1998
2002 2010 2019 2011 2003 2006 2023 2006 2008 2018 2004 2013 2008 2020 2018 1996 1996 2023 2013 1998 2011 2014 2024 2021 2002 2001
2003 2003 2022 2003 2005 2001 2004 2007 2015 2007 2015 2016 2010 2022 2019 1998 2004 2000 1998 1995 2015 2015 2022 2002 2017 1997
2004 2018 2017 1998 1997 2014 2018 2011 2007 1997 2001 2023 2000 2023 2019 2018 2015 2016 1999 2017 2003 2002 2016 2003 2022 2002
2005 2011 2009 1999 2024 2007 2013 2004 2022 2007 2002 2019 2017 2021 2006 2016 1999 2018 1999 2013 2007 2022 2019 2015 2000 2013
2006 2018 2021 2006 2017 1999 2024 2023 2002 2013 2003 1999 2012 2016 1998 2003 1996 2012 2002 2005 1997 2017 2005 2003 2021 2006
2007 1997 2006 2006 2009 2014 2014 2017 1998 2008 1995 2020 2004 2007 2019 1999 2013 2012 2000 2000 2023 2001 2006 1998 2017 1995
2008 2021 2006 2018 2008 2023 2001 2017 2021 1995 2019 2019 2013 2014 2013 2008 1998 1999 2004 2005 2008 2004 2016 2018 2015 2006
2009 1998 2003 2004 2004 2016 2005 2016 2017 1998 2015 1997 2020 2022 2013 2012 2022 2008 2019 2003 2022 2024 2024 2023 2004 1999
2010 2000 2024 2010 2011 2005 1999 2019 2000 2023 1998 2005 2015 2013 2010 2004 2013 1999 2020 2013 2009 2023 2018 2004 2012 2024
2011 2001 2020 1995 2004 2013 2001 2005 2013 2017 2010 2022 1997 2010 2007 1999 2018 1997 1997 2002 2009 2016 2022 2006 1996 2023
2012 2003 2021 2000 2016 2024 2022 1998 1995 2007 2013 2000 1998 2001 2008 2010 2000 1996 2014 2006 1996 1996 2014 2020 2011 2007
2013 2017 2021 2009 2020 2022 2022 2008 2020 2005 2013 2009 2013 1999 2001 2000 2017 2008 1996 2015 2016 1997 2006 2009 2017 2019
2014 2009 2001 2020 2020 2002 1997 2022 2023 2002 2003 2002 2017 2006 2009 2013 2015 2020 2011 2007 1999 2008 2007 2008 2001 2018
2015 2019 2013 2023 2019 2015 2023 2003 2021 2007 2003 2007 2013 1999 2015 2022 2016 2005 2013 2003 2005 2006 2004 2017 2000 2002
2016 2017 2017 2023 2018 2012 1997 2013 2015 2000 2015 2013 2003 2002 2013 2018 2022 2013 1995 2010 1998 2022 2016 2011 2018 2017
2017 2013 2007 2019 2015 1995 2020 2017 1995 2019 2021 2019 1998 2019 2002 1998 2020 1999 2012 2022 1996 1996 2001 2008 2020 2004
2018 2000 2014 2024 2016 2007 2011 2012 2009 2007 2015 1995 2017 1997 2022 2015 2007 2016 2017 2016 2013 2008 2002 2005 2021 2004
2019 2006 2013 2012 2020 2008 1998 2019 2019 2017 2024 2022 2004 2019 2022 2010 2019 2014 2002 2001 2001 2001 2014 2014 2022 2008
2020 2024 2027 2036 2040 2034 2023 2040 2022 2016 2028 2036 2043 2026 2031 2027 2022 2026 2018 2040 2044 2038 2018 2015 2024 2029
2021 2036 2029 2020 2039 2042 2015 2016 2035 2020 2028 2017 2019 2041 2015 2034 2035 2038 2029 2027 2024 2022 2040 2027 2029 2018
2022 2030 2039 2031 2023 2026 2043 2026 2028 2038 2024 2033 2028 2040 2038 2016 2016 2043 2033 2018 2031 2034 2044 2041 2022 2021
2023 2023 2042 2023 2025 2021 2024 2027 2035 2027 2035 2036 2030 2042 2039 2018 2024 2020 2018 2015 2035 2035 2042 2022 2037 2017
2024 2038 2037 2018 2017 2034 2038 2031 2027 2017 2021 2043 2020 2043 2039 2038 2035 2036 2019 2037 2023 2022 2036 2023 2042 2022
2025 2031 2029 2019 2044 2027 2033 2024 2042 2027 2022 2039 2037 2041 2026 2036 2019 2038 2019 2033 2027 2042 2039 2035 2020 2033
2026 2038 2041 2026 2037 2019 2044 2043 2022 2033 2023 2019 2032 2036 2018 2023 2016 2032 2022 2025 2017 2037 2025 2023 2041 2026
2027 2017 2026 2026 2029 2034 2034 2037 2018 2028 2015 2040 2024 2027 2039 2019 2033 2032 2020 2020 2043 2021 2026 2018 2037 2015
2028 2041 2026 2038 2028 2043 2021 2037 2041 2015 2039 2039 2033 2034 2033 2028 2018 2019 2024 2025 2028 2024 2036 2038 2035 2026
2029 2018 2023 2024 2024 2036 2025 2036 2037 2018 2035 2017 2040 2042 2033 2032 2042 2028 2039 2023 2042 2044 2044 2043 2024 2019
2030 2020 2044 2030 2031 2025 2019 2039 2020 2043 2018 2025 2035 2033 2030 2024 2033 2019 2040 2033 2029 2043 2038 2024 2032 2044
2031 2021 2040 2015 2024 2033 2021 2025 2033 2037 2030 2042 2017 2030 2027 2019 2038 2017 2017 2022 2029 2036 2042 2026 2016 2043
2032 2023 2041 2020 2036 2044 2042 2018 2015 2027 2033 2020 2018 2021 2028 2030 2020 2016 2034 2026 2016 2016 2034 2040 2031 2027
2033 2037 2041 2029 2040 2042 2042 2028 2040 2025 2033 2029 2033 2019 2021 2020 2037 2028 2016 2035 2036 2017 2026 2029 2037 2039
2034 2029 2021 2040 2040 2022 2017 2042 2043 2022 2023 2022 2037 2026 2029 2033 2035 2040 2031 2027 2019 2028 2027 2028 2021 2038
2035 2039 2033 2043 2039 2035 2043 2023 2041 2027 2023 2027 2033 2019 2035 2042 2036 2025 2033 2023 2025 2026 2024 2037 2020 2022
2036 2037 2037 2043 2038 2032 2017 2033 2035 2020 2035 2033 2023 2022 2033 2038 2042 2033 2015 2030 2018 2042 2036 2031 2038 2037
2037 2033 2027 2039 2035 2015 2040 2037 2015 2039 2041 2039 2018 2039 2022 2018 2040 2019 2032 2042 2016 2016 2021 2028 2040 2024
2038 2020 2034 2044 2036 2027 2031 2032 2029 2027 2035 2015 2037 2017 2042 2035 2027 2036 2037 2036 2033 2028 2022 2025 2041 2024
2039 2026 2033 2032 2040 2028 2018 2039 2039 2037 2044 2042 2024 2039 2042 2030 2039 2034 2022 2021 2021 2021 2034 2034 2042 2028
2040 2044 2047 2056 2060 2054 2043 2060 2042 2036 2048 2056 2063 2046 2051 2047 2042 2046 2038 2060 2064 2058 2038 2035 2044 2049
2041 2056 2049 2040 2059 2062 2035 2036 2055 2040 2048 2037 2039 2061 2035 2054 2055 2058 2049 2047 2044 2042 2060 2047 2049 2038
2042 2050 2059 2051 2043 2046 2063 2046 2048 2058 2044 2053 2048 2060 2058 2036 2036 2063 2053 2038 2051 2054 2064 2061 2042 2041
2043 2043 2062 2043 2045 2041 2044 2047 2055 2047 2055 2056 2050 2062 2059 2038 2044 2040 2038 2035 2055 2055 2062 2042 2057 2037
2044 2058 2057 2038 2037 2054 2058 2051 2047 2037 2041 2063 2040 2063 2059 2058 2055 2056 2039 2057 2043 2042 2056 2043 2062 2042
2045 2051 2049 2039 2064 2047 2053 2044 2062 2047 2042 2059 2057 2061 2046 2056 2039 2058 2039 2053 2047 2062 2059 2055 2040 2053
2046 2058 2061 2046 2057 2039 2064 2063 2042 2053 2043 2039 2052 2056 2038 2043 2036 2052 2042 2045 2037 2057 2045 2043 2061 2046
2047 2037 2046 2046 2049 2054 2054 2057 2038 2048 2035 2060 2044 2047 2059 2039 2053 2052 2040 2040 2063 2041 2046 2038 2057 2035
2048 2061 2046 2058 2048 2063 2041 2057 2061 2035 2059 2059 2053 2054 2053 2048 2038 2039 2044 2045 2048 2044 2056 2058 2055 2046
2049 2038 2043 2044 2044 2056 2045 2056 2057 2038 2055 2037 2060 2062 2053 2052 2062 2048 2059 2043 2062 2064 2064 2063 2044 2039
2050 2040 2064 2050 2051 2045 2039 2059 2040 2063 2038 2045 2055 2053 2050 2044 2053 2039 2060 2053 2049 2063 2058 2044 2052 2064
2051 2041 2060 2035 2044 2053 2041 2045 2053 2057 2050 2062 2037 2050 2047 2039 2058 2037 2037 2042 2049 2056 2062 2046 2036 2063
2052 2043 2061 2040 2056 2064 2062 2038 2035 2047 2053 2040 2038 2041 2048 2050 2040 2036 2054 2046 2036 2036 2054 2060 2051 2047
2053 2057 2061 2049 2060 2062 2062 2048 2060 2045 2053 2049 2053 2039 2041 2040 2057 2048 2036 2055 2056 2037 2046 2049 2057 2059
2054 2049 2041 2060 2060 2042 2037 2062 2063 2042 2043 2042 2057 2046 2049 2053 2055 2060 2051 2047 2039 2048 2047 2048 2041 2058
2055 2059 2053 2063 2059 2055 2063 2043 2061 2047 2043 2047 2053 2039 2055 2062 2056 2045 2053 2043 2045 2046 2044 2057 2040 2042
2056 2057 2057 2063 2058 2052 2037 2053 2055 2040 2055 2053 2043 2042 2053 2058 2062 2053 2035 2050 2038 2062 2056 2051 2058 2057
2057 2053 2047 2059 2055 2035 2060 2057 2035 2059 2061 2059 2038 2059 2042 2038 2060 2039 2052 2062 2036 2036 2041 2048 2060 2044
2058 2040 2054 2064 2056 2047 2051 2052 2049 2047 2055 2035 2057 2037 2062 2055 2047 2056 2057 2056 2053 2048 2042 2045 2061 2044
2059 2046 2053 2052 2060 2048 2038 2059 2059 2057 2064 2062 2044 2059 2062 2050 2059 2054 2042 2041 2041 2041 2054 2054 2062 2048
2060 2063 2066 2074 2078 2072 2062 2078 2061 2056 2067 2074 2080 2065 2069 2066 2061 2065 2058 2077 2081 2076 2058 2055 2063 2068
2061 2074 2067 2059 2076 2079 2055 2056 2073 2060 2067 2057 2058 2079 2055 2072 2073 2076 2068 2066 2063 2061 2077 2066 2067 2058
2062 2069 2076 2070 2062 2065 2080 2065 2067 2076 2063 2071 2067 2078 2076 2056 2056 2080 2071 2057 2069 2072 2081 2079 2061 2061
2063 2062 2079 2062 2064 2060 2063 2066 2073 2066 2073 2074 2069 2079 2076 2058 2063 2059 2057 2055 2073 2073 2079 2062 2075 2057
2064 2075 2074 2058 2056 2072 2075 2069 2066 2057 2061 2080 2060 2080 2077 2076 2073 2074 2058 2075 2062 2061 2074 2062 2080 2061
2065 2070 2067 2059 2081 2066 2071 2063 2079 2066 2061 2077 2075 2079 2064 2074 2059 2076 2059 2071 2066 2079 2077 2073 2060 2071
2066 2076 2078 2065 2075 2059 2081 2080 2062 2072 2062 2058 2070 2073 2058 2062 2056 2071 2061 2064 2057 2075 2064 2063 2079 2065
2067 2057 2065 2065 2068 2072 2072 2075 2057 2067 2055 2078 2063 2065 2077 2058 2071 2071 2059 2059 2080 2060 2065 2057 2075 2055
2068 2078 2065 2076 2067 2080 2060 2074 2078 2055 2077 2076 2071 2072 2071 2067 2058 2059 2063 2064 2067 2063 2074 2076 2073 2065
2069 2057 2062 2063 2063 2074 2064 2074 2075 2057 2073 2057 2078 2079 2071 2070 2079 2067 2076 2063 2079 2081 2081 2081 2063 2059
2070 2060 2081 2068 2069 2064 2058 2077 2059 2080 2058 2064 2073 2071 2069 2063 2071 2059 2078 2071 2067 2080 2076 2063 2070 2081
2071 2061 2077 2055 2063 2071 2060 2064 2071 2075 2068 2079 2056 2069 2066 2058 2076 2057 2057 2061 2067 2074 2080 2065 2055 2080
2072 2062 2079 2059 2074 2081 2079 2057 2055 2066 2071 2060 2057 2060 2067 2069 2060 2056 2072 2065 2056 2056 2072 2078 2069 2066
2073 2075 2078 2068 2078 2080 2079 2067 2077 2064 2071 2068 2071 2059 2061 2059 2075 2067 2056 2073 2074 2057 2065 2067 2074 2076
2074 2068 2060 2078 2077 2061 2056 2080 2080 2061 2062 2061 2075 2065 2067 2071 2073 2078 2069 2066 2059 2066 2066 2067 2060 2075
2075 2077 2071 2080 2077 2073 2080 2062 2078 2066 2062 2066 2072 2058 2073 2079 2073 2064 2071 2062 2064 2065 2063 2075 2059 2061
2076 2074 2075 2080 2075 2070 2057 2071 2073 2060 2073 2072 2062 2061 2072 2075 2079 2071 2055 2068 2058 2079 2074 2069 2075 2075
2077 2071 2065 2077 2073 2055 2077 2075 2055 2076 2078 2076 2058 2077 2061 2057 2077 2058 2071 2079 2056 2056 2061 2067 2077 2063
2078 2060 2072 2081 2074 2065 2069 2071 2068 2066 2073 2055 2075 2057 2079 2073 2066 2074 2074 2074 2071 2067 2061 2064 2079 2063
2079 2065 2072 2070 2077 2066 2058 2077 2077 2075 2081 2079 2063 2076 2080 2068 2076 2072 2061 2060 2060 2061 2072 2072 2079 2066
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A.3 Population Persistence

A.3 Population Persistence

The following figure shows the spatial distribution of population mean lifetime [years] dis-
tinguished by climate change scenarios FF (RCP2.6, green), MOD (RCP4.5, yellow) and BAU
(RCP8.5, pink) simulation periods (2000-19, 2020-39, 2040-59, 2060-79 and calendar week
of mowing (none or 20-40).

127



A Appendix to Chapter 3

20
00 -1
9

20
20 -3
9

20
40 -5
9

20
60 -7
9

BAU (RCP8.5)

20
00 -1
9

20
20 -3
9

20
40 -5
9

20
60 -7
9

MOD (RCP4.5)

no
ne

20
21

22
23

24
25

26
27

28
29

30
31

32
33

34
35

36
37

38
39

40
20

00 -1
9

20
20 -3
9

20
40 -5
9

20
60 -7
9

ca
le
nd
ar
w
ee
k
of
m
ow
in
g

simulationperiod
FF (RCP2.6)

0
5

10
15

20
m
ea
n
lif
et
im

e
[y
ea
rs
]

Figure A.2: Spatial distribution of population mean lifetime by climate change scenario, period and mowing week
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B.1 Illustration of Dispersal Success

This section contains illustrations for dispersal success of the large marsh grasshopper (LMG)
per climate change scenarios (CCS) depending on source habitat and mowing schedule in
terms of three evaluation parameters: (Section B.1.1) the maximum established distance in
meters from a source habitat to a habitat with imago density ≥ 0.002 individuals m−2 during
a year, (Section B.1.2) the population size in total number of eggs in all established habitats
by the end of a simulation year, and (Section B.1.3) the population density in eggs m−2 for all
established habitats by the end of a simulation year. The title of each Figure indicates, which
evaluation parameter, CCS (FF, MOD or BAU) and mowing schedule (cf. Chapter 4, Table 4.1)
applies. Each of the 107 subplots in every Figure represents INDEPENDENT simulation runs,
or rather their mean over 10 replicate runs, and depicts the results of the dispersal process
from a SINGLE initial population in the center of a cell. Inside each subplot, dots are the
log-scaled yearly means of the respective value, solid black lines represents their smoothed
trends using a generalized additive model and dashed horizontal grey lines mark the mean
of the yearly values during the 60 simulation years. The background color of the subplots
(FF=green, MOD=brown, BAU=pink) highlights the latter mean value in comparison to other
subplots, where a LIGHTER color represents a lower mean, and reflects in the bottom legend.
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B.1.1 Illustration of Maximum Established Distance
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Figure B.1: Map of maximum established distance for scenario FF and mowing schedules M00 and M22-M29
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Figure B.2: Map of maximum established distance for scenario FF and mowing schedules M30-M38
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Figure B.3: Map of maximum established distance for scenario MOD and mowing schedules M00 and M22-M29
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Figure B.4: Map of maximum established distance for scenario MOD and mowing schedules M30-M38
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Figure B.5: Map of maximum established distance for scenario BAU and mowing schedules M00 and M22-M29
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Figure B.6: Map of maximum established distance for scenario BAU and mowing schedules M30-M38
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B.1.2 Illustration of Population Size
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Figure B.7: Map of final population size for scenario FF and mowing schedules M00 and M22-M29
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Figure B.8: Map of final population size for scenario FF and mowing schedules M30-M38
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Figure B.9: Map of final population size for scenario MOD and mowing schedules M00 and M22-M29
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Figure B.10: Map of final population size for scenario MOD and mowing schedules M30-M38
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Figure B.11: Map of final population size for scenario BAU and mowing schedules M00 and M22-M29
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Figure B.12: Map of final population size for scenario BAU and mowing schedules M30-M38
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B.1.3 Illustration of Population Density
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Figure B.13: Map of final population density for scenario FF and mowing schedules M00 and M22-M29
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Figure B.14: Map of final population density for scenario FF and mowing schedules M30-M38
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Figure B.15: Map of final population density for scenario MOD and mowing schedules M00 and M22-M29
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Figure B.16: Map of final population density for scenario MOD and mowing schedules M30-M38
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Figure B.17: Map of final population density for scenario BAU and mowing schedules M00 and M22-M29
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Figure B.18: Map of final population density for scenario BAU and mowing schedules M30-M38
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B.2 Illustration of Differences in Dispersal Success

This section contains illustrations of the difference (delta) in dispersal success of the large
marsh grasshopper (LMG) between climate change scenarios (CCS) depending on source
habitat and mowing schedule in terms of four evaluation parameters: (Section B.2.1) the
maximum established distance in meters from a source habitat to a habitat with imago dens-
ity ≥ 0.002 individuals m−2 during a year, (Section B.2.2) the population size in total number
of eggs in all established habitats at the end of a simulation year, and (Section B.2.3) the pop-
ulation density in eggs m−2 for all established habitats at the end of a simulation year. The
title of each Figure indicates, which evaluation parameter, CCS delta (FF vs. MOD, FF vs.
BAU or MOD vs. BAU) and mowing schedule (cf. Chapter 4, Table 4.1) applies. Values were
determined per replicate by subtracting the yearly parameter values of the CCS mentioned
second from the CCS mentioned first in the title and then calculating the replicate mean of
the delta. Each of the 107 subplots in every Figure represents INDEPENDENT simulation
runs, or rather their mean over 10 replicate runs, and depicts the results of the dispersal
process from a SINGLE initial population in the center of a cell. Inside each subplot, dots
are the log-scaled yearly means of the differences, solid black lines represents their smoothed
trends using a generalized additive model, solid horizontal grey lines mark zero and dashed
horizontal grey lines mark the mean of the yearly values during the 60 simulation years. The
background color of the subplots highlight which of the respective CCS on average shows the
higher differences during the 60 simulation years, where a LIGHTER color represents lower
average difference. GREEN cells are in favor of FF, BROWN cells in favor of MOD and PINK
cells in favor of BAU. These colors reflect in the bottom legend.
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B.2.1 Illustration of Difference in Maximum Established Distance
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Figure B.19: Map of difference in maximum established distance between scenarios FF and MOD, and mowing
schedules M00 and M22-M29
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Figure B.20: Map of difference in maximum established distance between scenarios FF and MOD, and mowing
schedules M30-M38
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Figure B.21: Map of difference in maximum established distance between scenarios FF and BAU, and mowing
schedules M00 and M22-M29
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Figure B.22: Map of difference in maximum established distance between scenarios FF and BAU, and mowing
schedules M30-M38
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Figure B.23: Map of difference in maximum established distance between scenarios MOD and BAU, and mowing
schedules M00 and M22-M29
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Figure B.24: Map of difference in maximum established distance between scenarios MOD and BAU, and mowing
schedules M30-M38
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B.2.2 Illustration of Difference in Population Size
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Figure B.25: Map of difference in final population size between scenarios FF and MOD, and mowing schedules
M00 and M22-M29
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Figure B.26: Map of difference in final population size between scenarios FF and MOD, and mowing schedules
M30-M38
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Figure B.27: Map of difference in final population size between scenarios FF and BAU, and mowing schedules
M00 and M22-M29

157



B Appendix to Chapter 4

−8e+05 −4e+05 0e+00 −8e+05 −4e+05 0e+00 −8e+05 −4e+05 0e+00

−3e+06 −2e+06 −1e+06 0e+00 −6e+07 −4e+07 −2e+07 −1e+08−2e+08−3e+08−4e+08

−6e+08 −4e+08 −2e+08 −6e+08 −4e+08 −2e+08 0e+00 −4e+08 −2e+08 0e+00

difference in mean yearly population size
FF vs. BAU

#individuals

M20+30+44

M20+33+44

M20+36+00

M20+31+44

M20+34+44

M20+37+00

M20+32+44

M20+35+00

M20+38+00

#individuals #individuals #individuals

#individuals #individuals #individuals

#individuals #individuals

Figure B.28: Map of difference in final population size between scenarios FF and BAU, and mowing schedules
M30-M38
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Figure B.29: Map of difference in final population size between scenarios MOD and BAU, and mowing schedules
M00 and M22-M29

159



B Appendix to Chapter 4

−2e+05 0e+00 2e+05 4e+05 −250000 0 250000 500000 −2e+05 0e+00 2e+05 4e+05

−5e+05−1e+06 0e+00 5e+05 −1e+07 −5e+06 0e+00 5.0e+072.5e+070.0e+00−2.5e+07−5.0e+07

−1e+08 0e+00 1e+08 2e+08 4e+083e+082e+08 1e+08 0e+00 0e+00 2e+08 4e+08

difference in mean yearly population size
MOD vs. BAU

#individuals

M20+30+44

M20+33+44

M20+36+00

M20+31+44

M20+34+44

M20+37+00

M20+32+44

M20+35+00

M20+38+00

#individuals #individuals #individuals

#individuals #individuals #individuals

#individuals #individuals

Figure B.30: Map of difference in final population size between scenarios MOD and BAU, and mowing schedules
M30-M38
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B.2.3 Illustration of Difference in Population Density
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Figure B.31: Map of difference in final population density between scenarios FF and MOD, and mowing schedules
M00 and M22-M29
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Figure B.32: Map of difference in final population density between scenarios FF and MOD, and mowing schedules
M30-M38
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Figure B.33: Map of difference in final population density between scenarios FF and BAU, and mowing schedules
M00 and M22-M29
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Figure B.34: Map of difference in final population density between scenarios FF and BAU, and mowing schedules
M30-M38
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Figure B.35: Map of difference in final population density between scenarios MOD and BAU, and mowing sched-
ules M00 and M22-M29
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Figure B.36: Map of difference in final population density between scenarios MOD and BAU, and mowing sched-
ules M30-M38
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B.3 Mapping and Weights of Climate and Grassland Cells

This document describes the data in CSV files found at ufz.de/record/dmp/archive/11900

File Supplement_S4-1_climate_cells.csv:
Specifications per climate cell as defined in Section 4.2 of Chapter 4. The first column as-
signs a unique identifier (ID) to each cell (cf. Figure 4.2). Columns 2-7 adapt specifications
from the applied climate data (Section 4.2.3), where second and third column are the cell’s
Cartesian coordinates, fourth and fifth their longitude and latitude and sixth and seventh
column their longitude and latitude in rotate pole grid coordinates. The last two columns
represent a climate cell’s geometric center in terms of the Cartesian coordinate system of the
grassland cells (Appendix B.1)

File Supplement_S4-2_grassland_cells.csv:
Specifications, mapping to climate cells and definition of weights applied for bilinear in-
terpolation per grassland cell (Section 4.2.1). First and second column give the grassland
cell’s Cartesian coordinate. The remaining columns are subdivided into four three column
blocks representing the four potential neighboring climate cells used for bilinear interpola-
tion. Columns labeled ID_x contain the climate cell ID (Table 2.2, Chapter 2) of a respective
neighbor, columns labeled DIR_x the cardinal direction of this neighbor and columns labeled
w_x the bilinear weight of this neighbor. The ’x’ in the previous description is replaced by
the numbers 1-4, where the higher numbers represent the closer climate cells. The ID found
in column ID_1 is the climate cell the grassland cell geographically belongs to. If ID_2-4,
DIR_2-4 and w_2-4 are empty or contain a zero, no respective neighboring climate cell ex-
ists.
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B.4 Illustration of Correlation between Evaluation Parameters
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Figure B.37: The scatter plots correlate three evaluation parameters (rows) from simulations with dispersal (pop-
ulation size [

∑
eggs], population density [eggs m−2], maximum established distance [meters]) with population

density [eggs m−2] stemming from simulations without dispersal as well as regional grassland cover [in %] in a
radius ≤ 1,500 m of a simulation run’s respective habitat of origin (columns). Each colored dot represents the
correlated values of INDEPENDENT simulation runs, or rather their mean over 10 replicate runs (5 without
dispersal), resulting from the population dynamics and dispersal process of a SINGLE initial population in the
center of one out of 107 cells. The dot colors distinguish the three climate change scenarios (CCS) FF (RCP 2.6,
green), MOD (RCP 4.5, brown) and BAU (RCP 8.5, pink). The colored numbers give the correlation coefficient
ρ for the respective parameter combinations by CCS. The black lines represent the respective linear regression,
where dashed=FF, dotted=MOD and dash dotted=BAU
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