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Abstract

In this thesis, I present my contributions to the field of ultrafast molecular spectroscopy.
Using the molecule 2-thiouracil as an example, I use ultrashort x-ray pulses from free-
electron lasers to study the relaxation dynamics of gas-phase molecular samples. Taking
advantage of the x-ray typical element- and site-selectivity, I investigate the charge flow
and geometrical changes in the excited states of 2-thiouracil.

In order to understand the photoinduced dynamics of molecules, knowledge about the
ground-state structure and the relaxation after photoexcitation is crucial. Therefore, a
part of this thesis covers the electronic ground-state spectroscopy of mainly 2-thiouracil
to provide the basis for the time-resolved experiments. Many of the previously published
studies that focused on the gas-phase time-resolved dynamics of thionated uracils after
UV excitation relied on information from solution phase spectroscopy to determine the
excitation energies. This is not an optimal strategy as solvents alter the absorption spec-
trum and, hence, there is no guarantee that liquid-phase spectra resemble the gas-phase
spectra. Therefore, I measured the UV-absorption spectra of all three thionated uracils to
provide a gas-phase reference and, in combination with calculations, we determined the
excited states involved in the transitions.

In contrast to the UV absorption, the literature on the x-ray spectroscopy of thionated
uracil is sparse. Thus, we measured static photoelectron, Auger-Meitner and x-ray absorp-
tion spectra on the sulfur L edge before or parallel to the time-resolved experiments we
performed at FLASH (DESY, Hamburg). In addition, (so far unpublished) measurements
were performed at the synchrotron SOLEIL (France) which have been included in this
thesis and show the spin-orbit splitting of the S 2p photoline and its satellite which was
not observed at the free-electron laser.

The relaxation of 2-thiouracil has been studied extensively in recent years with ultrafast
visible and ultraviolet methods showing the ultrafast nature of the molecular process
after photoexcitation. Ultrafast spectroscopy probing the core-level electrons provides a
complementary approach to common optical ultrafast techniques. The method inherits
its local sensitivity from the strongly localised core electrons. The core energies and core-
valence transitions are strongly affected by local valence charge and geometry changes,
and past studies have utilised this sensitivity to investigate the molecular process reflected
by the ultrafast dynamics. We have built an apparatus that provides the requirements
to perform time-resolved x-ray spectroscopy on molecules in the gas phase. With the
apparatus, we performed UV-pump x-ray-probe electron spectroscopy on the S 2p edge
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of 2-thiouracil using the free-electron laser FLASH2. While the UV triggers the relaxation
dynamics, the x-ray probes the single sulfur atom inside the molecule. I implemented
photoline self-referencing for the photoelectron spectral analysis. This minimises the
spectral jitter of the FEL, which is due to the underlying self-amplified spontaneous
emission (SASE) process. With this approach, we were not only able to study dynamical
changes in the binding energy of the electrons but also to detect an oscillatory behaviour
in the shift of the observed photoline, which we associate with non-adiabatic dynamics
involving several electronic states. Moreover, we were able to link the UV-induced shift
in binding energy to the local charge flow at the sulfur which is directly connected to the
electronic state. Furthermore, the analysis of the Auger-Meitner electrons shows that
energy shifts observed at early stages of the photoinduced relaxation are related to the
geometry change in the molecule. More specifically, the observed increase in kinetic
energy of the Auger-Meitner electrons correlates with a previously predicted C=S bond
stretch.
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Zusammenfassung

In dieser Arbeit präsentiere ich meine Beiträge zum Gebiet der ultraschnellen Molekül-
spektroskopie. Am Beispiel des Moleküls 2-Thiouracil verwende ich ultrakurze Röntgen-
pulse von Freie-Elektronen-Lasern, um die Relaxationsdynamik von Molekülproben in
der Gasphase zu untersuchen. Unter Ausnutzung der für Röntgenstrahlung typischen
Element- und Ortsselektivität untersuche ich den Ladungsfluss und die geometrischen
Veränderungen in den angeregten Zuständen von 2-Thiouracil.

Um die photoinduzierte Dynamik von Molekülen zu verstehen, ist das Wissen über
die Grundzustandsstruktur und die Relaxation nach Photoanregung entscheidend. Daher
befasst sich ein Teil dieser Arbeit mit der elektronischen Grundzustandsspektroskopie
von 2-Thiouracil, um die Grundlage für die zeitaufgelösten Experimente zu schaffen.
Viele der bisher veröffentlichten Studien, die sich mit der zeitaufgelösten Dynamik von
Thiouracilen in der Gasphase nach UV-Anregung befassten, stützten sich zur Bestimmung
der Anregungsenergien auf Informationen aus der Spektroskopie in Lösung. Dies ist
nicht optimal, da Lösungsmittel das Absorptionsspektrum verändern und es daher keine
Garantie dafür gibt, dass die Spektren in Lösung den Spektren der Gasphase ähneln.
Daher habe ich die UV-Absorptionsspektren aller drei Thiouracile gemessen, um eine
Referenz für die Gasphase zu erhalten, und in Kombination mit Berechnungen die an den
Übergängen beteiligten angeregten Zustände bestimmt.

Im Gegensatz zur UV-Absorption ist die Literatur zur Röntgenspektroskopie von thio-
niertem Uracil spärlich. Daher haben wir statische Photoelektronen-, Auger-Meitner- und
Röntgenabsorptionsspektren an der Schwefel-L-Kante vor oder parallel zu den zeitaufge-
lösten Experimenten an FLASH (DESY, Hamburg) gemessen. Darüber hinaus wurden
(bisher unveröffentlichte) Messungen am Synchrotron SOLEIL (Frankreich) durchgeführt,
die in diese Arbeit eingeflossen sind und die Spin-Orbit-Aufspaltung der S 2p-Photolinie
und ihres Satelliten zeigen, die am Freie-Elektronen-Laser nicht beobachtet wurde.

Die Relaxation von 2-Thiouracil wurde in den letzten Jahren ausgiebig mit ultraschnel-
len Methoden im sichtbaren und ultravioletten Spektralbereich untersucht, die die ul-
traschnelle Natur des molekularen Prozesses nach der Photoanregung zeigen. Die ul-
traschnelle Spektroskopie, bei der die Elektronen des Kernniveaus untersucht werden,
bietet einen ergänzenden Ansatz zu den üblichen optischen Techniken. Die Methode
erhält ihre lokale Empfindlichkeit durch die stark lokalisierten Kernelektronen. Die Kern-
energien und Kern-Valenz-Übergänge werden stark von lokalen Valenzladungs- und
Geometrieänderungen beeinflusst, und frühere Studien haben diese Empfindlichkeit
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genutzt, um den molekularen Prozess zu untersuchen, der sich in der ultraschnellen
Dynamik widerspiegelt. Wir haben eine Apparatur gebaut, die die Voraussetzungen für
die Durchführung zeitaufgelöster Röntgenspektroskopie an Molekülen in der Gasphase
bietet. Mit dieser Apparatur haben wir Anregungs-Abfrage-Elektronenspektroskopie an
der S 2p-Kante von 2-Thiouracil an dem Freie-Elektronen-Laser FLASH2 durchgeführt.
Zuerst triggert ein UV-Puls die Relaxationsdynamik und anschließend tastet ein Rönt-
genpuls das einzelne Schwefelatom im Inneren des Moleküls ab. Für die Analyse der
Photoelektronenspektren habe ich eine Selbstrefernzierung der Photolinie implemen-
tiert, mit deren Hilfe der spektrale Jitter des FEL minimiert werden konnte. Dieser ist
auf den zugrunde liegenden Prozess der selbstverstärkten spontanen Emission (SASE)
zurückzuführen. Mit diesem Ansatz konnten wir nicht nur dynamische Veränderungen
in der Bindungsenergie der Elektronen untersuchen, sondern auch ein oszillierendes
Verhalten in der Verschiebung der beobachteten Photolinie feststellen, das wir mit ei-
ner nicht-adiabatischen Dynamik in Verbindung bringen, an der mehrere elektronische
Zustände beteiligt sind. Außerdem konnten wir die UV-induzierte Verschiebung der
Bindungsenergie mit dem lokalen Ladungsfluss am Schwefel in Verbindung bringen, der
direkt mit dem elektronischen Zustand verbunden ist. Darüber hinaus zeigt die Analyse
der Auger-Meitner-Elektronen, dass die in frühen Stadien der photoinduzierten Rela-
xation beobachteten Energieverschiebungen mit der Geometrieänderung des Moleküls
zusammenhängen. Genauer gesagt korreliert der beobachtete Anstieg der kinetischen
Energie der Auger-Meitner-Elektronen mit einer zuvor vorhergesagten Dehnung der
C=S-Bindung.
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1 | Introduction

Nucleobases are core molecules of DNA. Base pairs inside the DNA double helix encode
the genetic information of life. This genetic code holds all information for the generation
of a functioning organism, from its structure to its metabolism. Nucleobases have a
large UV-absorption cross section and, therefore, due to its abundance in sunlight, all
organisms will absorb UV light to a certain extent. Unfortunately, the absorption of UV
light is dangerous as it is able to alter the bonding inside the DNA strand. In the case
of nucleobases, this alternation can cause the formation of intrastrand dimers i.e., bases
from neighbouring pairs start to form a bond. [1]. These lesions between base pairs can
lead to mutation or cell death and are, thus, highly dangerous. However, the formation of
dimers occurs often in long lived photoexcited states. One reason why those mutations do
not happen frequently is that nucleobases show an ultrafast relaxation into their ground
state after the excitation with UV light [2].
The UV-induced mutations in DNA may mostly lead to skin cancer as the skin is

the only directly exposed part of the human body. General mutations, however, can
lead to cell deformation and tumours and affect the metabolism. Finding treatments
against cancer and other diseases is a crucial but challenging field of research. Surgery,
chemo- and radiation therapy have become common methods for cancer treatment but
they are usually very invasive and have strong side effects on the human body. In
contrast, photodynamic therapy (PDT) provides a less invasive and more local treatment
[3–6]. Here, a photosensitive but non-toxic molecule is brought into the body and
primarily enriches the tumour. The sensitiser is activated by a proper light source i.e.,
it is excited using a distinct wavelength. During the relaxation, the molecules tend to
create singlet excited molecular oxygen - a highly reactive compound that can attack
the tumor cells. The formation of singlet molecular oxygen often happens due to type
II photosensitisation i.e., a triplet-excited photosensitiser is deactivated into the singlet
ground state via energy transfer to the ground-state molecular oxygen (which is also a
triplet state) [7, 8]. This reaction requires sensitisers that tend to relax into long-lived
triplet states after photoexcitation.
Examples for molecules, that undergo an ultrafast relaxation into triplet states, are

thionated organic compounds [9] and, in particular, thionated nucleobases [10–13]. Here,
oxygen is substituted by sulfur inside the molecule [14]. The advantage of thionucleobaes
is their structural similarity to their canonical counterparts due to which they are able
to substitute canonical nucleobases in the DNA. Further, the introduction of the sulfur
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Chapter 1 - Introduction

atom shifts to excitation wavelength from the UVC range (ca. 200 - 280 nm) more
towards the UVB (ca. 280 - 315 nm) and UVA range (ca. 315 - 400 nm) and, thus,
separates the excitation from that of the canonical nucleobases [10, 11]. These properties
make thionucleobases interesting candidates for PDT. However, they also have a long
history in immunosuppression [15–18]. Unfortunately, the relaxation into triplet states
after photoexcitation and the subsequent generation of singlet oxygen comes also as a
disadvantage because the UVA range is less absorbed in the earth’s atmosphere. Patients
that are treated with this class of molecules and that are exposed to sunlight, therefore,
develop an increased risk for skin cancer as the singlet oxygen can also attack healthy cells.
Additionally, thionated nucleobases can also produce photolesions (intrastrand dimers)
[9, 19] and interstrand cross-linking [20]. Understanding the photoinduced relaxation of
these molecules and also the possible reactions, that come with it, are two cornerstones
for evaluating the usefulness of thionated nucleobases in therapy and medical research.

With regards to the ultrafast relaxation mechanisms in thionated nucleobaes, various
ultrafast experiments have been performed and combined with static and dynamic cal-
culations in order to understand the physics behind it (see references [10, 11] and the
references therein). Amongst the broad variety of these molecules, thionated uracil has
been studied most extensively, especially in the form of 2-thiouracil (2-tUra) [21–31]
but also its isomer 4-thiouracil (4-tUra) [32–34] and the double thionated analogue 2,4-
dithiouracil (2,4-dtUra) [30, 35]. The time-resolved experiments performed so far were
focused primarily on probing the valence electrons of the systems, deriving relaxation
times from transient features in different observables and comparing them to values from
calculations [21–23, 30–35]. For 2-tUra, transients have been measured using photoelec-
tron [22, 24] or photoion [21] spectroscopy with a UV probe or using transient absorption
spectroscopy with broadband optical pulses [25, 30]. After comparing the results to
different types of theory, most of the studies come to the conclusion that an intermediate,
“spectroscopically elusive” dark state might act as a doorway to populate the triplet
states [22, 24, 25, 34]. The same is proposed for the isomer 4-tUra [33, 34]. However,
Chakraborty et al. state in a recent publication that comparing time constants derived in
experiments with those derived from calculating the population of electronic states is
an inadequate measure for determining the correct pathway as the excited states may
not have a unique and separable response on the experimentally measured observable
[36]. According to them, a full simulation of the actual observable in experiment should
be performed; however, this is more computationally cumbersome than the derivation
of time constants from a population analysis. One might add that even a complete sim-
ulation may not lead to a definite answer. Theories are based on approximations and
experiments are subject to uncertainties. Thus, it may happen that different processes
have very similar observables so that the interpretation is not unambiguous.

Furthermore, the calculations performed so far suggested that 2-thiouracil also under-
goes geometrical changes during relaxation [26–29]. In particular, the C=S bond should
stretch and bend against the molecular plane. Though valence spectroscopy may be
technically sensitive to these changes, it cannot give a direct and unambiguous answer
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to whether they occur or not.
X-rays, in contrast, are known to provide an element and site-selectivity as they can

address highly localised core-level electrons. The binding energy of these electrons is
different for each element and depends on the chemical surrounding [37]. In excited states,
the molecule can undergo geometrical changes but also the valence charge distribution
will change dynamically during the relaxation. These changes strongly affect the binding
energies of core-level electrons. Probing on these deep-lying electrons in a time-resolved
experiment can givemore direct insight into the electronic states involved in the relaxation
[38–41]. Especially, the population of different excited states can give rise to new, distinct
resonant excitation channels [42–44]. With the advance of free-electron lasers (FELs)
and high-order harmonic generation (HHG) over the past two decades, ultrashort x-ray
pulses can now be used in time-resolved studies and open the opportunity to access
electronic state information more directly than the spectroscopy is able to achieve.

During this doctoral thesis, we tested the concepts of time-resolved x-ray photoelectron
(TR-XPS) and Auger-Meitner spectroscopy (TR-AMS) on the molecule 2-thiouracil [39,
40]. The extensive studies mentioned above provided a benchmark on the timescales
of transient features expected in the experiments. However, the uncertainty of the
existence of a doorway state to the triplet manifold as well as the effect of predicted
geometry changes of the molecules during the relaxation provided an opportunity to give
a benchmark on x-ray spectroscopy possible at FELs. The experiments were conducted
at the FLASH free-electron laser in Hamburg using the URSA-PQ apparatus [45]. By
combining the results with quantum chemical calculations, we were able to give more
insight into the relaxation of 2-thiouracil upon UV excitation. With TR-XPS on the sulfur
2p edge, we developed the concept of the excited-state chemical shift (ESCS) that connects
the binding energy of core-level electrons with the dynamical valence charge flow during
the relaxation [39]. Further, TR-AMS provides insight on the geometrical changes within
the first stages of the relaxation process as we could show based on a Coulomb model
that the C=S bond elongation affects the non-resonant Auger-Meitner channels [40].
This thesis will include the following: Chapter 2 lists my (co-) authored manuscripts

that have been published or accepted during my doctoral studies. Six of these manuscripts
contribute to this publication-based thesis and are, thus, accompanied by a statement
on my contributions to these papers. Chapter 3 gives a brief overview of concepts of
molecular dynamics. In particular, the excited states and possible relaxation pathways
of the molecule 2-tUra are discussed in section 3.4. The static x-ray spectroscopy of
the molecule is discussed in sec. 3.5. Chapter 4 covers methodological aspects of the
experiments performed during the doctoral work. Section 4.1 discusses experimental
details on the UV absorption spectroscopy performed on thiouracils. Sec. 4.2 describes
the concept of time-of-flight measurement and magnetic bottle spectrometers. A brief
overview on the working principle of an FEL is given in section 4.3 together with a
short description of the FLASH2 FEL in Hamburg. Finally, section 4.4 describes the time-
resolved experiment performed at FLASH. In Chapter 5, one can find the articles that
contribute to this thesis. These are a comprehensive experimental and theoretical study
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Chapter 1 - Introduction

on the UV absorption of thionated uracils in the gas-phase (Article 1), a technical paper
on the instrument used at FLASH (Article 2), a paper on the static NEXAFS spectroscopy
of 2-tUra at the sulfur L edge (Article 3), a technical study on the analysis of FEL data
on TR-XPS (article 4) and based on this analysis a scientific discussion of TR-XPS of
2-tUra at the sulfur 2p edge (Article 5). Finally, Article 6 includes the TR-AMS of 2-tUra
we performed at FLASH. Chapter 6 gives a short summary and conclusion on the work
performed during the thesis.
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2 | List of Publications and Contribu-
tions

During my doctoral works in the group of Experimental Quantum Physics headed by Prof.
Dr. Markus Gühr at the Institute of Physics and Astronomy in Potsdam I (co-)authored
11 published articles. Six of these articles are included in this thesis as the main core of
my studies. The other five articles are collaborative works, which are less strongly tied
with my thesis. They will, however, be listed at the end for completeness.

1. Experimental and theoretical gas-phase absorption spectra of thionated
uracils
Dennis Mayer, David Picconi, Matthew S. Robinson, Markus Gühr; Chem. Phys.
558, 111500 (2022)
Contribution: I set up the experiment and performed the measurements and data
analysis. Also, I contributed to writing the manuscript.

2. URSA-PQ: A Mobile and Flexible Pump-Probe Instrument for Gas Phase
Samples at the FLASH Free Electron Laser
Jan Metje, Fabiano Lever, Dennis Mayer, Richard J. Squibb, Matthew S. Robinson,
Mario Niebuhr, Raimund Feifel, Stefan Düsterer, Markus Gühr; Appl. Sci. 10 (21),
7882 (2020)
Contribution: I supported J. Metje in building the apparatus and setting up the
experiment at FLASH. Further, I participated in the beamtime and did parts of the
data analysis used for the paper. I commented on the manuscript.

3. Core-Level Spectroscopy of 2-Thiouracil at the Sulfur L1- and L2,3-Edges
Utilizing a SASE Free-Electron Laser
Fabiano Lever,DennisMayer, JanMetje, Skirmantas Alisauskas, Francesca Calegari,
Stefan Düsterer, Raimund Feifel, Mario Niebuhr, Bastian Manschwetus, Marion
Kuhlmann, Tomaso Mazza, Matthew S. Robinson, Richard J. Squibb, Andrea Trabat-
toni, Mans Wallner, Thomas J.A. Wolf, Markus Gühr; Molecules 26 (21), 6469 (2021)
Contribution: I prepared the instrument, participated in the beamtime and com-
mented on the manuscript.

4. Data analysis procedures for time-resolved photoelectron spectroscopy at
a SASE free electron laser
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Chapter 2 - List of Publications and Contributions

Dennis Mayer, Fabiano Lever, Markus Gühr; J. Phys. B: At. Mol. Opt. Phys. 55,
054002 (2022)
Contribution: I implemented the self-referencing approach into the analysis of
the FLASH data and performed the analysis of the spectra. I wrote the manuscript.

5. Following UV-induced electronic dynamics of thiouracil by ultrafast x-ray
photoelectron spectroscopy
Dennis Mayer, Fabiano Lever, David Picconi, Jan Metje, Skirmantas Alisauskas,
Francesca Calegari, Stefan Düsterer, Christopher Ehlert, Raimund Feifel, Mario
Niebuhr, Bastian Manschwetus, Marion Kuhlmann, Tomaso Mazza, Matthew S.
Robinson, Richard J. Squibb, Andrea Trabattoni, Mans Wallner, Peter Saalfrank,
Thomas J.A. Wolf, Markus Gühr; Nat. Commun. 13, 198 (2022)
Contribution: I prepared the instrument, participated in the beamtime at FLASH
and worked on the data analysis and interpretation together with F. Lever. I
contributed to writing the paper.

6. Ultrafast dynamics of 2-thiouracil investigated by time-resolved Auger
spectroscopy
Fabiano Lever, Dennis Mayer, David Picconi, Jan Metje, Skirmantas Alisauskas,
Francesca Calegari, Stefan Düsterer, Christopher Ehlert, Raimund Feifel, Mario
Niebuhr, Bastian Manschwetus, Marion Kuhlmann, Tomaso Mazza, Matthew S.
Robinson, Richard J. Squibb, Andrea Trabattoni, Mans Wallner, Peter Saalfrank,
Thomas J.A. Wolf, Markus Gühr; J. Phys. B: At. Mol. Opt. Phys. 54, 014002 (2020)
Contribution: I prepared the instrument, participated in the beamtime at FLASH
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3 | Molecular Dynamics

3.1 Adiabatic and Born-Oppenheimer-Approximation

The static Schrödinger equation (SE) describes the energy of a quantum system [46–50].
The energy usually divides into kinetic energy T and potential energy V for each quantum
particle in the system. For atoms and molecules, the terms are often separated between
electron and nucleus-only terms as well as interaction terms. The SE for those systems
reads: [

𝑇𝑒 +𝑇𝑛 +𝑉 (r,R)
]

Ψ(r,R) = 𝐸Ψ(r,R) , (3.1)

where 𝑇𝑒 describes the kinetic terms for electrons, 𝑇𝑛 for the nuclei and 𝑉 the interaction
potential energy terms between electrons and electrons, nuclei and nuclei and electrons
and nuclei due to their electrostatic fields. The coordinate r describes the electron
position and R the nuclear coordinate. Both are multidimensional variables i.e., three
space dimensions times the number of nuclei 𝑁 or electrons 𝑛. The term 𝑉 (r,R) can be
written as (using atomic units i.e., 𝑒 =𝑚𝑒 = ℎ̄ = 1):

𝑉 (r,R) = 𝑉𝑒𝑒 (r) +𝑉𝑛𝑛(R) +𝑉𝑒𝑛(r,R) (3.2)

=
𝑛∑︁
𝑖 ̸= 𝑗

1
|𝑟 𝑗 − 𝑟𝑖 |

+
𝑁∑︁
𝑘 ̸=𝑙

𝑍𝑘𝑍𝑙

|𝑅𝑙 − 𝑅𝑘 |
−

𝑛∑︁
𝑖=1

𝑁∑︁
𝑘=1

𝑍𝑘

|𝑟𝑖 − 𝑅𝑘 |
. (3.3)

The more particles are involved, the more complicated the calculation will become.
In general, the equation is only analytically solvable for the H2 molecule. So, assump-
tions must be made in order to simplify quantum calculations for atomic and especially
molecular systems. From classical perspectives, the mass of electrons and nuclei seems
to be a good starting point for that. The mass ratio between a proton and an electron
is 𝑚𝑝/𝑚𝑒 ≈ 2000. Electrons are significantly lighter than protons or even a nucleus
consisting of several protons and neutrons. As Coulomb force is the only force that
accelerates the particles here, it is obvious that electrons experience a stronger change in
their velocity than the nuclei as the acceleration is 𝑎 = 𝐹/𝑚. This means that electrons
will react much faster to any force applied to them and especially will immediately react
to any change in the nuclear geometry. The nuclei, however, will only slowly adapt to
changes in the electronic system. Thus, we can assume that the kinetic terms for the
electrons are significantly stronger than the nuclear terms and the latter can be treated
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as a perturbation for the electronic system. We call this adiabatic approximation. The
approximation suggests writing the Hamiltonian as

𝐻̂ = 𝐻̂0 + 𝐻̂ ′ with 𝐻̂0 = 𝑇𝑒 +𝑉 (r,R) and 𝐻̂ ′ = 𝑇𝑛 , (3.4)

where 𝐻̂ ′ is a perturbation to the unperturbed (electronic) SE

𝐻̂0Ψ𝑒𝑙 (r;R) = 𝐸0(R)Ψ𝑒𝑙 (r;R) . (3.5)

Here, the molecule is restricted to a predefined nuclear geometry. The nuclear coordinate
R is considered as a parameter in the unperturbed case. The solutions Ψ𝑒𝑙

𝑘
(r;R) can be

written as an orthonormal system and any solution to the general equation (including
the perturbation) can be approximated by a series of so-called wavefunctions:

Ψ(𝑟, 𝑅) =
∑︁
𝑘

𝜙𝑘 (R) · Ψ𝑒𝑙
𝑘

(r;R) . (3.6)

The nuclear wave function 𝜙𝑘 (R) appears here as an expansion coefficient. With some
mathematical treatment the SE can be rewritten as a set of two coupled equations [51, pp.
18-20]

𝐻̂0Ψ𝑒𝑙 (r;R) = 𝐸0(R)Ψ𝑒𝑙 (r;R) , (3.7)
𝐻̂ ′𝜙𝑘 (R) +

∑︁
𝑚

(𝑎𝑘𝑚𝜙𝑚(R)) = (𝐸 − 𝐸0
𝑘
(R))𝜙𝑘 (R). (3.8)

Equation 3.7 is again the unperturbed electronic SE for a given molecular geometry R.
Equation 3.8 describes the nuclear wavefunction 𝜙𝑚(R) and is coupled to the electronic
system via the coefficient 𝑎𝑘𝑚 which depends on the electronic wavefunction. More
precisely, it includes derivatives of the electronic wavefunction with respect to the
internuclear coordinates ∇𝑅Ψ(r;R) and ∇2

𝑅
Ψ(r;R). If we assume the molecule to be in its

equilibrium position 𝑅0, the electronic wavefunction may not vary much in the vicinity
of the equilibrium and the contributions of its derivatives to the coefficients are very
small. In addition, the 𝑎𝑘𝑚 scale with 1/𝑀 where 𝑀 is the mass of the nuclei. Both
arguments justify to set the coefficients 𝑎𝑘𝑚 to zero. This is called the Born-Oppenheimer
approximation (BOA) and results into two decoupled equations:

𝐻̂0Ψ𝑒𝑙 (r;R) = 𝐸0(R)Ψ𝑒𝑙 (r;R) , (3.9)
(𝑇𝑛 + 𝐸0

𝑘
(R))𝜙𝑘 (R) = 𝐸𝑘,𝑖𝜙𝑘,𝑖 (R). (3.10)

Here, the electronic system is solved for a given molecular configuration R and thus for
a static/non changing potential. The equation for the nuclear motion still inherits the
solution of the electron system as a static potential.
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3.2 Potential Energy Surfaces and Wavepackets

In the BOA, the motion of electrons and nuclei are separated. In the case of the electrons,
the molecular geometry is a given parameter for which the Schrödinger equation has
to be solved. This, however, means that there is a set of eigenstates with eigenvalue 𝐸𝑛
and eigenvectors 𝜙𝑛 for each multidimensional coordinate 𝑅 that describes the electronic
behaviour for this geometry. The function 𝐸𝑛(𝑅) forms a multidimensional energy land-
scape which is called the potential energy surface (PES). This electronic potential affects
the nuclear wavefunction and gives rise to energy contribution that are due to changes
in the geometry. The full energy of a molecular quantum state, 𝐸𝑛,𝑣,𝐽 , is defined by the
electronic 𝐸𝑒𝑛𝑙 (𝑅), vibronic 𝐸𝑣(𝑅) and rotational energy 𝐸 𝐽 (𝑅):

𝐸𝑛,𝑣,𝐽 = 𝐸𝑒𝑙𝑛 (𝑅) + 𝐸𝑣(𝑅) + 𝐸 𝐽 (𝑅) . (3.11)

The contributions to the overall energy are different. Whilst for electronic states the
energy is goes from tens of eV in valence states to hundreds or thousands of eV in core-
level states, vibronic states usually contribute energies in the range of meV and rotational
states only in the µeV range. When studying electronic states, the rotational component,
thus, has a negligible contribution and we may ignore it here.
In the case of a diatomic molecule, the multidimensional potential energy landscape

reduces to a curve as a function of one coordinate only, which is the distance between
the two atoms. A typical potential for those molecules can be seen in 3.1. The distance
where the potential shows a minimum is called equilibrium distance 𝑅0 (e.g., 𝑋0 and 𝑋1 in
3.1). Each bound state has its equilibrium distance. The depth of the potential defines the
dissociation energy 𝐸𝑑 . A state with a potential that does not show a minimum in energy
but instead continues to decrease in energy towards 𝑅 → ∞ is called a dissociative state
as it pushes apart the interacting atoms. Vibronic states are determined by the electronic
potential and describe stretchingmodes of different frequencies for this diatomic molecule.
In case of a harmonic potential, the vibronic states would be equally spaced in energy. If
the potential is anharmonic, the energies are slightly corrected. The equal spacing is lost
and with increasing quantum number the distance between the states reduces.

The more atoms involved in forming a molecule, the more difficult it becomes to draw
reasonable representations of the potential energy landscape. In the case of a triatomic
molecule, the number of coordinates necessary to describe the geometry (degrees of
freedom) is three (or four in case of a linear molecule) which is still easy to cope with. In
general, the degrees of freedom are 3𝑁 − 6 (or 3𝑁 − 5 for linear molecules). Thus, the
larger the number of atoms N gets, the more often one uses generalised coordinates or
focuses on the variation of only a few parameters such as a particular bond distance.
Potential energy surfaces determine the molecular dynamics in the excited state.

Excitation of molecules happens, for example, by the absorption of a photon. However,
the absorption of a photon of a certain frequency may not lead to the excitation of a single
state but usually to a manifold of vibronic excited states. The Franck-Condon principle
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Figure 3.1: Scheme of potential curves for a diatomic molecule. Bound states show a minimum
for a certain geometry (𝑋0, 𝑋1) whilst dissociative states don’t (𝑋2).

states that during an excitation the molecular geometry does not change [52–54], which
is classical momentum conservation and only those vibrational states are populated that
have a significant overlap with the ground state wavefunction. That leads in general to
the preparation of a so-called vibrational wavepacket i.e., a coherent superposition of
different vibronic states within an electronic state. These wavepackets evolve on a PES
i.e., it will follow the gradient along the molecular coordinates. This, in consequence,
means that during the evolution the molecule undergoes geometrical changes. These can
be changes in bond distance, twists or even the breaking of bonds.
While structural changes can occur during the evolution on the PES of a single elec-

tronic state, it becomes complex when the PES of two different states get very close.
Above we discussed the Born-Oppenheimer approximation which arises from the com-
bination of how the coupling coefficients scale with, first, the inverse nuclear mass and,
second, the gradients ∇𝑅Ψ(r,R) which vanish in the vicinity of the equilibrium. After an
excitation, however, the molecule is forced to leave the equilibrium geometry and follows
the gradient. Expressing the matrix element ⟨Ψ 𝑗 |∇𝑅 |Ψ𝑖⟩ for two different electronic states
with energies 𝐸𝑖 and 𝐸 𝑗 yields 1/(𝑀 · (𝐸𝑖 − 𝐸 𝑗 )) where𝑀 is again the mass of the nuclei.
Therefore, if two potential energy surfaces come very close in energy, the influence of the
nuclear gradient on the electron wavefunction cannot be neglected anymore and the BOA
breaks down. The vicinity of the region where 𝐸 𝑗 = 𝐸𝑖 i.e., where the potential energy sur-
faces intersect, are of particular interest as these allow a vibronic wavepacket to change
the electronic state without emitting a photon. Moreover, they allow the molecule to
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convert electronic energy into vibrational energy which is important for photoprotection
as molecules in excited states are in danger two forming new bonds. These regions of
intersecting PES are called conical intersections (CoIns). It is now commonly accepted
that CoIns play a crucial role in the relaxation dynamics of molecules [55].
In order for a CoIn to exists, the approaching PES 𝐸𝑖 and 𝐸 𝑗 have to satisfy two

conditions [56]:

𝐻𝑖𝑖 (r;R) = 𝐻 𝑗 𝑗 (r;R) , (3.12)
𝐻𝑖 𝑗 (r;R) = 0 . (3.13)

Here, 𝐻𝑖 𝑗 (r;R) is defined by

𝐻𝑖 𝑗 (r;R) = ⟨Ψ𝑖 (r;R)|𝐻̂𝑒 (r;R)|Ψ 𝑗 (r;R)⟩ , (3.14)

where Ψ𝑖/𝑗 are the wavefunctions of the approaching PES. The reason is that both surfaces
are solutions to the same eigenvalue problem and hence depend on each other. A single
condition that forces only the equality of energies i.e., eq. 3.12, is not sufficient in general.
The subspace where the conditions are satisfied is called the intersection coordinate space
(ICS) or seam space. The two conditions force it to be of dimension 𝑠 − 2, where s are the
degrees of freedom of that molecule [55, 56]. The remaining branching space is given by
two vectors 𝑝1 and 𝑝2 (also often called g and h). They are determined by the electronic
structure of the PES and describe the energy difference gradient (𝑝1) and the nonadiabatic
coupling (𝑝2) [55]:

𝑝1 = 1
2

(
⟨Ψ𝑖 (r;R)|∇𝐻̂𝑒 (r;R)|Ψ𝑖 (r;R)⟩ − ⟨Ψ 𝑗 (r;R)|∇𝐻̂𝑒 (r;R)|Ψ 𝑗 (r;R)⟩

)
(3.15)

𝑝2 = ⟨Ψ𝑖 (r;R)|∇𝐻̂𝑒 (r;R)|Ψ 𝑗 (r;R)⟩ (3.16)

The other orthogonal coordinates 𝑝3, . . . , 𝑝𝑠 that define the ICS are equal to 0 in the
branching space (and vice versa, 𝑝1 = 𝑝2 = 0 in the ICS). Along the two coordinates, the
degeneracy of the two PES is lifted [56]:

𝐸1,2 = ⟨𝐻̂𝑒 (𝑝1, 𝑝2)⟩ ±
√︃
𝑝2

1 + 𝑝2
2 (3.17)

The lifted PES form a cone shape surface; hence the name "conical intersection". There
are slightly different shapes of intersections. For all of them, however, the PES form a
continuous slope from one to the other state [56]. In consequence, this means that a
wavepacket that is propagating on the gradient of the PES and passing the CoIn changes
its electronic character abruptly.
Conical intersections do not appear in all molecules. In diatomic molecules, there is

only one degree of freedom i.e., the bond distance 𝑅. It is obvious that one parameter
cannot satisfy the two conditions at the same time. There must be at least two independent
parameters. Thus, two approaching PES in a diatomic molecule will avoid the crossing
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and repel each other. This “non-crossing rule” was brought up by F. Hund and was later
proven by E. Wigner and J. von Neumann [57, 58]. More strictly, it states that potential
energy curves cannot cross if they correspond to electronic states of the same symmetry.
This rule, however, is limited to diatomic molecules [59, 60].

3.3 Binding Energies and Molecular Orbitals

So far, nothing has been said on how wavefunctions and energies can be derived from the
(stationary) Schrödinger equation. There are different theoretical approaches on how to
evaluate the electronic SE for molecular systems. The Hartree-Fock (HF) Self-consistent
field (SCF) method gives in many cases reasonable estimations for binding energies and
the wavefunctions. Within HF-SCF framework different assumptions are made. Further,
relativistic effects and spin-orbit coupling are neglected. Neglecting correlation effects,
however, forces the estimated energy of the molecular system to be an upper bound
which can be optimised towards the “real” value by introducing correlation coefficients
during the calculation [61, pp. 15-19].

The starting point of HF is to assume that the energy eigenvalues can be described using
a Slater determinant i.e., the electronic wavefunction is approximated by N orthonormal
one-electron spin-orbitals in the following way:

Ψ𝑒 ≈
1

√
𝑁 !

�������
𝜓1(𝑥1) . . . 𝜓𝑁 (𝑥1)

... . . . ...
𝜓1(𝑥𝑁 ) . . . 𝜓𝑁 (𝑥𝑁 )

������� (3.18)

where 𝜓 (𝑥) = 𝜙(𝑥) · 𝑠 with 𝜙 a spatial wavefunction and 𝑠 =↑, ↓ the spin. The Slater
determinant, in the way it is constructed, automatically satisfies the Pauli exclusion
principle (i.e., the total wavefunction is antisymmetric).
The energy of the system is defined by

⟨𝐸0⟩ = ⟨Ψ𝑒 |𝐻̂ |Ψ𝑒⟩ (3.19)

with 𝐻̂ being the Hamilton operator of the molecular system i.e., it includes interaction
terms between electron-electron, electron-nucleus and (sometimes) nucleus-nucleus (see
eq. 3.3). To evaluate this equation, the quantum-mechanical variational principle is
applied which assumes a small variation 𝛿Ψ to the electronic wavefunction. Utilising the
method of Lagrangian multipliers, the calculation yields a set of 𝑁 so-called Hartree-Fock
equations [61, pp. 15-19]

𝐹𝑖𝜓𝑖 (𝑥𝑖 ) =
𝑁∑︁
𝑘=1

𝜆𝑖𝑘𝜓𝑘 (𝑥1) . (3.20)

Here, 𝐹𝑖 = 𝐻̂𝑖𝑖 + ∑𝑁
𝑘=1(𝐽𝑘 − 𝐾̂𝑘 ) is called the Fock operator with 𝐻̂𝑖𝑖 the one-electron
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Hamiltonian. The Coulomb operator

𝐽𝑘 |𝜓𝑖 (𝑖)⟩ = ⟨𝜓𝑘 (𝑘)|𝑟−1
𝑖𝑘
|𝜓𝑘 (𝑘)⟩ |𝜓𝑖 (𝑖)⟩ (3.21)

accounts for the repulsive electron-electron interaction. The exchange operator

𝐾̂𝑘 |𝜓𝑖 (𝑖)⟩ = ⟨𝜓𝑘 (𝑘)|𝑟−1
𝑖𝑘
|𝜓𝑖 (𝑘)⟩ |𝜓𝑘 (𝑘)⟩ (3.22)

is responsible for the spin correlation according to Pauli’s principle.
In the canonical form, the right-hand side of the above equation is brought into a

diagonal form via a unitary transformation under which the Fock operator and the total
wavefunction are invariant. Then, the energy eigenvalues (called canonical energies or
orbital energies) are defined by three integrals [61]:

𝐸𝑖 = 𝐻𝑖𝑖 +
𝑁∑︁
𝑘=1

(𝐽𝑖𝑘 − 𝐾𝑖𝑘 ) (3.23)

with

𝐻𝑖𝑖 = ⟨𝜓𝑖 (𝑖)|𝐻̂𝑖𝑖 |𝜓𝑖 (𝑖)⟩ , (3.24)
𝐽𝑖𝑘 = ⟨𝜓𝑖 (𝑖)|⟨𝜓𝑘 (𝑘)|𝑟−1

𝑖𝑘
|𝜓𝑘 (𝑘)⟩ |𝜓𝑖 (𝑖)⟩ (3.25)

and
𝐾𝑖𝑘 = ⟨𝜓𝑘 (𝑘)|⟨𝜓𝑘 (𝑘)|𝑟−1

𝑖𝑘
|𝜓𝑖 (𝑘)⟩ |𝜓𝑘 (𝑘)⟩ . (3.26)

Similar to the names of the operators above, 𝐽𝑖𝑘 is called the Coulomb integral and 𝐾𝑖𝑘
the exchange integral. Since both correlate different spin-orbitals, they are usually harder
to evaluate than 𝐻𝑖𝑖 . The variation principle requires to go through several iterations
of calculating the integrals and wavefunctions (called canonical (molecular) orbitals),
starting with an initial guess. The calculation comes to an end when the difference of
the total energy of the system ⟨𝐸0⟩ between two iterations is below an initially defined
threshold.

The integrals in the HF calculation already require an initial guess for the wavefunction.
For this guess, one usually assumes a reasonably large basis set of atomic orbitals which
form by linear combination the initial molecular orbitals. Throughout the iterations, the
atomic orbitals remain fixed but the expansion coefficients, with which they are combined,
are adjusted. This gives self-consistency. The usage of atomic orbitals is justified by
two reasons. First, if the molecule breaks apart the molecular orbitals must converge
smoothly towards atomic orbitals. Second, the form of molecular orbitals that are near a
particular atom must look similar to atomic orbitals of that atom.

At the beginning of the section, it was mentioned that correlation effects are ignored
in the HF approach. Strictly speaking, this is not correct. The HF approach neglects
dynamical correlations. On a very crude level, electron correlations are included via
the mean field approach. The HF method uses averages in the calculation so that each
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solution to the above stated integrals behaves as if an electron would be exposed to
the mean field of all other particles but does not change the field itself. This, indeed,
introduces some electron correlations by means of the exchange integral but ignores all
dynamical effects.
In the framework of HF theory, the derived orbital energies 𝐸𝑖 are equivalent to the

binding energy (or ionisation potential) of the electronic state. This is called Koopmans’
theorem. This allows one to directly compare photoelectron data with orbital energies.
The assumption made here is that the removal of an electron from an orbital does not
affect the other orbitals. This is strictly correct within the HF, or in other words, dynamical
correlation is neglected as described above. In case of valence orbitals, this gives a rather
accurate estimation. However, it is inadequate for strongly bound orbitals such as the
K-shell (1s) and can lead to larger deviations from the experimentally found results up to
tens of eV. Post-HF methods have HF as its fundamental theory but overcome some of its
shortcomings. Thus, they are more accurate but also more computationally expensive.
Further, these methods can be adapted to excited state calculations. Two examples are
coupled cluster [62] and configuration interaction [63]. However, HF-SCF already gives
important physical insight in the experiment in most of the cases.
Apart from the binding energies, the shape of molecular orbitals (MOs) can also be

insightful. Depending on the electron density, geometry changes in (excited) electronic
states can be anticipated. When looking at molecular orbitals, one often differentiates
three different “classes” of MOs. Bonding orbitals show a significant electron density
between atoms. The presence of an electron between two nuclei reduces the Coulomb
repulsion between the nuclei. Hence, it lowers the system energy and the nuclei can
move closer together. In anti-bonding orbitals, electrons are less likely between the two
nuclei. The wavefunction often shows a node there. This, however, reduces the screening
of the Coulomb repulsion and thus the nuclei would move further apart to reduce the
force and energy. In other words, occupying an anti-bonding orbital increases the energy
of the system. A last “category” of molecular orbitals are lone pairs i.e., valence electrons
that are not shared between atoms inside the molecule. These orbitals have a strong
atomic character.

Let’s finish this chapter with a short example, based on the molecule of interest of this
thesis, 2-thiouracil (2-tUra). A HF-SCF calculation has been performed with the ORCA
program [64–66] to evaluate binding energies and orbitals. The basis set def2-SVP [67]
was used for an initial guess of the orbitals.

Table 3.2 summarises some orbital energies of the highest-occupied molecular orbitals
(HOMO) and the strongly localised S 2p and S 2s orbitals. According to the HF calculation
the first ionisation energy found in the molecule is at about 9 eV. Experiments performed
at SOLEIL suggest a value of about 8.7 eV. That is a fairly good agreement. The expected
HOMO-1 which lies at 9.34 eV is not observed in the experiment. However, the calculation
does not consider aspects such as vibrational broadening. This will lead to strongly over-
lapping features and experimentally only one broad band might be observed. Calculations
performed by Ruckenbauer et al. back that the first observable band constitutes of two
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Figure 3.2: Isosurface plots for the highest occupied molecular orbital(s) (HOMO) and lowest
unoccupied molecular orbital (LUMO) in 2-thiouracil. The orbitals were calculated using HF-SCF
method and the ORCA program.

ionisation channels [68]. The following valence ionisation channels are much better
separated. For the HOMO-2 an energy of 10.8 eV is expected. The experiment, however,
shows the second band already at about 9.9 eV. Interestingly, Ruckenbauer et al. predict
that two orbitals contribute to the second observable band which is not found with the
HF calculation. The following three orbital energies deviate from the experiment less
than 1 eV. For core-level orbitals such as S 2s and S 2p the deviation is much stronger. The
S 2p orbital energy is predicted to be at about 179 eV for all three orbitals 𝑝𝑥,𝑦,𝑧 . In the
experiment, however, only two peaks are found well separated at 168.3 eV and 169.5 eV.
This is due to the spin-orbit coupling which is not accounted for in the HF calculations.
In case of the S 2s energy, the prediction is again 10 eV higher than the experiment.
Considering the relative error HF-SCF seems to give offsets in the range of 5-10 %.
In Figure 3.2 the HF results for the wavefunctions of the HOMO, HOMO-1 and the

lowest-unoccupied molecular orbital (LUMO) are shown for the same isosurface value.
The colours blue and red encode the sign of the wavefunction (negative/positive). The
HOMO-1 has a strong electron localisation at the sulfur and has mostly 3𝑝𝑥 character
(from the sulfur). As the orbital is dominated by the in-plane atomic p-orbital, it is of non-
bonding character. Hence, it is called 𝑛𝑆 (the index “S” indicates the strong domination of
the sulfur 3p orbital). The HOMO and LUMO mostly combine out-of-plane p orbitals.
Thus, they are called 𝜋 (∗) orbitals. The asterisk for the LUMO indicates that it is an
anti-bonding orbital. Similar to the HOMO-1, the wavefunction in the HOMO shows
a significant value around the sulfur. However, HOMO and LUMO are much stronger
delocalised than the HOMO-1. Interesting details may be observed when looking closer
at the C=S bond. In case of the HOMO, the orbital covers the space between the two
atoms. In the LUMO, in contrast, the orbital shows a node. Based on the above stated
argument on reduction of Coulomb repulsion, it is to be expected that the bond will
stretch when an electron is promoted from the HOMO to the LUMO. More sophisticated
theoretical approaches indeed predict a bond stretch [26, 27] and time-resolved Auger
spectroscopy may back this prediction for the C=S bond [40] (see Article 6 in chapter 5).
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Table 3.1: Comparison of Hartree-Fock calculations on 2-thiouracil with (unpublished) experi-
mental ionisation energies measured at the synchrotron SOLEIL. In addition, the HF orbitals are
shown for a fixed isovalue.

State HF-SCF (eV) Exp. (eV) HF orbitals

HOMO -9.04 8.7

HOMO-1 -9.34 -

HOMO-2 -10.83 9.93

HOMO-3 -12.52 11.8

HOMO-4 -13.53 13.2

HOMO-5 -14.65 14.3

-179.33 168.35

S 2p -179.35 169.53

-179.45

S 2s -242.34 232.6
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Figure 3.3: (a) Gas-phase UV absorption spectra of uracil (Ura) and 2-tUra. The sticks mark
the excitation energies for 2-tUra as derived by a Gaussian decomposition (see Supplementary
Information of [69]). (b) and (c) are schemes of the potential energy surfaces of Ura and 2-tUra,
respectively, based on different calculations that are summarised in Refs. [70] and [10]. The
dotted blue line in the scheme for uracil shows the local minimum in the S2 state found in some
theoretical studies. The dashed arrow in the right scheme indicates an excitation into the S4 state.

3.4 Molecular Dynamics of 2-Thiouracil

In the final paragraph of the previous section, a prediction has been made on a C=S
bond length alternation occurring in the excited state of 2-tUra. To study those effects
more thoroughly, more accurate calculations than HF need to be performed in order
to understand which states are involved in the transition and relaxation and how the
geometry of the molecule changes.

In Ref. [69] (see Article 1 in chapter 5), we have measured the gas-phase UV absorption
spectra of all three thionated uracils. The absorption spectrum of 2-tUra is shown in
Figure 3.3 (a) together with that of uracil. In case of 2-tUra, we observe a strong first
absorption in the range 250 - 300 nm which corresponds to an excitation energy of 4.2
- 5 eV. This is backed by other experiments performed in gas-phase that show similar
absorption bands [71, 72]. A Gaussian-fit analysis of the spectrum reveals that the
broad feature can be described by two excitations at 287 nm (4.7 eV) and 261 nm (4.3 eV).
Quantum chemical calculations show that the occupied excited states that belong to the
two lowest excitations are of 1𝜋𝜋∗ character [26, 27, 69]. This means that the 𝜋 and 𝜋∗

states are occupied by one electron each. As we consider a direct transition, this means
also that an electron was promoted from the 𝜋 to the 𝜋∗ orbital. In comparison with the
canonical nucleobase uracil, this first absorption band (which is also of 𝜋𝜋∗ character) is

19



Chapter 3 - Molecular Dynamics

shifted towards lower excitation energies (higher wavelength). This trend is observed in
all three thiouracil to a different extent [69] and, in general, in all thionated nucleobases
compared to their canonical counterparts [10].
These 1𝜋𝜋∗ states are, however, not the lowest excited states inside the molecule.

Theoretical calculations show that there are a variety of excited states with lower binding
energy which cannot be excited due to the violation of transition rules and are, thus,
“optically dark”. Below the lowest1𝜋𝜋∗ states calculations suggest an1𝑛𝜋∗ state at about
3.8 eV that involves the lone-pair orbital n which has a very strong sulfur 3p character. A
number of triplet states are proposed at even lower energies [26, 27] but these require a
change of the spin of the excited electron and are, thus, not allowed in optical excitation.

In Figure 3.3 (b), a sketch of the potential energy landscapes of uracil (Ura) and 2-tUra
are shown. The sketches are summaries of various calculations that have been performed
on these molecules, with refs. [10] and [70] providing a suitable overview. In short, the
1𝜋𝜋∗ that can be excited in Ura (called S2) shows conical intersections with a singlet 1𝑛𝜋∗

state (S1) and the ground state (S0). The 1𝑛𝜋∗ state shows also CoIns with the S0, either
via a barrier or an intermediate state. Triplet states do not cross any of the states. Hence,
it can be deducted that an excitation in uracil will lead to an efficient relaxation into the
ground state. This is indeed observed in experiments for nucleobases [73].
For 2-tUra, a more complicated relaxation process to the ground state is expected as

seen in Figure 3.3 (c). The two excitations observed in the absorption spectra lead to
two slightly different initial states, S2 and S4, which, however, are both of 𝜋𝜋∗ character.
Calculations that include the S4 state suggest that those two states merge very quickly
[26]. Therefore, it may be assumed that an S4 excitation will undergo the same relaxation
as an S2 relaxation [26]. The S2 state shows a CoIn with both S0 and S1 (1𝜋𝜋∗). However,
the S0 is only reachable via an energy barrier what reduces the likelihood of a ground
state relaxation channel. Hence, it will be more feasible for an electronic wavepacket
to relax into the S1 state. There, the ground state is again only accessible via an energy
barrier. A triplet state of 3𝜋𝜋∗ character, however, is close to the S1 minimum. Together
with the high barrier, it facilitates an inter-system crossing from the singlet 1𝑛𝜋∗ to the
triplet 3𝜋𝜋∗ where the wavepacket may relax into other triplet states. As these states are
spin-excited states, a direct radiative transition towards the ground state is very unlikely.
If there is no other nonradiative decay channel (as currently predicted by theory), then
these triplet states last rather long (i.e., up to a few 100 ps [21–24]). The existence of a
long-lasting excited state has been observed not only in 2-thiouracil; it is a well-known
behaviour of thionated nucleobases in general [10, 11].
The calculations that led to the discussed potential energy surfaces mostly focus on

static approaches i.e., they focus on certain geometries of the molecule and calculate the
potential energy point by point for the excited states. They do not address the question
how a prepared wavepacket would evolve under the gradients of each PES. Dynamical
calculations that consider the evolution of a wavepacket have been performed by Mai
et al. [27, 28]. They calculated the evolution of a wavepacket with both multi-state
complete active space perturbation theory (MS-CASPT2) [27] and algebraic diagrammatic
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Figure 3.4: (a) Excited-state population from the ADC(2) calculations in Ref. [28]. Reprinted from
Mai et al., J. Chem. Phys. 47, 184109 (2017), with the permission of AIP Publishing. (b) Potential
energy scheme with a possible relaxation pathway for 2-tUra including some geometry changes
from Ref. [27]. Reprinted from Mai et al, J. Phys. Chem. Lett. 7, 1978–1983 (2016) used under the
Creative Common Attribution (CC-BY) Licence.

construction (ADC) [28], deriving possible relaxation pathways for the wavepacket. This
includes estimates for the time-dependent population of each state, their lifetimes and
geometry changes during the relaxation. First, we discuss the relaxation path found in
the two calculations and after that briefly look into geometry changes.
The excited state populations of 2-tUra are shown in Figure 3.4 (a). The populations

were calculated via a trajectory propagation on the excited states, using ADC(2) for
calculating the electronic structure [28]. In these calculations, the S2 state was initially
populated and the evolution of the prepared wavepacket along gradients of the PES was
followed. It can be seen that the S2 population decays exponentially to the S1 state, leading
to a relative population of about 50 % in the S1 state 200 fs after excitation. Decay to the
triplet states, however, is slower. The T1 state overcomes the S1 state after about 350 fs
and becomes the most populated state with an occupation of up to 70 %. The intermediate
T2 and T3 states gain only some population up to a value of 20 % and stay relatively stable
according to the fits applied in the graph. These findings do not change much when
looking at the MS-CASPT2 calculations performed by Mai et al. [27]. The first state
populated after the excitation seems to be the S1 followed by a gradual occupation of the
triplet states. This pathway is also depicted in PES scheme in Figure 3.4 (b).
There are, however, some differences in the results produced by the two different

electronic structure methods; the major of which are the proposed time constants for
the relaxation. The MS-CASPT2 approach estimates much faster time constants for the
relaxation into the S1 (60 fs vs. 250 fs) as well as for the triplet states T2/3 (250 fs vs.
1060 fs) as compared to the ADC(2) approach. There are also two interesting details. First,
the MS-CASPT2 calculations predict a very weak ground-state relaxation channel from
the S1 state with picosecond decay time. However, the long decay time will make the
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relaxation into the triplet states the dominant channel. In fact, only one trajectory out of
44 calculations ended up in this ground state relaxation channel making it an even more
unlikely event [27]. This channel is also not observed in the ADC(2) calculations.
The second detail concerns the curve shape of the excited state populations in the

ADC calculation. A closer look reveals that the S1 and the T2/3 curves show an oscillating
behaviour that appears to be in antiphase. To a much lesser extent slight oscillating
features can also be observed in the other two curves. These oscillations may suggest
that there is an oscillating population exchange between the S1 ( 1𝑛𝜋∗) and the triplet
states of 3𝜋𝜋∗ character. In the MS-CASPT2 calculations, there also seems to be some
alternating exchanges of population between states but an oscillating behaviour is not as
distinct.

Figure 3.4 (b) shows the most striking predicted geometry change the molecule under-
goes during the relaxation. In the ground state S0, the molecule is planar. It is predicted
in all calculations of Mai et al. that the C=S bond will stretch and the sulfur will move out
of the molecular plane (pyramidalization) at some point during the relaxation process
[26–28]. The static calculation by Mai et al. found that there is already a non-planar S2
state where the sulfur moves out of the molecular plane [26]. The dynamical calculations
suggest, however, that the non-planar S2 minimum is a minority channel [27, 28]. It is
further predicted that the molecule will undergo pyramidalization when it enters the S1
state (unless it did enter the non-planar S2 minimum) [27, 28]. Alongside the out-of-plane
motion, the C=S double bond elongates by up to 15% [26]. Another change in bond
distance is predicted for the C=C double bond that is supposed to narrow by up to 10 %
[27, 28].
To conclude this section, a very brief overview shall be given on some ultrafast ex-

periments utilising mostly visible and UV light. Different experimental studies have
been performed to test the proposed relaxation pathways. Pollum et al. showed with
femtosecond transient absorption spectroscopy (fs-TAS) that the S1( 1𝑛𝜋∗) state acts
as a doorway for populating the T1 (3𝜋𝜋∗) [25]. The major pathway was found to be
S2 (1𝜋𝜋∗)→ S1 (1𝑛𝜋∗)→T1 (3𝜋𝜋∗). This contrasts the predictions of Mai et al. who claim
that an intermediate T2 (3𝑛𝜋∗) state is populated before relaxing into the T1 [26, 28].
However, Mai et al. note that due to the similar electronic character of the intermediate
triplet state(s) (especially T2) with the S1 the experimental observation (or differentiation)
of these states might be difficult due to a low transient T2 population. Teles-Ferreira et
al. argued by investigating 2-tUra also by means of fs-TAS that there is either a direct
ISC from the S2 to the T2/3 or an intermediate, “spectroscopically elusive” S1 state which
connects to the triplet manifold [30]. This agrees with the prediction of Mai et al. who
also found a certain amount of trajectories going directly from the S2 to T2,3. Interestingly,
studies on 4-tUra also suggest an optically dark intermediate state (the S1 ( 1𝑛𝜋∗ )) [30,
33, 34]. By studying fs-TAS and photoelectron spectra and systematically varying the
excitation energy, Sanchez-Rodriguez et al. found that the excitation of out-of-plane
vibrational modes which lead, for example, to pyramidalization are necessary to access
the ISC relaxation pathways [23].
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Figure 3.5: Schemes of some x-ray spectroscopy methods. (a) X-ray photoelectron pectroscopy
(XPS). (b) Auger-Meitner electron spectroscopy (AMS) as a follow up process of the photoelectron
emission. (c) Resonant x-ray absorption and the following AM process leading to the near edge
x-ray absorption fine structure (NEXAFS).

3.5 X-Ray Spectroscopy
From the HF calculation in section 3.3, one can see that strongly bond electrons are
located in orbitals that represent mostly the deep-lying atomic orbitals of the respective
atom (see table 3.1 on page 18). For example, those orbitals in the HF calculation that
have energies around 179 eV and 242 eV are strongly located at the sulfur atom of 2-tUra
and resemble the 2p and 2s atomic orbitals. For lower binding energy, the orbitals happen
to be primarily the C, N, O and S 1s atomic orbitals. Due to the high binding energies of
these orbitals, only x-ray light (ca. 0.1 – 10 keV) is able to address these electrons. X-ray
spectroscopy, therefore, has two advantages over spectroscopy with UV or visible light.
First, core levels of different elements have different binding energies e.g., S 1s 1400 eV,
O 1s 540 eV, N 1s 400 eV etc. Thus, by choosing different wavelength for the resonant
excitation or ionisation one can address specific elements inside a molecule. X-rays are
element-specific. Further, they are site-selective within molecules. That means they can
address specific regions inside the molecule. This is due to the fact that the core-levels are
tightly localised at the specific atom (see orbital figures of S 2p and S 2s in table 3.1). For
example, as 2-tUra has only one sulfur atom, a photon with an energy of 250 eV will only
address that particular sulfur atom (as 𝐸𝑏(𝑆 2𝑝) < 𝐸𝑏(𝑆 2𝑠) < 250 eV) and one is sensitive
to whatever happens in its vicinity. Site-selectivity, however, goes further. Even atoms of
the same species inside the molecule can be distinguishable due to so-called chemical
shift which will be discussed later. X-rays can hence be an interesting probe not only for
studying the static structure of molecules but also track excitation induced changes that
happen at particular elements/sites of a molecule. Thus, the following section gives a
brief overview of static x-ray spectroscopy with a main focus on 2-tUra.
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In Figure 3.5, schemes of different x-ray-induced processes are shown. The non-
resonant absorption of a photon with an energy above the ionisation potential (IP) of a
core-level leads to photoelectrons that can be measured (fig. 3.5 (a)). The existence of
a core-hole triggers an Auger-Meitner (AM) process where a valence electron fills the
core vacancy and another electron is emitted due to energy conservation (fig. 3.5 (b)).
Apart from ionisation, resonant excitation into the unoccupied valence states can take
place as well and can also trigger an AM process. Thus, one can observe fine structure
in the x-ray absorption spectra resulting from the resonant excitation channels from a
core-level to the valence states. These spectra can either be measured in transmission or
by electron/ion yield and are called near edge x-ray absorption fine structure (NEXAFS)
spectra.

In the following, the emission of photoelectrons is discussed first followed by resonant
absorption. At the end, the Auger-Meitner process will be discussed.

3.5.1 Photoelectron Emission

The orbital energies derived from a HF calculation are assumed to be the binding energies
of the respective electronic states (Koopmans’ theorem). This is the minimum amount of
energy needed to excite an electron from a bound to a continuum state. A bound electron
that absorbs a photon with higher energy will end up with a kinetic energy 𝐸𝑘𝑖𝑛 = ℎ𝜈 −𝐸𝑏 .
The strength of this transition is given by the dipole matrix element. In its general form
it looks [61, pp. 26-30]

𝐷𝑖 𝑓 = ⟨Ψ𝑓 (𝑁 )|
𝑁∑︁
𝑘=1

𝑝𝑘 |Ψ𝑖 (𝑁 )⟩ . (3.27)

Here, Ψ𝑖/𝑓 (𝑁 ) are the slater determinants of the initial and final states and the 𝑝𝑘 the
momentum operators for each electron. The final state slater determinant is a mix of one
electron in a continuum state and 𝑁 − 1 electrons in bound states. For simplicity, it is
often assumed that the process of excitation or ionisation is sudden and other electrons
are not affected (the sudden approximation). This allows to approximate eq. 3.27 with an
“active” one-electron and a “passive” multi-electron part [61, pp. 26-30]:

𝐷𝑖 𝑓 = ⟨𝜙 𝑓 |𝑝𝑖 |𝜓𝑖⟩ ⟨Ψ𝑓 (𝑁 − 1)|Ψ𝑖 (𝑁 − 1)⟩ . (3.28)

While the initial state𝜓𝑖 is a bound state, 𝜙 𝑓 is an unbound continuum state. A simple,
but not accurate, approximation for these continuum states can be a plane wave. This is
especially true in the asymptotic limit 𝑟 → ∞ but not necessarily in the vicinity of the
(now ionised) molecule. Thus, more sophisticated models may be used which, however,
are not discussed here.

The created core hole has a lifetime 𝜏 as it is not an energetically favourable state and
will quickly be filled by another electron. As the electron can either emit a photon (x-ray
fluorescence) or give the surplus energy to another electron (Auger-Meitner decay), the
time-scales of these two processes determine the lifetime of the core hole (𝜏−1 = 𝜏−1

𝐴𝑀
+𝜏−1

𝑓 𝑙
).
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Figure 3.6: (a) Photoelectron spectrum of 2-tUra at S 2p edge taken at Pleiades beamline of the
synchrotron SOLEIL [unpublished]. The spectra shows a spin-orbit split main line and satellite
features. Inlet shows structure of 2-tUra with common numbering of atoms. (b) Energy scheme
of direct ionisation and shake-up involving ionisation.

However, the existence of the lifetime means that each process that is associated with
the creation or extinction of the vacancy will be spectrally broadened according to
the Heisenberg uncertainty principle (∆𝐸 · 𝜏 ≥ ℎ̄/2). The broadening is called lifetime
broadening. The lifetime for electronic states is usually in the order of femtoseconds
(10−15 − 10−13 s) resulting in a spectral broadening on the order of 100meV. Vibrational
states could, in principle, also be visible in the spectra but are often buried under the
lifetime broadening of the electronic states.
In Figure 3.6 (a) the x-ray photoelectron spectrum of 2-tUra at the sulfur 2p edge is

shown. The spectra taken by our group at a synchrotron (SOLEIL) are still unpublished,
but for illustration of the theoretical background used in this thesis. Different features
can be observed in the spectrum. First, there is the spin-orbit split photoline showing
two strong peaks at 168.3 eV and 169.5 eV similar to what has been observed previously
[74]. At higher binding energies, small side peaks are observed. These are called satellites
and result from correlation effects [75–81]. When looking at excitation of electrons, it
is often assumed in calculations that the process of excitation is a strict “one-electron”
event as already mentioned above. It means that if the electron is excited into a bound or
continuum state, none of the other electrons react immediately. The excitation process is
just much faster and appears to be sudden. However, the removal of an electron from
an orbital does affect the full configuration of electrons and, hence, it is a multi-electron
effect. This gives rise to additional sidebands that result from possible excitation (and
relaxation) of some of the “passive electrons”. Thus, the satellites are also called shake-
up/off satellites. This is depicted in figure 3.6 (b). Consider the core level 𝑐 , an occupied
valence state 𝑎 and an unoccupied valence state 𝑏. The kinetic energy of the main
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Figure 3.7: X-ray photoelectron spectra of uracil (Ura) and 2-thiouracil (2-tUra) taken at the C 1s
edge. The 2-tUra spectrum is unpublished data taken at the Pleiades beamline at the synchrotron
SOLEIL, France. The Ura spectrum was taken from Ref. [82]. The inlet shows 2-tUra with used
numbering of atoms which also applies for Ura.

photoline can easily be understood in the single-electron picture as it is the difference
between the photon energy used and the binding energy of the core level. To understand
the satellite, however, one has to include the possibility that some of the excess energy
can be transferred to other electrons resulting in an excitation e.g., from 𝑎 to 𝑏. In the
sketch, more arrows need to be drawn to indicate that 𝑎 → 𝑏 excitation and the "lost"
kinetic energy.

In Figure 3.7, the C 1s photoelectron spectra of uracil and 2-thioruacil are shown. Both
molecules have four carbon atoms. Uracil shows four peaks and it is possible to attribute
each of the peaks to one of the carbon atoms. The concept behind this is the chemical
shift and was studied extensively by the group of K. Siegbahn in the 1960s [37]. One
needs to consider the location of atoms within the molecule and the electronegativity of
the neighbouring atoms. The C5 atom - the numbering can be found in fig. 3.7 - is located
between two C and an H atom. The C6 is similar but sees one N atom instead of a C. For
C4, the hydrogen is replaced by an O atom and again there are a C and an N. C2, however,
sees two N and an O atom1. The electronegativity 𝜖 is different between C, N and O i.e.,
oxygen has the highest and carbon the lowest among these atoms. The higher 𝜖 the more
likely (valence) electrons are pulled towards that atom. That, however, means that some
negative charge is missing at the parent atom and the screening of the Coulomb potential
of the nucleus for the remaining electrons is reduced. The higher Coulomb force leads to
a higher binding energy. In the example of Ura, it leads to the following: The C5, which

1The sketch in fig. 3.7 shows 2-tUra. For Ura, replace the sulfur (7, yellow) with oxygen (red).
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only has other carbon atoms in its neighbourhood, is not going to be affected. The C6 will
have a slightly reduced screening of the nuclear charge as it sees a nitrogen atom. The C4
has, in addition, an oxygen atom in its surrounding. Hence, the screening is even more
reduced and the binding energy for 1s electrons should increase even more. The highest
binding energy must have the C2 as it is surrounded by atoms that all have a higher
electronegativity than itself. Thus, the binding energy order from lowest to highest is C5,
C6, C4 and C2. That simple heuristic explanation is backed by HF and more sophisticated
calculations [82].

As a comparison, 2-tUra was added to Figure 3.7. In 2-tUra, the oxygen is substituted
with sulfur which has an electronegativity slightly above that of carbon. Thus, it can
be expected that the C2 reduces in binding energy a bit compared to Ura and the peak
should move closer to that of C4. The other three peaks, however, should be similar as to
what is observed in Ura. In fact, the experimental spectrum only exhibits three peaks and
that with the highest binding energy has about double the intensity than the other two.
Therefore, it is to be assumed that this big feature consists of two very close features.
The HF calculations performed in sec. 3.3 back this (heuristic) prediction.

The explanation based on the electronegativity of surrounding atoms gives already a
qualitative order of observed shifts. It suggests that the observed binding energy difference
can be directly connected to (partial or effective) charges at particular atoms inside a
molecule. Siegbahn et al. developed a model that connects the binding energy with the
atomic charges inside the molecule – first based purely on electrostatic considerations
and later from the Schrödinger equation utilizing the HF approach [37, 83, 84]. The
binding energy of the electrons in molecules is determined by the effective molecular
potential i.e., by all charges inside the molecule. However, since core-level electrons
remain closely located to single atoms, it is reasonable to assume that the effective charge
𝑞𝐴 at the atom A of interest has the strongest effect. The effective charge is determined
by atomic charge 𝑍 reduce by the number of core electrons 𝑁𝑐 remaining at the atom
and an effective valence charge 𝑃𝐴 located around the atom and considered as a point
charge [83, 84]:

𝑞𝐴 = 𝑍𝐴 − 𝑁𝑐 − 𝑃𝐴 (3.29)

The influence of the other atoms depends on the distance to the atom A as the Coulomb
potential scales with relative distance between atom A and B |𝑟𝐴 − 𝑟𝐵 |−1= 𝑅−1

𝐴𝐵
. From the

discussion of the HF approach in section 3.3, we know that the energy eigenvalues are
determined by Coulomb and exchange integrals. It can be shown that the only relevant
terms for the discussion of the chemical shift are the Coulomb repulsion integral between
the core-level electron of interest and the valence electrons as well as the effective charge
on the other atoms (see ref. [84] and references therein). The binding energy change can,
then, be approximated by the following potential model [83, 84]:

∆𝐸𝑖 = 𝑘𝑖𝑞𝐴 +
∑︁
𝐵 ̸=𝐴

𝑞𝐵

𝑅𝐴𝐵
+ 𝑙 (3.30)
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The constant 𝑘𝑖 is equal to the Coulomb repulsion integral between the core-level electron
and the valence electrons [84]. The constant 𝑙 is an offset and accounts for the fact that
chemical shifts are often given relative to a reference compound [83]. In case of Ura
(fig. 3.7), for example, the reference would be the C5 atom which is not affected by
its surroundings and the energies for the other carbons would be given relative to it.
The constants can be either calculated or determined experimentally. Comparisons to
experiments show very good agreement between the calculated and observed shifts
[37, 83, 84]. Thus, XPS can deliver a direct measure for the atomic charge and bonding
character inside a (free) molecule. The model can be extended by, for example, considering
the influence of bonds with strong polarity i.e., ionic bonds, to give more accurate results
[84].

3.5.2 Excited-State Chemical Shift

To summarise the above, the electronegativity of the atoms inside a molecule leads to a
valence charge rearrangement so that different atoms have different effective charges.
The combined effect of the effective charges in the vicinity of the core-level electron of
interest change its binding energy with respect to the value found in (neutral) atoms.
However, this idea that the atomic charge determines the binding energy of core-level
electrons becomes even more interesting when we consider that a charge flow can also
be achieved by the excitation of an electron into an unoccupied valence state. In 2-
tUra, the two highest occupied molecular orbitals are the n and the 𝜋 orbital; the first
optical excitation is a 𝜋 → 𝜋∗ transition as discussed earlier. Figure 3.8 (a) depicts a
sketch of the energy levels together with the respective orbitals. The 𝜋 and the n orbital
have a significant S 3p character. That means the valence electrons have a significant
localisation at the sulfur atom. The 𝜋∗ orbital, in contrast, shows a stronger delocalisation
for the electron. Upon a 𝜋 → 𝜋∗ transition, an electron is removed from an orbital with
strong localisation at the sulfur atom reducing the screening of the nuclear charge (as
𝑃𝐴 reduces). If the potential model still holds in this case, it has to be assumed that the
binding energies of the core-level electrons at the sulfur increase after the excitation.
This is depicted in Figure 3.8 (a) by a lowered S 2p energy in the excited state. The effect
should increase if the molecule relaxes into an 𝑛𝜋∗ state because the lone-pair orbital n
has a very strong S 3p character and, hence, a stronger charge flow is expected. We call
this effect excited-state chemical shift (ESCS).
As can be expected by the nature of excited states, this is a dynamical effect and

will change during the relaxation of the molecule. A dynamical shift in the binding
energy of core electrons can thus be attributed to a charge movement over the molecule.
Moreover, this charge movement is directly connected to the electronic states involved
in the relaxation mechanism. In Ref. [39] (see Article 5 in chapter 5), we showed that
quantum chemical calculations verify this concept in the case of 2-tUra. The binding
energy change for the S 2p core electrons in excited states is primarily determined by
the local charge at the sulfur atom. This charge, in turn, is mainly determined by the
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Figure 3.8: (a) Scheme for the Excited-state Chemical Shift (ESCS) in 2-tUra. UV excitation moves
valence charge away from the sulfur. Hence, the binding energy of core-level S 2p electrons
increases. (b) Experimental S 2p photoelectron spectra of 2-tUra with and without (static) UV pre-
excitation. A shift of the binding energy towards higher values can be observed after excitation
confirming the ESCS model. A more detailed analysis of these spectra can be found in Ref. [39].

electronic character of the state. The influence of the geometry, however, is small. We
also tested a potential model based on the calculated atomic charges and found very good
agreement with the binding energies derived by ab initio calculations (see Supplementary
Information of Ref. [39]).

Figure 3.8 (b) shows the experimental S 2p photoelectron spectra of 2-tUra taken at the
free-electron laser FLASH. The blue curve is the static spectrum that shows the photoline
at about 169 eV binding energy and the satellites at about 176 eV. The spin-orbit splitting
shown in Figure 3.6 (a) cannot be observed here due to the large bandwidth of the FEL.
The orange curve shows the S 2p photoline 1 ps after UV excitation. This pre-excited
spectrum has two contributions as only a fraction of the molecules is excited. Hence,
it is a combination of the ground state (blue) and the excited state spectrum. The main
photoline has a reduced intensity but some signal is gained around 173 eV. So, we can
expect that excited state spectrum has shifted to higher binding energies with respect to
the ground state. This is exactly what we predicted above with the model of the ESCS. A
more detailed analysis of these spectra can be found in Ref. [39].

3.5.3 X-Ray Absorption

The excitation of an electron upon photon absorption can happen into continuum as well
as bound states. In the case of resonant absorption, the photon energy, however, satisfies
the condition ℎ𝜈 = 𝐸 𝑓 − 𝐸𝑖 where 𝐸 𝑓 and 𝐸𝑖 are the binding energies of the initial and
final state, respectively. Here, the initial state is a core level e.g., S 2p or C 1s, and the
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Figure 3.9: Unpublished NEXAFS spectra of 2-tUra at the S 2p (a) and the C 1s (b) edge. The
spectra were taken at the Pleiades beamline of the Synchrotron SOLEIL. The observed peaks are
core-level to valence excitations.

final state an unoccupied valence orbital. The dipole matrix element 𝐷𝑖 𝑓 is the same as in
the case for the ionisation (eq. 3.28) except that the final state is a bound excited state.
These excited states are, however, not exactly the virtual orbitals derived from a ground
state calculation but are described by an electron removed from an inner valence orbital
and placed in an outer orbital [61, pp. 30-33]. Simpler models neglect the influence of the
outer valence orbital and, for example, calculate the excited states for the singly ionized
molecule. As an alternative for core-excited states, the core equivalent model can be used
which assumes that upon removal of a core electron the outer electrons behave as if they
see a nucleus of charge 𝑍 + 1 [61, pp. 30-33].

Promoting a core-level electron into a bound valence state by absorption of a photon
is a way to study the structure and dynamical behaviour of molecules. The unoccupied
valence states in a molecule give rise to various resonances just before the ionisation
threshold. The binding energy of the excited valence states is only a fraction of the
binding energy of the core-level state. Hence, the resonances appear close to the IP.

In Figure 3.9, two NEXAFS spectra are shown. The spectra have been taken at Pleiades
beamline of the SOLEIL synchrotron. The absorption was measured via integrating over
the whole kinetic energy range of the AM decay. Figure 3.9 (a) shows the S 2p and (b)
the C 1s spectrum of 2-tUra. The S 2p spectrum shows two double features at around
165 eV, with the peaks at 166 eV being stronger than these around 163 eV. The difference
between two peaks in a double feature matches the S 2p spin-orbit splitting known from
the photoelectron spectra above and from Giuliano et al [74]. This indicates that the spin-
orbit split states have the similar final states. At about 168 eV photon energy, the spectrum
goes towards a plateau region indicating the S 2p ionisation. The C 1s NEXAFS shows
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three peaks that match the observed number of peaks in the photoelectron spectrum.
Further analysis reveals that the splitting of the peaks matches the splitting of the XPS. It
may therefore be a valid assumption that all C 1s electrons also end up in very similar
final states.
NEXAFS is a tool to be used for time-resolved probing [42–44] i.e., an initial valence

excitation was performed before resonantly exciting a core-level electron. Though no
time-resolved x-ray absorption measurements are included among the publications in
this thesis, I anyhow include a short abstract on this topic to give a concise overview on
the possible methods for probing molecular dynamics with x-rays. Consider again an
initial 𝜋 → 𝜋∗ transition. The excitation creates a hole in the 𝜋 orbital and the previously
unoccupied 𝜋∗ orbital is partially filled with an electron. This hole creates a new excitation
channel for the core-level electron. Provided that the core-level to 𝜋 transition is allowed,
it would create a new resonance in the NEXAFS spectrum that emerges at lower photon
energies as the resonances known from the static spectroscopy. Furthermore, themolecule
might undergo electronic relaxation through different electronic states. In the case of
2-tUra for example, 𝑛𝜋∗ states can be populated. Here, the hole is in the n orbital and
situated at even higher binding energies. Thus, a new feature may rise during the
relaxation that shows up only for a certain time. In the case of thymine, this behaviour
has been observed in a time-resolved study [42]. The molecule has been pre-excited into
a 𝜋𝜋∗ state with UV light and pulsed x-ray light around the O 1s edge from an FEL was
used to probe the sample. It could be found that 60 fs after the excitation the NEXAFS
spectrum shows an additional peak that is located about 4 eV below the main oxygen
resonance. This peak was attributed to a 1s → n transition. In thymine, the n orbital
has a strong O 2p character according to calculations. There is a similar effect as we
observe with the n orbital in 2-tUra which shows strong S 3p character. The localisation
of the lone-pair orbital leads to a strong absorption from the 1s. Hence, it can be observed
as an additional feature in the time-resolved study. This experiment is another good
example on why time-resolved measurements involving x-ray probes are sensitive to the
electronic character of the excited state.

3.5.4 Auger-Meitner Effect

Regardless of how and to where a core-level electron is excited, the molecule remains
with a core-hole. The lifetime of such an inner-shell vacancy is rather short i.e., in
the range of 10−15 − 10−14 s. The decay of the core hole includes an electron from a
higher shell that occupies the vacancy. Due to energy conservation, the electron can
emit a photon of energy ℎ𝜈 = |𝐸𝑣𝑎𝑙 − 𝐸𝑐 | where 𝐸𝑣𝑎𝑙 and 𝐸𝑐 are the binding energies of
a higher lying (valence) orbital and the core orbital, respectively. The process is called
x-ray emission or fluorescence. However, the energy can also be directly transferred to
another valence electron via Coulomb interaction. The electron is then emitted with
a kinetic energy of 𝐸𝑘𝑖𝑛 = 𝐸𝑐 − 𝐸1 − 𝐸2 where 𝐸𝑐 , 𝐸1 and 𝐸2 are the binding energies of
the core-level and the two valence electrons, respectively. The process is called Auger
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(-Meitner) effect2. The probability of each process depends on the element involved. From
the Einstein coefficients, one can deduce that the fluorescence yield increases with the
increasing fluorescence photon energies for high-Z atom. Thus, the x-ray fluorescence is
the dominant decay channel for high-Z elements. For low-Z atoms, the Auger lifetime
happens to be much smaller than the fluorescence lifetime; hence, the Auger-Meitner
process is the preferred decay channel [61, pp. 13-14]. Technically, all higher lying
electrons are possible candidates for such a decay. However, if the hole can be filled by
an electron from the same shell e.g., a 2s hole is closed by a 2p electron from the same
atom, the process is called Coster-Kronig decay [85]. Due to the high overlap of the
wavefunction, this process has a large rate.

The matrix element describing the AM effect may be written in a very general form as
[86, pp. 11-16]

𝐷 ∝ ⟨Ψ𝑁−1
𝑐 |𝑉 |Ψ𝑁−1

𝑖 𝑗 ⟩ . (3.31)

Ψ𝑁−1
𝑐 is the core-ionised initial state and Ψ𝑁−1

𝑖 𝑗 represents the final state where two
electrons have been removed from the valence shells i and j but an electron in a continuum
state has been added in order to account for the ionisation. Thus, both states are multi-
electron wavefunction which are again written as determinants. The coupling operator
is described by a Coulomb potential 𝑉 ∝ 1/𝑟 [71]. Equation 3.31 may be reduced to a
problem that only considers two electrons, that one which fills the core vacancy and the
emitted electron. The transition element can then be written [86, p. 11-16]

𝐷 ∝ ⟨Ψ𝑓 (𝑟1, 𝑟2)| 1
|𝑟1 − 𝑟2 |

|Ψ𝑖 (𝑟1, 𝑟2)⟩ , (3.32)

where
Ψ𝑖,𝑓 (𝑟1, 𝑟2) = 𝜓𝑖,𝑓 (𝑟1)𝜙𝑖,𝑓 (𝑟2) −𝜓𝑖,𝑓 (𝑟2)𝜙𝑖,𝑓 (𝑟1)

are two-electron wavefunctions. The difference preserves the Pauli principle as we cannot
distinguish which electron fills the vacancy and which is ejected.

Depending on the triggering process, the atom or molecule, that undergoes an Auger-
Meitner decay, ends up either in a cationic, dicationic or even tricationic state [87] (see also
Figure 3.5 (b) and (c)). Consider the process of photoelectron emission. A core electron
is removed by the absorption of a photon and leaves behind a core hole. Therefore, the
atom or molecule is positively charged afterwards (i.e., it is a cation). Then, it undergoes
an Auger-Meitner process i.e. leading to the emission of an Auger electron (also from a
valence shell), and the creation of a doubly-charged species. If, however, a Coster-Kronig
decay happens e.g. 2p → 2s, then another AM decay can take place as there is a vacancy
in another core-hole. The molecule or atom ends up in a tricationic state.

After a resonant excitationwith x-ray light, themolecule will end up in a singly-charged
state. An electron that is resonantly excited from a 1s to a 𝜋∗ orbital (see Figure 3.5 (c))
will trigger an AM decay due to the core vacancy and another valence electron is removed
2Named after Pierre Auger who dedicated is PhD thesis to this decay in 1926 and Lise Meitner who
originally discovered the effect in 1922 during her research on 𝛽-decays.
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Figure 3.10: S2p Auger-Meitner spectrum of 2-tUra taken at the PLEIADES beamline of the
synchrotron SOLEIL [unpublished]. The three regions separated by dashed lines indicate possible
Auger transitions.

from the configuration. As there has not been an initial ionisation process, the molecule
is only in a cationic state. Moreover, one can distinguish between two sets of decays. In a
participator decay, the previously excited electron participates in the decay process. That
means that it will be emitted during the process or occupies the core vacancy3. Here,
the final state is indistinguishable from a direct (valence) photoelectron emission. In a
spectator decay, the excited electron will remain in its excited state valence orbital and a
different valence electron is emitted during the process (“the electron watches the AM
decay”).

In Figure 3.10, the non-resonant Auger-Meitner spectrum of 2-tUra is shown using an
S 2p ionisation. A photon energy of 250 eV was used to ionise an S 2p electron and the
following Auger electrons emitted within an energy range of 100-150 eV were collected.
A broad feature can be observed that can be analysed in a bit more detail. A strong band
at energies around 135 eV to 145 eV shows some structure. A shoulder-like feature is
observed between 130 - 135 eV, and a wider tail-like feature covers the area between 110
and 130 eV. According to Moddeman et al., the identification of Auger transition can be
done by separating the possible valence states in weakly bound (w) (outer-lying) and
strongly bound (s) (inner-lying) valence states [87]. At high kinetic energies, only weakly

3Under the assumption that the binding energies are not affected strongly during the AM process, it does
not make a difference whether the excited electron fills the hole or is emitted.
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bound states contribute to the decay (L-WW; L because L shell vacancy). In the S 2p
example, this is likely the structured region above 135 eV, and the states involved are
S 3p-like valence states (n or 𝜋 orbitals). The HOMO and HOMO-1 have still a strong
localisation at sulfur atom and, hence, are candidates for that structured region (see table
3.1 on page 18). The WW feature should be followed by a feature that is characterized by
one strongly and one weakly bound electron that participate in the AM process (L-SW).
This could be the shoulder-like feature at around 130 eV. Finally, a third feature should
show up at even lower kinetic energies according to Moddeman et al. that involves only
strongly bound inner valence states (L-SS). In our case, this could be the tail-like feature
at around 120 eV. In an atomic setup, these inner valence states would be the 3s orbitals
of sulfur. However, the inner valence orbitals of 2-tUra are not sulfur but rather strongly
delocalised orbitals. This delocalisation broadens features and makes it more difficult to
distinguish them.
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4 | Gas-Phase Spectroscopy of Molecu-
lar Samples

This chapter covers concepts of experimental methods used during my doctoral studies
and some further information on the experiments. First, the gas-phase UV-Vis absorption
spectroscopy is briefly discussed and some details on the gas cell used in article 1 in
chapter 5 and the analysis of the spectra are given. Then the concept of time-of-flight
measurements is explained and how magnetic-bottle spectrometer can improve the
collection efficiency. After this, the URSA-PQ apparatus is introduced. This is followed
by a brief overview on the working principle of a general SASE FEL and the parameters
of FLASH2 are given, including its spectral characteristics. At the end, the pump-probe
experiment performed in the articles 5 and 6 is explained.

4.1 Gas-Phase UV-Vis Absorption Spectroscopy

Absorption spectroscopy from the near-infrared (NIR) up to the UV is an established
experimental method and there are a variety of commercial spectrometers available. For
example, in ref. [69] (article 1) we used a Cary 5E UV-Vis-NIR Spectrometer that was
slightly modified for our samples. The principle of most of this apparatus is fairly simple.
A light source with a broad spectrum illuminates the (mostly transparent) sample. The
transmitted light is directed on a grating which spatially resolves the spectrum. Finally, a
detector e.g., a photodiode or CCD array, measures the spectral intensity for different
wavelength.

The main focus in our research is to study molecules in their isolated form without
the molecular interactions that occur in the solid and liquid phase. However, the samples
we use (like thiouracil) are often solid at room temperature and not transparent. Thus,
we must evaporate the samples to bring them into the gas-phase. Heating, however, can
induce pyrolisis but other experiments have shown that this does not occur in our case
[22, 24, 71, 72].

Evaporating solid samples requires a closed, transparent cell that contains the sample
and a possibility to heat the whole arrangement. In the past, sealed quartz cells were
used when taking spectra in the UV range [71, 72]. For the gas-phase UV-Vis absorption
experiments performed in [69], we designed a small gas-cell that fits into the probe arm
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Figure 4.1: Sketch of the home-built sample cell for the Cary UV-Vis spectrometer.

of the aforementioned UV-Vis absorption spectrometer. A sketch of the cell is shown in
fig. 4.1. The cell consists of a cylindrical, hollow aluminium body. On either end of the
cell wedged sapphire windows allow the light to go through. Viton O-rings between the
windows and the cell body achieve vacuum tight sealing (down to about 1 × 10−5 mbar).
A trough on the inner wall of the cylinder serves as a sample reservoir and filling can be
achieved through a screwable hole on the opposite side. Another threaded hole aligned
with the reservoir is connected via Swagelok components with a vacuum pump. This
allows one to evacuate the cell and thus avoids contributions of heated air in the spectrum.
Kapton sheet heaters wrapped around the cell are used for heating. Here, the thermal
conductivity of the Al body guarantees a faster heating of the molecule compared to
a quartz cell. The temperature of the Al body is continuously measured with three
thermocouples (one at each end and one in the middle).

Similar to experiments performed in solution, gas-phase experiments require a careful
study of the background signal. While background contributions in solution-phase studies
originate from the solvent as well as from the glass cuvette, in our gas-phase experiments
mostly the heated sapphire windows introduce an additional signal. The measured signal
at temperature 𝜗 can be written as:

𝐴𝑚𝑒𝑎𝑠 (𝜆, 𝜗) = 𝐴𝑠𝑎𝑚𝑝𝑙𝑒 (𝜆, 𝜗) +𝐴𝑐𝑒𝑙𝑙 (𝜆, 𝜗) (4.1)

Here, 𝐴(𝜆, 𝜗) is the absorbance. It is defined as 𝐴 = log(𝐼/𝐼0) where 𝐼 is the transmitted
signal and 𝐼0 the incident light. Absorption spectra taken with the cell are shown in fig.
4.2 (a). First, one can see that all the spectra look similar as they show a strong absorption
at about 200 nm that gradually decreases towards 400 nm. Only the red spectrum that
contains 2-tUra at 150◦C shows a stronger deviation especially in the region between 250
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Figure 4.2: (a) Measured absorption spectra with and without sample (2-tUra) at temperatures of
20°C and 150°C. Opening and closing the cell to insert sample causes shifts in the spectrum. (b)
Sample spectra derived for different corrections (see main text).

to 300 nm. That is the main sample contribution to spectrum.
Looking at the cell-only spectra (blue and orange curve), the spectrum at higher

temperatures is shifted to lower absorbance. This, however, is not a single value that
applies to all wavelengths but changes throughout the spectrum. This shift is stronger at
around 200 nm than it at 400 nm. There is a temperature behaviour of the cell that needs
to be known to better estimate the actual sample spectrum. Hence, the spectra shown
in [69] consisted of a set of measurements that included a prior temperature dependent
background measurement (cell-only).

Comparing the cell-only spectra (blue & orange) with those that have been done with
sample inside the cell (green & red), it is apparent that consecutive measurement series1
show slightly different behaviour. The spectra at 20◦C show a different offset and looking
at the region between 350 to 400 nm, temperature-dependent drop between the two series
is also different. A reason for the difference is likely that the sample was filled into the
cell in between the measurements. For that, the screw above the reservoir needs to be
untightened and tightened again. This comes with some displacements of the cell itself
and hence the light path may slightly change. These differences make it more difficult to
correct for the cell spectrum.
In figure 4.2 (b), some estimates for the 2-tUra spectrum using different corrections.

Correction 1 simply subtracts the 20°C spectrum (green line in (a)) from the high temper-
ature spectrum (red line in (a)). Correction number 2 subtracts only the high-temperature

1Here, a “measurement series” are consecutive measurements where the cell temperature is gradually
increased from room temperature up to about 180◦C but the cell remains untouched.
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cell-only spectrum (orange line in (a). A combination of all four spectra is used in
Correction 3. Here, ∆𝐴 is calculated by

∆𝐴 = 𝐴𝐶+𝑆 (150◦𝐶) −𝐴𝐶+𝑆 (20◦𝐶) − [𝐴𝐶 (150◦𝐶) −𝐴𝐶 (20◦𝐶)] (4.2)

where the index C means cell only and C+S the spectra where sample was inside the cell.
In addition to Correction 1, the temperature dependent behaviour of the cell is subtracted
as measured in the cell-only scans. However, the temperature behaviour between the
series is different. Thus, Correction 4 introduces an additional scaling:

(4.3)
∆𝐴 = 𝐴𝐶+𝑆 (150◦𝐶) −𝐴𝐶+𝑆 (20◦𝐶)

− (𝐴𝐶 (150◦𝐶) −𝐴𝐶 (20◦𝐶)) ·
����𝐴𝐶+𝑆 (150◦𝐶) −𝐴𝐶+𝑆 (20◦𝐶)
𝐴𝐶 (150◦𝐶) −𝐴𝐶 (20◦𝐶)

����
𝜆=400𝑛𝑚

The scaling factor is the ratio of the temperature-dependent absorbance differences at
400 nm between the measurement series. 400 nm was chosen because there is no signal
from 2-tUra expected.

As can be seen in Figure 4.2 (b), the corrections lead to different results, but all show the
main features of the thiouracil spectrum i.e., a main absorption between 250 and 300 nm
and peaks at about 240 nm and 205 nm. However, correction 1 obviously overcorrects
the spectrum as a significant part of it is below 0 (what would mean emission instead
of absorption). Correction 3 has an offset that is higher than what has been measured
before. Therefore, it is not an optimal correction either. Correction 2 and 4 happen to be
just right when it comes to the offset and show very similar behaviour. Only at lower
wavelength is there a significant difference where the correction shows higher values
than correction 2. The matching spectra are more a coincidence as the two 150°C spectra
shown in (a) start with the same offset at 400 nm. However, it does not account for the
stronger temperature dependent drop in absorbance found in the cell-only measurements.
Hence, the spectrum is somewhat lower in the range between 200 and 300 nm. Correction
4 seems the most reasonable approach to estimate the sample spectrum and was, thus,
used in ref. [69].

4.2 Time-of-Flight Measurements

A major part of the experiments performed utilize the concept of time-of-flight (TOF).
As discussed in section 3.5, electrons emitted from the molecules have a certain kinetic
energy which is a measure for their binding energy inside the molecule. To measure this
kinetic energy, one usually measures the flight time 𝑡 the electron needs to travel from
the point of emission straight towards the detector. If this distance 𝑠 is known, the kinetic
energy is simply given by

𝐸𝑘𝑖𝑛 = 𝑚𝑒

2 · 𝑠
2

𝑡2 . (4.4)
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Figure 4.3: Sketch of a magnetic bottle time-of-flight spectrometer. A strong magnetic field
expands adiabatically around the interaction region forcing emitted electrons to propagate towards
the flight tube due to Lorentz force.

A time-of-flight measurement requires a distinct starting event i.e., a well-defined time
when electrons will be emitted from the molecule. This is usually the case when pulsed
light is used. Then a bunch of electrons will be emitted every time a pulse hits the sample.
The time window during which electrons will be emitted (femto- to picoseconds) is rather
short compared to the time they need to travel towards the detector. For example, 1 eV of
kinetic energy results in a velocity of about 1/1000 of the speed of light for an electron.
Considering a distance of 1m between interaction region and detector this gives a flight
time of about 3 µs. Even an energy of 100 eV will only result in a flight time of about
0.3 µs. This is still considerably larger than femto- or picosecond pulses so that this trigger
event can be considered as “instantaneous”. To define this starting point in the measured
spectra, often a “photon prompt” can be observed which originates from scattered light
that reaches the detector. This signal comes long before the first electrons hit the detector.

Electron signals are usually rather weak and, thus, amplification mechanisms are
often implemented. In electron (or ion) spectroscopy, microchannel plates (MCP) are
often used in the detector setup to enhance the incoming electron signal. These plates
consist of a two-dimensional array of channels and each of these channels can serve as
a secondary electron multiplier. By applying a voltage between the back and front of
an MCP incoming electrons will be multiplied every time they hit the wall of a channel
and eventually creating an electron pulse that can be easily detected. To optimize the
enhancement effect, the channels of the MCP are not perpendicular to the surface of the
plates but are angled. This forces every incoming electron to hit a channel wall and get
multiplied. Depending on the application, usually multiple adjacent MCPs are used. For
TOF measurements a so-called Chevron or V-stack is often used, in which two MCPs are
combined.
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Apart from a possibly weak signal from the sample, a standard TOF spectrometer
restricts the collection solid angle because of the detector size and its distance from the
interaction region (Ω = 𝐴/𝑟 2). The smaller the detector and the further away (i.e., the
longer the flight tube), the smaller the solid angle. Thus, the detector covers only a few
percent of the total 4𝜋 emission angle for electrons. Further improvement of the signal
can be achieved by directing more of the emitted electrons towards the detector. In the
1980s, Kruit and Read developed a technique to improve the collection angle for TOF
experiments by introducing strong magnetic fields in the interaction region [88]. These
so-called magnetic bottle spectrometers are able to increase the collection solid angle up
to (nearly) full 4𝜋 [89]. A sketch of the variant we are using is shown in fig. 4.3. The field
of a strong magnet is concentrated by attaching an soft iron cone to it. Its tip is placed
close to the interaction region. The flight tube sits inside a solenoid made from copper
wire and a current applied on it leads to a homogeneous magnetic field inside. From the
tip of the iron cone towards the flight tube the magnetic field expands adiabatically. An
electron that is now emitted inside this magnetic field will be deflected due to Lorentz
force. The forced spiral motion of the electrons encloses a constant amount of field
lines which “bend” their direction to the detector. A detailed description of the electron
trajectory is given in Ref. [88].

The detection of the electron pulses is done (in our case) by using a conductive anode on
a phosphor screen just behind the MCP configuration and measuring the time-dependent
current. To improve the resolution of the signal, a long flight tube is used so that the fast
electron can be measured on different time bins during the sampling process. As can be
seen in the equation above, the TOF is in first approximation linear proportional to the
distance travelled. However, the (physical) space for experiments is usually limited so
that those spectrometers cannot be built to any length. The longest flight tube used so
far was built by J. Eland, the pioneer in the field, and it was 5.5m long [89]. If one is only
interested in certain energy regions of the electron kinetic energy spectrum, implementing
a retardation step before the electrons reach the tube is much more reasonable and the
spectrometer can be kept shorter. Applying a negative potential𝑈𝑟𝑒𝑡 between electrostatic
lenses just in front of the tube will repel electrons with energies smaller than𝑈𝑟𝑒𝑡 but those
with higher energies will still reach the flight tube and can be detected. The resolution
for those electrons improves.

I performed experiments at the FLASH free electron laser using the URSA-PQ apparatus
[45]. The heart of this machine is a magnetic-bottle electron TOF spectrometer as
described above. A strong inhomogeneous magnetic field of about 1 T forces emitted
electrons towards the 1.9m flight tube. A system of three electrical lenses can be used
to accelerate or retard and focus incoming particles. A V-stack MCP pair amplifies the
incoming signal, which is finally detected with an analog-digital converter that reads the
current on an anode placed behind the MCPs on a phosphor screen. The details of the
spectrometer and further information of this apparatus are described in [45] (article 2).

A final note in this subchapter concerns nonadiabatic behaviour, which is an important
issue in those setups. In their 1983 paper, Kruit and Read already discuss the influence
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of nonadiabatic field changes on the performance of a magnetic bottle spectrometer.
They define an adiabatic variation of the magnetic field by the conservation of angular
momentumwhich is the given if the “field experienced by an electron changes negligibly in
the course of one revolution of the helical motion” [88]. Nonadiabacity can be introduced
by different means: electrons that are emitted far away from the symmetry axis experience
a different magnetic field due to the inhomogeneity as if they were emitted close to it.
A high kinetic energy electron may experience a stronger change in the magnetic field
because, with a higher z-component, a faster change can be expected [88]. Also, a non-
optimized field in the flight tube can cause stronger variations in the transition from an
inhomogeneous to a homogeneous field [90]. The consequences of nonadiabacity can
be different. Kruit and Read studied the influence of displaced emission and found that
the spatial resolution may be unchanged but the image of the electron beam is distorted
[88]. Mucke et al. found that with an insufficiently high magnetic field in the flight tube
the transmission of the spectrometer oscillates as a function of kinetic energy [90]. They
attribute this effect to the development of nodes in the trajectories due to the cyclotron
motion.
During one of the experiments at FLASH, we have tested the influence of different

parameters of the magnetic bottle spectrometer on the S 2p difference spectra (“pre-
excited spectrum” – “static spectrum”; see supplementary information in [39]). There, we
observed that the signal intensity at different kinetic energies oscillates against magnetic
field strength in the flight tube. Further the difference spectra shift slightly and broaden
in shape especially for higher magnetic fields. We also attribute these signal changes to
the alternation of the cyclotron motion.

4.3 X-ray Free-Electron Lasers

4.3.1 Basic Principle of SASE Free-Electron Lasers

Amongst high-order harmonic generation (HHG) and synchrotrons, free-electron lasers
are one way to produce coherent and pulsed x-ray light. Though, FELs are not restricted
to generate VUV and X-ray light and can technically be optimised for a variety of spectral
region such as infrared [91, 92], VUV and x-ray FELs have emerged more frequently over
the past decades [93–99]. An advantage of FELs compared to synchrotrons and HHG is
the much higher brilliance of the generated light; up to 10 orders of magnitude larger
than synchrotrons and more than 20 compared to HHG sources [100, 101].2 X-ray pulses
generated by FELs usually show pulse durations in the order of 10 to a few 100 fs [103,
p. 170], but attosecond pulse trains have now been demonstrated as well [104, 105]. In
addition to the short pulses and high brilliance, FELs offer also high spatial coherence.
2The HHG sources suffer especially from the fact that the intensity of the generated harmonics scales
with 𝜆−6.5 where 𝜆 is the driving wavelength. In order to generate x-ray light, however, this wavelength
must be pushed far into the infrared region as the cut-off energy of the harmonic plateau scales with
𝜆2 [102].
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Figure 4.4: Overview of components of a free electron laser. An electron bunch is created in
the injector. Then it is accelerated in RF cavities to relativistic energies and compressed using a
magnetic chicane. In the undulator the electrons generate coherent x-ray pulses.

The longitudinal coherence of SASE FELs, however, is poor and, hence, they show strong
shot-to-shot fluctuations.

In Figure 4.4, an overview of the important components of a SASE FEL is shown. Here,
only a short description of each part will be given. A more detailed view on accelerator
science and free-electron lasers can be found, for example, in refs. [101, 103, 106, 107].
First, a short electron bunch is created in the “injector”. In principle, a laser pulse hits a
cathode and creates photoelectrons. These are then collimated and directed towards a first
acceleration stage. In the linear accelerator, various compression and acceleration stages
alternate. The acceleration is done within radiofrequency (RF) cavities. Here, an RF field
is aligned parallel to the electron motion and synchronised in a way, that for each cavity
the electrons experience only a positive acceleration. After an acceleration stage, bunch
compression follows. Because the electron bunch has a certain length, the electrons will
not experience the exact same electrical field which leads to slightly different energies.
Another problem is the repulsive Coulomb interaction between electrons which can tear
the bunch apart. The compression is often done with a so-called “magnetic chicane”.
Here, the electron bunch is dispersed perpendicular to its motion by a magnetic field.
This forces electrons with different kinetic energies on different paths. By adjusting
the path length before an inverse magnetic field recombines the electrons to a compact
bunch, the electron bunch can be spatially reduced in length and, hence, it is compressed
temporally.
The electron bunch undergoes a couple of acceleration and compression stages until

the final kinetic energy is reached. For x-ray FELs, this is usually in the order of MeV
to GeV. The velocities reached with these energies are in the relativistic regime. For
example, if the electron bunch reaches an energy of 2 GeV, the velocity would be almost
(99.999’997 %) the speed of light. However, this energy does not only allow the generation
of x-rays in the undulator, but also keeps the electron bunch compact in the laboratory
frame due to Lorentz contraction. In the electron bunch rest frame, the distance between
individual electrons is much bigger than in the laboratory frame. Hence, the electrons
experience a lower Coulomb force and can be brought further together as it would be
possible when they were in rest.
After the acceleration and compression, the bunch arrives at the undulator (see fig.
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Figure 4.5: Sketch of the electron motion and micro-bunching in an undulator. Due to Lorentz
force, the electrons will start a transverse motion that leads to undulator radiation. The inter-
action between the emitted light and the propagating electrons enforces a micro-bunching of
the electrons. Since these micro-bunches are separated by a wavelength, the emitted light will
interfere constructively between the bunches. This leads to an exponential increase in intensity
and the transversal coherence improves..

4.4). This is a chain of periodically poled magnets and is the crucial part of any FEL. An
electron (bunch) that enters the magnetic field will be deviated from its straight motion
due to Lorentz force. As the magnetic field changes periodically its direction, the electron
motion will follow a sinusoidal path through the undulator. This is depicted in figure 4.5
with the black sinusoidal curve. The strength of the modulation of the trajectory for a
fixed electron energy is given by the undulator parameter [103, p. 13]:

𝐾 = 𝑒𝐵𝜆𝑢

2𝜋𝑚𝑒𝑐
(4.5)

where 𝐵 is the magnetic field strength of the undulator, which depends on the gap between
the two rows of magnets, and 𝜆𝑢 is the undulator period which is the distance between
two consecutive magnets with the same magnetic field orientation. 𝑒 ,𝑚𝑒 and 𝑐 are the
charge and mass of the electron and the speed of light, respectively.

The acceleration, that an electron encounters, leads to the emission of synchrotron
radiation. In a moving reference frame i.e., a reference frame that travels longitudinal with
the speed of the electrons, the motion can be approximated as a dipole and, hence, the
emitted light propagates in longitudinal direction. In the laboratory frame, this radiation
characteristics is transformed into a conical emission pointing forwards [103, pp. 14-19].
The light, that the electrons emit in the undulator, will primarily point into the positive z
direction in figure 4.5. This is called undulator radiation. The wavelength of the emitted
light can be approximated by [103]

𝜆𝑟 = 𝜆𝑢

2𝛾2 ·
(
1 + 𝐾

2

2 + 𝛾2𝜃 2
)

(4.6)
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close to the emission angle 𝜃 where 𝛾 = (1 − (𝑣/𝑐)2)−1/2 is the Lorentz factor. Due to the
dipole-like characteristics, the electrical field of the emitted light is polarised parallel to
the oscillatory motion of the electrons.
The electrons will start to interact with the generated light. Its electrical field will

modulate the energy of the electrons. Since the bunch is much larger than the wavelength
𝜆𝑟 , electrons will be affected differently depending on the phase of the light field. Electrons
that experience an electrical field counterphase to their transverse velocity component
will be slightly slowed down, whilst others will slightly increase their velocity. The
transverse velocity component affects the overall velocity and, thus, this leads to an
energy modulation inside the bunch with the same wavelength as the emitted light. Slow
and fast electrons start to approach each other because the deviation from the Lorentz
force for faster electrons is smaller than for the slower electrons (see blue and red curve
in fig. 4.5) [107]. Eventually, the electrons gather in smaller regions separated by a
wavelength. This effect is called micro-bunching and improves drastically the coherence
and intensity of the generated light. As all electrons inside a micro-bunch emit in phase,
the intensity scales with the square of the number of electrons inside the micro-bunch
[103, 107]. A stronger light field leads to more interaction; thus, it leads to more bunching
and, again, a stronger growth of the intensity. The gain length, 𝐿𝐺 , characterises the
exponential growth of the radiation intensity and is given by

𝐿𝐺 = 𝜆𝑢

4𝜋𝜌 (4.7)

where 𝜌 is the dimensionless FEL parameter and for x-ray FELs in the order of 0.001
(what gives 𝐿𝐺 ≈ 100 · 𝜆𝑢) [107]. It is found that the saturation of this process takes about
20𝐿𝐺 . At this point, the electron bunch is well structured [103, pp. 40-41]. This process
of the amplification of spontaneous emission by electron-light interaction is called SASE
(self-amplified spontaneous emission).

As mentioned earlier, the difference between the speed of light and the velocity of the
electrons is small. Hence, the generated light will slowly advance on front of the electrons.
A photon emitted by an electron will slip ahead by about one radiation wavelength over
an undulator period [107]. This gives rise to a cooperation length 𝐿𝐶 i.e., the distance
the emitted light can propagate and still interact with another electron. It is the slippage
over a gain length and, hence, both parameters are correlated by 𝐿𝑐 = (𝜆𝑟/𝜆𝑢) · 𝐿𝐺 [107].
This cooperation length is also an approximation for the coherence length (temporal
coherence). Over this distance, electrons can interact with each other. This contributes
to the build-up of longitudinal coherence during the gain process as electrons can “talk”
to other electrons in front of them. Electron (micro-) bunches within the cooperation
length gain a phase relation and, hence, coherence. However, the longitudinal coherence
remains poor for FELs compared to, for example, HHG. The problem is that the SASE
process starts from a white noise spectrum and at the beginning different random peaks
(modes) will be amplified. The SASE spectrum, thus, is not a Gaussian like curve but
is a rather “spiky” spectrum that is different for every single x-ray pulse. The width of
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these spikes in the spectra is inverse proportional to the coherence or cooperation length
in the SASE process [107]. These random fluctuations in SASE FELs are a significant
disadvantage. Depending on the experiment conducted, it requires detailed knowledge
of the shot-to-shot behaviour of the FEL. The stability of the wavelength, however, can
be improved by introducing an external seed to initiate the radiation. This is done, for
example, at FERMI [94].

After passing the undulator, the electron bunch is deviated and dumped to separate it
from the generated x-ray pulses. These are then directed to diagnostics and the actual
experiment.

4.3.2 FLASH

The free-electron laser used in parts of the experiments reported in this thesis is the free-
electron laser in Hamburg (FLASH) [93]. FLASH, technically, is two FELs (FLASH1/2) that
share the same accelerator but have independent undulators. An RF gun creates electron
bunch trains with a repetition rate of 10Hz. These are accelerated and compressed over
three stages. The final electron bunch kinetic energy can go up to over 1GeV. After the
acceleration, a kicker system can deflect the full or parts of the bunch to either go to
just one or both FELs. FLASH2 – the FEL used during the thesis – uses a variable gap
undulator. As the name suggests, the distance between the two rows of magnets can
be changed. This parameter affects the magnetic field strength and with that also the
generated wavelength (see eqs. 4.5 and 4.6). Hence, wavelength tuning can be done via
this parameter. In fixed gap undulator like FLASH1 the wavelength tuning is usually
done by changing the energy of the electron bunch.

FLASH2 uses 12, 2.5m long undulators with a period of 31.4mm. The wavelength can
go down to 4 nm (310 eV) with a spectral width below 2% full width at half maximum
(FWHM) in the fundamental. The experiments conducted at FLASH used photon energies
up to 270 eV. Thus, the spectral width could be expected to be below 5.5 eV. In fact,
we estimated an FWHM of about 1.3 % for our experiments which is ca. 3.4 eV [108].
Especially for high resolution photoelectron spectroscopy, such broad bandwidth are a
disadvantage because they smear out fine structures such as spin-orbit splitting [39, 109].
In contrast to synchrotrons, FELs provide x-ray light with much higher brilliance. FLASH2
can provide pulse energies up to 1mJ. For the experiments, however, we restricted ourself
to a couple of 𝜇J [39, 40, 45]. The reasons for that are to avoid flooding the detector with
electrons and space charge effects. The pulse duration in our experiments was estimated
to 160 fs including some jitter sources [45] what meets the FLASH expectation of <200 fs.

FLASH provides several diagnostics to track beam parameters on a shot-to-shot basis.
I want to mention three important ones. The pulse energy is measured at different
positions with a gas-monitor detector (GMD) [110]. The idea is that small amount of
rare gas is introduced into the light path. The ionization products (electrons and ions)
are measured and an estimation for the pulse energy is derived (and also its position).
The wavelength is measured with “online photoionization spectrometers” (OPIS) [111].
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Again, a small amount of rare gas is introduced. Now, however, four electron time-
of-flight spectrometers, aligned perpendicular to the beamline in an “X” shape, are
used to determine the photoelectron kinetic energy. From the flight times of the four
spectrometers not only the central photon energy is derived but also the beam position
(again). Technically, it allows a shot-to-shot determination of the photon energy provided
the signal is strong enough. In practice, however, a moving average is applied to the
data over several seconds to get more stable wavelength estimations. The last important
parameter is the beam arrival time monitor (BAM) [112, 113]. It measures the arrival
time of the electron bunch at various stages of the accelerator with respect to a fibre
laser reference that is synchronised with a master clock. As the experiments performed
involved mostly two pulses, an x-ray and an UV pulse, it is important to know the relative
timing between these two. The BAM allows to correct the set delays between the pulses
and, thus, improves the temporal resolution [108, 113, 114].

4.3.3 Spectral Resolution in Experiments

As mentioned above, the single-shot spectrum of a SASE FEL is not a smooth curve but
shows several sharp spikes above a random background. Averaging several of these
spectra results in a broad spectrum that gives an average value for the wavelength at
which the FEL is running [103, pp. 117-123]. However, performing electron spectroscopy
with such light sources is problematic as the measured spectrum is a convolution of the
SASE spectrum and the electron spectrum. This means that the measured electron spectra
will show strong shot-to-shot differences and, when averaged, the spectral features from
the molecule studied will be broadened significantly due to the SASE spectrum.
In figure 4.6 (a), five consecutive single-shot spectra of the sulfur 2p photoline of

2-tUra are shown. The spectra were taken at FLASH2 using the URSA-PQ apparatus. As
mentioned above, FLASH2 is a SASE FEL; thus, its x-ray pulses show strong fluctuations
in the photon spectrum on a shot-to-shot basis. This can be seen in the figure as no
spectrum looks like the other. The peaks observed in the 2-tUra spectrum are multi-
electron events and correspond to the spikes in the SASE spectrum. They are never at the
same position as in the previous spectrum and, moreover, their number differs from shot
to shot. However, a careful look reveals that the majority of the spikes can be found in
the region between 100 and 107 eV kinetic energy. This is the range where the photoline
is expected assuming an average photon energy of about 270 eV. Since the number, height
and distribution of the peaks changes for every shot, the central wavelength i.e., the
centre of gravity of the SASE spectrum, shifts every time and with that the photoline.
This is considered the spectral jitter. This jitter broadens the spectral features in addition
to the average spectral width of the SASE spectrum.
The average of about 100,000 of these single-shot spectra is shown in fig. 4.6 (b)

alongside a spectrum of the S 2p photoline taken at the synchrotron SOLEIL. To match
the spectra, the measured kinetic energy has been converted to a binding energy using
the (average) photon energy with which the molecule was probed in the respective
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Figure 4.6: (a) Five consecutive single-shot spectra of the sulfur 2p photoline of 2-tUra measured
at FLASH2. The fluctuating spikes originate from the SASE spectrum. (b) Comparison of the S 2p
photoline of 2-tUra measured at SOLEIL (blue) and FLASH (orange). In the data taken at SOLEIL,
the spin-orbit splitting can be observed in the photoline (ca. 169 eV) as well as in the satellite
feature (ca. 175 eV) because monochromatic x-ray light was used. In the FLASH data, the broad
spectrum of the x-ray pulse smears out the double peak features and only broad single peaks are
observed.

experiments. One can see that both spectra line up very well. However, the synchrotron
measurement clearly shows the spin-orbit splitting of the main photoline as well as of its
satellite. The two lines are separated by about 1.2 eV. In the measurement at the FEL in
contrast, one broad Gaussian-like feature appears accompanied by a broad satellite. The
width of the feature is similar to the spectral width of the x-ray pulse used for ionisation.
The position of the line lies in-between the two spin-orbit split features3.

To overcome the issues with the spectral jitter of the SASE pulses, as well as their
bandwidth, it is best to measure the FEL spectra on a shot-to-shot basis. This would
allow one to not only correct mean shifts between the pulses but also to correlate the
shape of single-shot electron spectra with its corresponding SASE spectrum [115–117].
However, already with a shot-to-shot mean energy determination one could correct shifts
between consecutive shots which would result in a (more or less) bandwidth limited
spectral resolution for the electron spectra. In reference [108] (article 4), we discussed the
possibilities of energy jitter correction for photoelectron spectra when no shot-to-shot
information is available. The used self-referencing approach can theoretically lead to
a bandwidth-limited resolution in case for static spectroscopy. For time-resolved data,
however, assumptions need to be made in order to properly correct the (UV) pumped
3More precisely: The peak position of the FELmeasurement matches the height-weighted average position
of the two spin-orbit split peaks.
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Figure 4.7: Scheme for the UV pump x-ray probe electron spectroscopy. A UV pulse passes a
delay stage and crosses with the x-ray pulse in the interaction region. The emitted electrons are
collected with a magnetic bottle time-of-flight spectrometer.

spectra. Due to the strong jitter of the SASE FEL, the self-referencing approach needs to
rely on averages which flaws the impact on the jitter correction.

4.4 UV Pump - X-ray Probe Electron Spectroscopy

Pump-probe experiments are used to study dynamical effects in samples. In general, two
coherent light pulses hit the sample: One pulse initiates the process of interest e.g., a
radiationless relaxation in an excited molecule. After a certain time, the second pulse
probes the system and one measures an observable that is expected to change during this
process. By varying the delay between the pulses, one gets time-dependent information
about the observable during the process studied.

During this thesis, we performed UV pump x-ray probe electron spectroscopy on the
molecule 2-tUra in the gas-phase at FLASH2. A sketch of the experiment is shown in
Figure 4.7. The pump beam consisted of UV pulses with a central wavelength of 269 nm
(equal to 4.6 eV photon energy) and excited the molecule 2-tUra resonantly into a 𝜋𝜋∗

state. The pulse duration was measured to be 80 fs and the focus in the interaction region
of the experiment was about 50 µm. The UV laser at FLASH2 runs in burst mode (as
does the FEL). This means it produces pulsetrains of N pulses at a repetition rate of
10Hz (called “bunch” for now). The repetition rate for the pulses within a bunch was
chosen to be 100 kHz and the number of pulses 25. The pulse energy of the UV pulses
was continuously tracked by a diode. The delay between pump and probe was set on the
UV arm.
Probing was achieved with x-ray pulses at about 270 eV average photon energy that

ionised electrons in the molecule down the sulfur L edge. The size of the probe in the
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interaction region was measured to be about 100 µm. Similar to the UV laser, the FEL runs
in burst mode delivering 50 x-ray pulses per bunch (giving 200 kHz repetition rate). This
means that only every second x-ray pulse hit pre-excited molecules. The pulse energy of
the x-rays was tracked by the GMD on a shot-to-shot basis and used in the analysis for
normalising the spectra. Also, the beam arrival of the electron bunch with respect to the
FLASH master oscillator was measured by the BAM on a shot-to-shot basis and was later
used to correct the delays between pump and probe.

The sample 2-tUra was inserted via a resistively heated capillary oven (see fig. 4.7) [45,
118]. The solid sample was evaporated at a temperature of 150°C inside the oven body
and the gas was introduced in the interaction region via a capillary. The electrons emitted
from the molecules were collected with a magnetic bottle time-of-flight spectrometer
(the URSA-PQ apparatus) [45]. Here, the time-dependent current on the phosphor anode
was measured continuously over a bunch leading to 50 consecutive electron spectra for
one trace. These were separated later during the (pre-)analysis. In order to correlate
the measured flight times later to kinetic energies the applied voltages for retardation
and on the MCPs were recorded as well. One half of the spectra within one bunch trace
are pre-excited spectra, the other half are ground-state spectra. As mentioned in sec.
3.5 when we discussed the ESCS, the pre-excited spectra (PS) are a mixture of ground
(GS) and excited-state spectra (ES) because only a fraction 𝑓 of the molecules is excited
(𝑃𝑆 = 𝑓 · 𝐸𝑆 + (1 − 𝑓 ) · 𝐺𝑆). By analysing the spectra, we estimated that ca. 20 % of
the molecules that were hit by the x-ray pulse had been pre-excited [40]. In order to
derive the pure excited state contribution, the unpumped spectra are subtracted from
pre-excited spectra resulting in difference spectra (DS) given by 𝐷𝑆 = 𝑓 · (𝐸𝑆 −𝐺𝑆). The
difference spectra are then used to evaluate excited state dynamics [39, 40]. With the
alternation of pumped and unpumped spectra within a bunch trace, one can reduce the
negative effects from the spectral jitter and drift of the SASE FEL as it allows to track
these to a certain extent with the unpumped spectra [108].

Transient electron signals are measured by varying the delay between pump and probe
pulse. The transients measured in these experiments are convolutions of the actual
sample signal, 𝑆𝑚𝑜𝑙 , and the instrument response function, IRF [119]:

𝑆𝑒𝑥𝑝 (∆𝜏) =
∫∞

−∞
𝐼𝑅𝐹 (∆𝜏 − 𝑡 ) · 𝑆𝑚𝑜𝑙 (𝑡 )d𝑡 . (4.8)

The IRF is described by the cross-correlation of the pump and probe pulses. Thus,
the temporal width of the pulses determines the temporal resolution achieved in the
experiment. The shorter the cross-correlation i.e., the shorter the pulses, the better the
time-resolution and the more likely very fast processes can be observed. However, a
further limit for the temporal resolution is the stability of the pump-probe delay. Variation
(jitter) in the delay can originate from different effects. For the FEL experiments at FLASH,
there are three different contributions: the intra-train jitter of the X-ray and UV pulses,
respectively, within the macro-bunch, and the relative timing jitter of X-ray and UV laser
pulses [120]. For our experiments we derived a temporal resolution of about 190 fs [45].
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Article 1: Experimental and theoretical gas-phase ab-
sorption spectra of thionated uracils
Dennis Mayer, David Picconi, Matthew S. Robinson, Markus Gühr
Chemical Physics 558, 111500 (2022), DOI: 10.1016/j.chemphys.2022.111500

Abstract. We present a comparative study of the gas-phase UV spectra of uracil and
its thionated counterparts (2-thiouracil, 4-thiouracil and 2,4-dithiouracil), closely suppor-
ted by time-dependent density functional theory calculations to assign the transitions
observed. We systematically discuss pure gas-phase spectra for the (thio)uracils in the
range of 200–400 nm (∼3.2–6.4 eV), and examine the spectra of all four species with a
single theoretical approach. We note that specific vibrational modelling is needed to ac-
curately determine the spectra across the examined wavelength range, and systematically
model the transitions that appear at wavelengths shorter than 250 nm. Additionally, we
find in the cases of 2-thiouracil and 2,4-dithiouracil, that the gas-phase spectra deviate
significantly from some previously published solution-phase spectra, especially those
collected in basic environments.

Copyright note. © 2022 Elsevier B.V. All rights reserved. The right for the reuse of
the article in this dissertation is retained by the author.
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A B S T R A C T   

We present a comparative study of the gas-phase UV spectra of uracil and its thionated counterparts (2-thio
uracil, 4-thiouracil and 2,4-dithiouracil), closely supported by time-dependent density functional theory calcu
lations to assign the transitions observed. We systematically discuss pure gas-phase spectra for the (thio)uracils in 
the range of 200–400 nm (~3.2–6.4 eV), and examine the spectra of all four species with a single theoretical 
approach. We note that specific vibrational modelling is needed to accurately determine the spectra across the 
examined wavelength range, and systematically model the transitions that appear at wavelengths shorter than 
250 nm. Additionally, we find in the cases of 2-thiouracil and 2,4-dithiouracil, that the gas-phase spectra deviate 
significantly from some previously published solution-phase spectra, especially those collected in basic 
environments.   

1. Introduction 

Nucleobases are crucial molecules for life. They encode genetic in
formation and play an important role for cell metabolism. At the same 
time, nucleobases are known for their high ultraviolet (UV) absorption 
cross sections, which could in principle be harmful for their important 
functions, as UV light is energetic enough to alter the chemical bonding 
of nucleobases within DNA typically via the formation of nucleobase 
dimers [1]. This dimer formation occurs in the photoexcited states and 
the nucleobase typical rapid electronic relaxation into the ground state 
is one of the mechanisms that reduces the occurrence of UV-induced 
dimers. 

Thionated nucleobase analogues result from substituting one or two 
of the nucleobases’ oxygen atoms by sulfur [2]. Thionucleobases have 
important applications in the context of immunosuppression medication 
[3], as well as in photoinduced cross-linking [4]. They show two 
remarkable differences compared to their canonical counterparts. First, 
the absorption spectra are generally shifted from the UVC into the UVA 
region; a region that is less absorbed by the earth’s atmosphere. Second, 
thionation causes significant changes in excited potential energy sur
faces outside the Franck-Condon region, leading to a different ultrafast 
relaxation path compared to the canonical analogues. Photoexcited 

population undergoes efficient and ultrafast internal conversion into 
long-lived triplet states [5–8]. These triplet states interact efficiently 
with the triplet oxygen ground state, which leads to the generation of 
reactive singlet oxygen molecules. The strong UV-induced triplet yield is 
thus hazardous in the context of immunosuppression medication, but 
might turn out to be an important benefit in terms of use in photo
activated cancer therapy [9,10]. Similar to canonical nucleobases, the 
thionated nucleobases produce photolesions when incorporated into 
nucleic acids, Among the best studied systems is 4-thiothymidine, 
leading to intrastrand Dewar isomers [11,12] In addition, thio
nucleobases also cause interstrand photo cross-linking [13]. 

Experimental ultrafast studies on thionated nucleobases, together 
with calculations of the molecular potential energy surfaces and 
dynamical excited state relaxation simulations, have helped to unravel 
the excited state relaxation mechanisms of thionated nucleobases (see 
Ref. [5,6] and references therein). To date, most of the ultrafast studies 
have been performed on the thionated uracils, 2-thiouracil (2-tUra) 
[14–20], and its isomer, 4-thiouracil (4-tUra) [20,21], as well as the 
doubly thionated variant, 2,4-dithiouracil (2,4-dtUra) [22]. Both gas 
phase [14,19,21–24] as well as solution phase studies [18,20,23,25] 
have been performed. Our own studies were conducted with gas-phase 
samples of 2-tUra, using time-resolved x-ray probing for elucidating 
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the molecular ultrafast relaxation [15–17,26]. In performing our studies 
we have noted that whilst solution-phase UV–Vis spectra for 2-tUra 
[18,22,27–32], 4-tUra [18,20,22,27,29–31] and 2,4-dtUra 
[22,27,29–31] are plentiful, we could only find few gas-phase spectra 
for 2-tUra in the literature [33,34], and none for 4-tUra and 2,4-dtUra (a 
statement that is seconded for the case of 2,4-dtUra in a recent publi
cation by Mohamadzade and Ullrich [22]). 

The absorption spectra of molecules contain important information 
strongly related to the molecular excited-state dynamics via the Heller 
autocorrelation formalism [35,36]. In addition, the combination of ab
sorption spectroscopy with calculations of the excited-state energetics in 
the Franck-Condon region allows for an attribution of absorption fea
tures to particular states. Gas-phase spectra allow for a very precise 
comparison to calculations, as the complexities and differences in 
spectra resulting from the solvent can be avoided [29,37–39]. 

In terms of theoretical work, 2-tUra is the most extensively studied 
among the thionated nucleobases. The electronic structure for the gas 
phase in the excitation energy range below 5 eV has been investigated 
using density functional theory (DFT) [40], complete active space 
perturbation theory (CASPT2) [41], the second-order algebraic dia
grammatic construction (ADC(2)) [42], as well as equations-of-motion 
coupled-cluster [15,17]. All the methods agree in predicting that up to 
five singlet excited states can contribute to the first absorption band. 
Among them, two are bright ππ* transitions and three are dark states of 
nπ* character, which may, however, borrow intensity via vibronic 
coupling. 

4-tUra has been studied using DFT [40,43], CASPT2 [44] and ADC(2) 
[21] calculations, which suggest that one intense ππ* transition, in the 
range 3.90–4.20 eV, dominates the lowest energy absorption band, and 
a lower lying nπ* state, located around 2.8 eV, is essentially dark. 
Additional weak ππ* transitions have been obtained for the wavelength 
range 220–260 nm. 

The studies of Refs. [40], [45] and [44] compare the excitation en
ergies of 2-tUra, 4-tUra and 2,4-dtUra using the same level of electronic 
structure theory (respectively DFT, multi-reference configuration 
interaction with singles (MR-CIS), and CASPT2) and focuses on the 
lowest energy absorption band. The different methods agree in pre
dicting an increasing red-shift when going from 2-tUra, to 4-tUra and 
2,4-dtUra and point out that a correct estimation of the oscillator 
strength is important to assess the contribution of each state to the ab
sorption bands. However, the extent of the red-shift, the energy spacing 
between different electronic states, and the relative intensity varies 
between different approaches, making it still difficult to understand 
which states are accessible for a specific photon energy. 

Related to this is the fact that vibrational broadening effects and 
transitions for wavelengths shorter than 250 nm have never been sys
tematically addressed theoretically for thio-uracils. These are indeed the 
main issues that we aim at solving in this work. 

We present the gas-phase UV–Vis spectra of four related systems - 
Uracil, 2-tUra, 4-tUra, and 2,4-dtUra in gas phase. Our spectra span the 
full range of 200–400 nm, which explicitly includes the region of 
200–240 nm. The latter range is commonly avoided in solution-phase 
spectra due to absorbing solvent contamination in so-called “UV-cut- 
off regions” [46]. Interestingly, however, we note that this region holds 
important, molecule-specific features for the (thio)uracils. 

In the rest of this article, we first detail the experimental and 
computational methods used to perform this work. This is immediately 
followed by the results, showing gas-phase UV–Vis spectra of the (thio) 
uracils, and how these compare to our theoretical models. In the dis
cussion we delve deeper into the experimental-theoretical comparisons, 
whilst highlighting differences that we note in the spectra between the 
different (thio)uracils. Towards the end of the discussion, we make 
comparisons to previously obtained solution-phase spectra, and show 
that in some cases the solvents do indeed have a large effect on the 
observed spectra. 

2. Methods 

2.1. Experimental 

Samples of Uracil (purity ≥ 99 %) and 2-thiouracil (≥99 %) were 
purchased from Sigma-Aldrich, whilst 4-thiouracil (≥97 %) was pur
chased from Biosynth and 2,4-dithiouracil (≥99 %) from Santa Cruz 
Biotechnology. Each sample was used without further refinement. 

UV gas-phase spectra of the (thio)uracils were recorded on a Cary 5E 
UV–Vis-NIR Spectrometer, using an in-house developed gas cell - a di
agram of which can be seen in Fig. 1. This gas cell consists of a custom- 
built aluminum tube, with fixtures that allow for viewport flanges (with 
wedged sapphire windows) and Swagelok components to be attached. 
Rubber O-rings placed between the viewports and the main body of the 
cell allow for a vacuum seal to be achieved. A 15 L/s scroll pump was 
used to evacuate the cell, and a pressure of 1 × 10− 1 mbar was measured 
on a pirani gauge between the cell and pump. Before evacuation, sam
ples are loaded through a port on the top of the cell into a hollowed-out 
“sample dish” in the base of the cell. Heating tape wrapped around the 
outside of the cell is used to heat the system and bring the sample into 
the gas phase. For the experiments described, the main body of the cell 
was heated to 175 ◦C to obtain a suitable signal from the (thio)uracils, 
with the viewports being held at a temperature about 10◦higher to 
prevent sample deposition on the viewport. The temperatures used here 
are similar to those used in other gas-phase experiments 
[15–17,21,22,26,47,48] and are below temperatures of degradation 
[34]. 

UV absorption scans were performed over the range of 200–400 nm, 
using a step size of 0.25 nm between each data point, with data being 
collected for 0.5 s per data point. The spectrometer was calibrated by 
performing scans on a number of laser-filter windows with sharp band- 
pass edges before any of the experiments detailed here were performed. 
It was found that the spectra observed for these filters all matched the 
manufacturer description to within 1 nm of their expected position - 
because of this, all experimental peak positions reported below will be 
given to the nearest 1 nm. In addition to this, background scans of the 
empty cell were also taken, with the cell heated to a similar temperature 
to that used in the full experimental measurements. This allowed for the 
temperature-dependent changes in the transmissive properties of the 
sapphire windows to be taken into account for the spectra of interest. As 
we did not determine the partial pressure of the molecules inside the 
cell, all absorption spectra show relative spectral absorption. 

2.2. Theoretical 

The ground state structures of the studied (thio)uracils were opti
mized using density functional theory with the CAM-B3LYP functional 
[49] and the Def2-TZVP basis [50]. The vibrational frequencies were 
computed at the same level at the optimized geometries. In agreement 
with previous studies [41,43,44], for all the molecules a stable planar 
minimum could be found. 

Excited states were computed at the ground-state minima using time- 
dependent density functional theory (TDDFT) with the same functional 
and basis set. Indeed, the long-range correction used in the CAM-B3LYP 
functional can be expected to provide a balanced description of the 
excitation to high-lying orbitals, Rydberg states, as well as excited states 
with partial charge-transfer character [49]. 

A number of excited states, in particular the high-lying ones, turned 
out to be given as a sum of several Kohn-Sham orbital transitions, with 
coefficients of similar absolute value. Therefore, to characterize the 
electronic excited states, the natural transition orbital (NTO) decom
position of the transition density matrix was performed [51]. In this 
way, it was possible to identify a single dominant pair of NTOs for each 
transition and assign a specific character. The NTOs for all computed 
excited states are shown in the supplementary material. 

All the electronic structure calculation were performed using the 
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Gaussian 16 program [52]. 
The vibronic band shapes of the UV spectrum were simulated by 

adopting the Independent Mode Displaced Harmonic Oscillator 
(IMDHO) approximation [53–55], whereby the ground and excited state 
potential energy surfaces are approximated as displaced multi- 
dimensional harmonic oscillators. 

The main advantage of the IMDHO approximation is that the excited 
state potentials can be reconstructed from the evaluation of the 
geometrical gradient of the energy only at the Franck-Condon point 
(“vertical gradient” approach). In this way, one does not need to opti
mize and evaluate the frequencies of the excited states, which can be 
very cumbersome when many excited states are involved. At the same 

time, especially if the vibronic structure is poorly resolved, the 
approximation allows a good interpretation of the absorption profile 
[56,57]. 

The absorption band shape is computed as the half-Fourier transform 
of the dipole–dipole correlation function, 

σ(E) = CE
∑Nstates

n=1

∑

α=x,y,z
Re
∫ ∞

0
Cn

(

t

)

eiEℏ tdt,

Cn(t) = Tr
[
μnαe− i

ℏĤ ntμnαe i
ℏĤ 0(t+iβ)

]
,

(1)  

where C is a constant, E is the absorption photon energy, μnα (α = x, y, z) 
are the components of the transition dipole moment (TDM) functions for 
the excitation to the n-th excited state, β = (kBT)− 1 is the inverse of the 
product between the temperature and the Boltzmann constant, and Ĥn is 

the IMDHO Hamiltonian of the n-th excited state [53], 

Ĥn = Te,n +
∑

r

[

−
ℏωr

2
∂2

∂Q2
r
+

ℏωr

2
(Qr − arn)

2
]

. (2) 

The quantities Te,n and arn are the adiabatic electronic excitation 
energies and the dimensionless displacements along the different 
normal modes Qr with frequencies ωr, and are reconstructed by 
computing the vertical energy and gradients for each electronic state. 
The dipole–dipole correlation function can be evaluated analytically. In 
the Franck-Condon (FC) approximation, i.e. neglecting the dependence 
of the TDMs on the coordinates (μnα = μnα,0), it is given by [58].  

where 〈nr〉 = e− βℏωr/(1 − e− βℏωr ) is the thermally averaged number of 
vibrational quanta for the mode Qr. 

A number of electronic states were found to have a negligible oscil
lator strength at the Franck-Condon point. These states can, however, 
borrow intensity from the bright states upon vibrational distortions from 
the minimum geometry. At the lowest order, the intensity borrowing is 
modelled using the first-order Herzberg-Teller expansion of the TDM,. 

μnα = μnα,0 +
∑

r
μnα,rQr . (4) 

Using such Franck-Condon-Herzberg-Teller (FCHT) model, the cor
relation function is also evaluated analytically as [59].   

Fig. 1. Diagram showing the set-up of the heated cell used to collect the gas-phase spectra of the (thio)uracils. The cell windows are heated slightly higher than the 
body to minimized condensation at the windows. The cell sits inside a commercial UV–VIS absorption spectrometer. 
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∑
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Tr
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ℏĤ ntμnα,0ei
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2

)

exp
{

−
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2
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,

(3)   
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We computed the lowest 12, 12, 12 and 16 excitation energies for 
Ura, 2-tUra, 4-tUra and 2,4-dtUra, respectively. The FC and FCHT sim
ulations of the absorption spectrum were performed including 10 elec
tronic states for Ura, 2-tUra and 4-tUra, and 12 states for 2,4-dtUra. This 
was found to be sufficient to cover 200–400 nm range. 

The energy-dependent absorption spectrum of Eq. (1) is converted to 
the wavelength scale as. 

σ̃(λ) = σ
(

2πℏc
λ

)⃒
⃒
⃒
⃒
dE
dλ

⃒
⃒
⃒
⃒

= σ
(

2πℏc
λ

)
2πℏc

λ2 .

(6) 

The computation of the absorption profile was performed with a self- 
developed Python script, which reads the gradients of the excited states 
at the Franck-Condon point directly from the Gaussian 16 output. 
Denoting as grn the vertical gradient of the n-th excited state along the 
mode Qr, the dimensionless displacement is obtained as arn = - grn / 
(ℏωr). 

3. Results 

Fig. 2 shows the background-corrected experimental gas-phase ab
sorption spectra of the (thio)uracils. Uracil (red) shows a strong ab
sorption at 245 nm. The start of an additional absorption band for 
wavelengths below 200 nm is also observed. Small modulations in the 
baseline of the uracil spectrum in the region between 300 and 400 nm 
are ignored, as will be discussed below. 

The absorption spectrum of 2-tUra (blue) shows a broad absorption 
band between 250 and 310 nm, with a peak around 270 nm and a 
shoulder around 285 nm. A fit using a sum of Gaussian functions within 
this band reveals that these features are due to two contributions at 261 
nm and 286 nm (see SI). Another strong absorption line can be observed 
at 204 nm and a smaller shoulder at 226 nm. 

The absorption spectrum of 4-tUra (green) shows a strong broad 
maximum, centered at 312 nm. The band around 235 nm can be 
described by 4 Gaussians, of which one at 244 nm and another one at 
223 nm contribute most. The start of another strong absorption can be 
observed for wavelengths around 200 nm. 

The 2,4-dtUra (orange) shows a broad band between 250 and 360 
nm. This band consists of a major peak at around 280 nm and a shoulder- 
like feature at about 325 nm. Three Gaussians are able to describe this 

Fig. 2. Gas-phase absorption spectra for 2-thiouracil (blue), 4-thiouracil (green), 2,4-dithiouracil (orange), and uracil (red). Spectra have been normalised with 
respect to the major peaks that appear within the 225–400 nm range. 
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ℏĤ ntμnαei
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band, the centres of which are located at 275 nm, 306 nm and 343 nm. In 
contrast to the three previous molecules, there is no strong absorption 
around 200 nm but only a slight gradual increase from 240 nm on to 
smaller wavelengths. 

The assignment of the observed bands to the different electronic 
states of the uracils is facilitated by the vibronic spectral calculations 
based on TDDFT data. The computed vertical excitation energies for the 
four molecules under investigation are given in Tables 1–4, which also 
report the oscillator strength and the electronic character of the 
transition. 

The dominant NTOs associated with each transition are illustrated in 
the supplementary information and have a n, π, π* or Rydberg character. 
To allow a comparison between the transitions of different molecules, 
we adopted the same atom numbering and a common nomenclature for 
the orbitals. n and π orbital with a large lobe near the O and S atoms in 
position 7 and 8 are denoted n7, n8, π7 and π8. For some transitions the 
occupied NTOs are delocalized over both positions 7 and 8, as a 
consequence of the multi-reference character of the excited state, and 
are approximately given as linear combinations n± ≈ (n7 ± n8)/√2 and 
π± ≈ (π7 ± π8)/√2. The dominant virtual NTOs are π* orbitals for most 
transitions, having antibonding character along one of the C–O or C–S 
bonds (π7*, π8*) or both (π±*). For Rydberg-type excitations, the virtual 
orbitals have a shape similar to diffuse 3 s or 3p orbitals. 

The lowest-excited states of the (thio)uracils have nπ* or ππ* char
acter, and are respectively dark and bright. At higher excitation en
ergies, but within the spectral range of the experiment, TDDFT predicts 
also Rydberg-type excitations, where virtual 3 s orbital usually has an
tibonding character along the N1-H9 bond. 

The absorption profiles computed by Eqs. (1), (5) and (6) are shown 
in Fig. 3. In order to align the computed spectra to the experimental 
ones, they had to be red-shifted by 0.5 eV. The CAM-B3LYP functional 
provides a very accurate prediction of the global spectral shape in the 
whole 200–400 nm range, and captures precisely the relative positions 
of the different bands both for the same molecule, and among different 
molecules. Therefore, we are convinced that the present computations 

allow a reliable assignment of the experimentally observed bands. 

4. Discussion 

4.1. Comparison of experimental and theoretical results 

The major observation in the absorption spectra in Fig. 2 is the 
(already well-established) redshift of the lower-energy absorption band 
due to substituting oxygen with sulfur in each of the thiouracils. Whilst 
Ura shows its lowest energy absorption maximum around 245 nm, the 
substitution of the O at the C2 atom for 2-tUra shifts this band towards 
270 nm. In the case of 4-tUra the shift is much stronger and the lowest 
energy maximum is located at around 310 nm. The substitution of both 
O atoms in the case of 2,4-dtUra creates a broad band ranging from 
about 250 to 350 nm, with a major peak at around 275 nm. It overlaps 
with the first absorption band of 2-tUra suggesting that the part of the 
band may show contribution from S located at the C2 atom. The shoulder 
at around 320 nm overlaps with the spectrum of 4-tUra, which suggests 
that this part of the absorption band may show significant contributions 
from S at the C4 atom. 

The oxygen-containing (thio)uracils (i.e. Ura, 2-tUra and 4-tUra) 
show a strong absorption peak at around 200 nm. In the case of 2,4- 
dtUra, containing no oxygen atoms, only a weak absorption is 
observed in this higher-photon energy range. Intuitively, from the 
experimental spectra alone, one can determine that this absorption in 
the deep UV region is likely due to the presence of the oxygen atom on 
the system. This hypothesis is confirmed below in an analysis of the DFT 
calculations and the orbitals involved in the transitions in this spectral 
region. 

For Ura, Fig. 3(a) shows that the lowest energy absorption band, 
peaking around 250 nm, is due to the S2 (π− π+*) state and the incipient 
band at 200 nm can be attributed to a mixture of S5, S6 and, to a lesser 

Table 3 
Vertical excitation energies Tv, oscillator strength f and character of the lowest 
10 singlet excited states of 4-thiouracil, calculated using TDDFT/CAM-B3LYP/ 
Def2-TZVP.  

State Tv [eV] f Character 

S1  3.07  0.000 n8π8* 
S2  4.49  0.381 π8π8* 
S3  5.34  0.011 π+π8* 
S4  5.69  0.000 n− π− * 
S5  5.77  0.057 π8π− * 
S6  6.32  0.002 n7π8* 
S7  6.46  0.000 π− 3s 
S8  6.55  0.000 n7π− * 
S9  6.71  0.027 n83s 
S10  7.21  0.369 π+π− *  

Table 4 
Vertical excitation energies Tv, oscillator strength and character of the lowest 12 
singlet excited states of 2,4-dithiouracil, calculated using TDDFT/CAM-B3LYP/ 
Def2-TZVP.  

State Tv [eV] f Character 

S1  3.04  0.000 n8π8* 
S2  3.86  0.000 n7π7* 
S3  4.19  0.121 π− π+* 
S4  4.57  0.235 π+π8* 
S5  4.69  0.000 n7π8* 
S6  4.94  0.140 π− π− * 
S7  4.94  0.001 n8π7* 
S8  5.07  0.361 π+π7* 
S9  6.17  0.002 π− 3s 
S10  6.40  0.046 n− 3s 
S11  6.69  0.003 π+3s 
S12  6.76  0.043 n+3s  

Table 1 
Vertical excitation energies Tv, oscillator strength f and character of the lowest 
10 singlet excited states of uracil, calculated using TDDFT/CAM-B3LYP/Def2- 
TZVP.  

State Tv [eV] f Character 

S1  5.13  0.000 n8π8* 
S2  5.52  0.179 π− π+* 
S3  6.43  0.000 n7π7* 
S4  6.67  0.039 π+π+* 
S5  6.85  0.000 π− 3s 
S6  7.05  0.156 π− π− * 
S7  7.20  0.001 n7π8* 
S8  7.43  0.000 n+π− * 
S9  7.93  0.365 π+π− * 
S10  8.00  0.000 π− 3p  

Table 2 
Vertical excitation energies Tv, oscillator strength f and character of the lowest 
10 singlet excited states of 2-thiouracil, calculated using TDDFT/CAM-B3LYP/ 
Def2-TZVP.  

State Tv [eV] f Character 

S1  3.91  0.000 n7π7* 
S2  4.76  0.195 π7π+* 
S3  5.00  0.000 n− π8* 
S4  5.25  0.222 π7π− * 
S5  5.53  0.000 n− π8* 
S6  5.84  0.024 π+π+* 
S7  6.21  0.003 π73s 
S8  6.38  0.001 n8π7* 
S9  6.40  0.022 n73sσ* 
S10  6.68  0.306 π+π− *  
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extent, S4. In particular, as shown in the SI, the state S4 originates from a 
transition out of a π orbital with significant components on the O atoms 
(π+). The comparison with the FC calculation, given in the SI, shows that 
the intensity of the S5 band is due to the Herzberg-Teller mechanism and 
is slightly overestimated by the CAM-B3LYP functional. 

The calculated spectrum for 2-tUra, shown in Fig. 3(b), attributes the 
lowest energy absorption band to two transitions, to the states S2 and S4, 
and therefore shows parallels to the double Gaussian fit of the experi
mental data seen in SI. The discrepancy between theory and experiment 
suggest that the CAM-B3LYP calculation might underestimate the 
oscillator strength for the S2 ← S0 transition. Indeed, excited state cal
culations based on wavefunction methods show that the relative in
tensities of these ππ* transitions are highly sensitive to the level of 
electronic structure theory [41]. Additional tests, reported in the sup
plementary information, show that the intensity pattern also depends on 
the basis set and the band shape. Interestingly, the agreement with the 
lowest energy band of the experiment improves when a simple Gaussian 
envelope is used instead of the FCHT band shape, suggesting that the 
harmonic model might be not fully adequate for this transition. 

As shown in the SI, the π7 orbital is the same for the S2 and S4 

transitions and has a large lobe on the S atom; in contrast, the π* orbitals 
(π+* and π− *) have significant electron density on the ring. Therefore, 
the partial positive charge on the S atom increases upon photoexcitation 
to the lowest energy band, as observed in recent x-ray photoelectron 
studies [17]. The weak band around 220–230 nm is attributed to the 
states S6 (ππ*) and S9 (n-Rydberg), which gain intensity via the 
Herzberg-Teller mechanism. The band at 204 nm is due to the state S10 
(π+π− *), which involves transitions between orbitals with a significant 
component on the O atom, as previously intuitively hypothesised. 

4-tUra is, among the studied (thio)uracils, the one with the absorp
tion maximum peaking at the longest wavelengths. The calculations of 
Fig. 3(c) show that the main band around 310 nm is due to the S2 (ππ*) 
transition. The smaller band observed at 235 nm is mostly due to the S5 
(ππ*) state, where the occupied π8 orbital is the same as for S2 (see the 
SI) and has a large lobe on the C––S bond. The third band, which has 
higher intensity and starts emerging around 210 nm, is attributed to the 
states S9 (n3s) and S10 (ππ*). The simulation also reproduces nicely the 
relative intensities of the three bands, as well as the vibrational structure 
due to vibronic transitions to the states S5 and S9. The analysis of the 
NTOs shows that the π+ orbital, occupied in the S10 ← S0 transition, has a 
strong contribution on the O atom. This confirms that the intense bands 
around 200 nm observed in the spectra of Ura, 2-tUra and 4-tUra are due 
to transitions involving orbitals partially localized on the O atoms. 

In 2,4-dtUra, where both oxygen atoms are replaced by sulfur, the 
“oxygen band” disappears and additional ππ* bands overlap the transi
tions in the 250–350 nm region. Indeed, the theoretical analysis of Fig. 3 
(d) shows that the main absorption band of 2,4-dtUra is composed of 
four ππ* transitions, to the states S3, S4, S6, S8. The occupied NTOs for 
these transitions all have a large component on one or both the two S 
atoms. 

For this case, however, an approximation was necessary to reliably 
simulate the spectrum. As reported in Table 4, the states S6 and S7 are 
nearly degenerate at the Franck-Condon point and, as a consequence, 
the geometrical derivatives of the respective transition dipole moments 
diverge [60]. In this case, a more adequate treatment should rely on a 
vibronic coupling model, based on diabatic electronic states which 
depend minimally on the nuclear distortions and a potential term to 
account for the inter-state coupling [61]. However, this would require 
high-dimensional multi-state quantum dynamical simulations which are 
much more complex than the analytical approach used here, and beyond 
the purpose of this work. Indeed, since the FC spectrum already de
scribes the experimental bands quite well, the non-Condon effects for 
the states S6 and S7 are expected to be minor (as for the other thio
nucleobases) and, therefore, they are simply neglected, i.e the FC 
approximation is always used for the bands of S6 and S7. 

At wavelengths below 245 nm a broad absorption builds up in the 
2,4-dtUra spectrum. In this region rather pronounced vibronic structures 
are visible. These features are reproduced by the simulations, which 
attribute the intensity to transitions to S10 (n3s), S12 (n3s) and, to a lower 
extent and due to Herzberg-Teller, S11 (π3s). 

4.2. Comparison to previously-published spectra 

Unfortunately, gas-phase spectra of (thio)uracils seem to be quite 
rare. Clark et al. [62] measured the gas-phase spectrum of uracil at 
temperatures of 166 ◦C and 228 ◦C. In agreement with our spectra, they 
also observe a first absorption band at about 245 nm. In addition, they 
observe a peak at about 190 nm and a shoulder at 205 nm for a tem
perature of 166 ◦C. No data is presented for the 300–400 nm range. 

To our knowledge, only two groups have measured gas-phase spectra 
of 2-tUra so far [33,34]. Despite the fact that these experiments were 
performed at temperatures of 267 ◦C and 277 ◦C, respectively, these 
spectra are almost identical to the spectrum we present here. This sug
gests that little change is observed in 2-thiouracil absorption despite the 
elevated temperatures. This implicitly adds further reassurance that 
other experiments performed at temperatures above those used here 

Fig. 3. Comparison between the theoretical (black line) and the experimental 
(gray, dashed line) absorption spectrum of (a) uracil; (b) 2-thiouracil; (c) 4-thio
uracil; (d) 2,4-dithiouracil. For each molecule the contributions of the indi
vidual adiabatic electronic states are shown separately with different colors, the 
nomenclature follows Tables 1–4. The experimental and theoretical spectra are 
both normalized to the maximum of the lowest energy absorption band. The 
molecules and atom numbering are shown in the inset (hydrogen: light gray, 
carbon: dark gray, nitrogen: blue, oxygen: red, sulfur: yellow). The theoretical 
spectra have been red-shifted by 0.5 eV. 
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[19,23,24] are unlikely to have been affected by decomposition effects. 
Due to the scarcity of previously published gas-phase data, in the 

remainder of this section, we will make comparisons to previously 
published solution-phase spectra of the (thio)uracils. 

Most of the reported spectra of uracil in solution show reasonable 
agreement with those in gas-phase. For neutral and acidic solutions only 
a red-shift of the first absorption band is observed [20,30,63]. A basic 
solution seems to not only lead to a strong red shift but also (asym
metrically) broadens the first absorption band [63]. Experiments that 
cover the range between 300 and 400 nm do not show any signal above 
background [20,30]. We therefore believe that the subtle changes 
observed in the baseline in our measurements between 300 and 400 nm 
result from small changes in the cell background between the mea
surement performed with and without sample. To test this, we repeated 
the uracil measurements several times, and found that whilst the noisy, 
small bumps in the 300–400 nm range varied in position and intensity 
with respect to the main peak at 245 nm between each run, the 245 nm 
peak remained constant throughout (i.e. same peak position and width). 
We therefore attribute these fluctuations in the 300–400 nm region to 
background noise. Such fluctuations do not affect the absorbance from 
2,4-dtUra and 4-tUra, as the absorbance was at least one order of 
magnitude higher in the non-normalized spectra compared to uracil. 
Only for wavelength greater than 320 nm in 2-tUra, such a background 
could play a role. 

For 4-tUra, we also find that the solution-based spectra show similar 
features as the gas-phase spectrum presented here. The biggest differ
ence between the two phases is the position of the major peak, which 
appears at 312 nm in the gas phase, but is red-shifted by 20–50 nm once 
in solution, depending on the solution used [20,22,29,30]. Whilst the 4- 
tUra peak position appears to be solution dependent, it does not, how
ever, appear to be pH dependent [27]. In making comparisons to the 
work of Zou et al, we see that the smaller gas-phase peak observed here 
at around 230 nm also appears in the same place for solution, along with 
the rise in signal as the wavelength tends to 200 nm [20]. It therefore 
appears in first instances that these higher-energy transitions are less 
affected by the solvent (explicitly for the cases of water and acetonitrile 
solvents). 

Comparisons for 2-tUra and 2,4-dtUra between the gas-phase and 
solution phase spectra, however, are more complex than that seen for 4- 
tUra. A full analysis of how environmental features affect the spectra of 
the (thio)uracils is outside of the scope of our gas-phase studies. How
ever, some of these differences have not been explicitly mentioned in 
past studies. We will start with comparisons to experiments that show 
spectra matching our gas-phase best, before progressively moving to 
spectra that show more extreme variations. 

In the first instance, a large number of acidic nature solution studies 
(i.e. pH < 7), or those performed in ethanol and methanol, do show 
similar spectra to those seen here for 2-tUra and 2,4-dTU in the gas 
phase. More explicitly: a peak at ~ 275 nm and a shoulder at ~285 nm is 
seen for 2-tUra [27,28,31,32] whilst for 2,4-dTU a peak is observed at 
~275 nm with a shoulder at ~330 nm [27]. However, as the pH ap
proaches neutral, and then leading on to basic conditions (i.e. pH ≳ 7), 
changes in the spectra of both molecules start to appear. In the case of 2- 
tUra, two distinct peaks start to appear [27–29], rather than the singular 
peak with a shoulder seen in the gas-phase and acidic-solution studies. 
In the case of 2,4-dtUra, when comparing the gas-phase spectrum to 
those spectra obtained in basic solvents, we note that the main peak at 
275 nm remains relatively fixed whilst the shoulder previously at 330 
nm is red shifted by up to 70 nm [27,30]. 

The most interesting comparison to the gas-phase spectra seen here is 
to the solution-phase work of Mohamadzade et al. [22], as this is one of 
the few studies in the literature to examine the solution-phase spectra of 
all three thiouracils simultaneously under the similar conditions. They 
noted that no gas-phase spectrum of 2,4-dtUra could be found in the 
literature, and hence the solvent used in their studies was CCl4, as it was 
“a non-polar solvent, [and] can be considered a good approximation of a 

gas-phase environment.” In general, we see good agreement between 
our gas-phase spectra and their solution-phase spectra for 4-tUra and 
2,4-dtUra (ignoring peak shifts of a few nm). The 2-tUra spectrum in 
CCl4 however, appears to have more in common with the previously 
discussed basic-solution spectra than what is observed in the gas phase 
(i.e. peak-splitting is observed). Comparing this spectrum taken by 
Mohamadzade et al. in CCl4 further to the spectra measured by Moustafa 
et al., we find that it has more in common with the spectrum collected in 
the polar ethanol solution, rather than the spectrum collected in the non- 
polar 1,2-dichloroethane solution [64]. This suggests that these peak 
shifts cannot simply be attributed to solvent polarity. 

Recent photodissociation spectroscopy studies on iodide ion- 
thiouracil clusters in the gas phase by Uleanya et al. [29], show re
sults that could be related to this “peak-splitting feature” of 2-tUra. In 
their work, Uleanya et al. were able to match well the gas-phase pho
todepletion spectra of I− 2,4-dtUra and I− 4-tUra to the aqueous spectra 
of their respective counterparts, but observed discrepancies between the 
I− 2-tUra photodepletion spectrum and the aqueous 2-tUra spectrum (as 
explicitly noted by Uleanya et al. calling it the “odd-man out”). We 
compare the I− 2-tUra photodepletion spectrum collected by Uleanya 
et al. to the CCl4 spectra of Mohamadzade et al.. We note similarities 
between these two, as both show a major peak at ~ 300 nm before a 
secondary increase in signal as one tends to 270 nm. In contrast, the 
aqueous spectrum of Uleanya et al., as well as the gas-phase spectrum 
presented here, has less similarities with the I− 2-tUra photodepletion 
spectrum. Therefore, in first instances, it appears that the I− ion may 
have a similar effect on the absorption spectra of 2-tUra as the CCl4 
environment. 

The only commonality that we can note between the cases involving 
CCl4, 1,2-dichloroethane, acetonitrile, and I− , where peak splitting of 2- 
tUra is observed, is the abundant presence of “classic” lone pairs of 
electrons on each of the systems. Speculatively, it is possible that these 
solvents/anions are acting in the same fashion as a Lewis base, and are 
able to share their electrons with 2-tUra, which in turn may affect the 
observed absorption spectra. Further spectra, as well as simulations, 
would be needed to understand this better, and in particular, why the 2- 
tUra presents such a pronounced case. 

5. Conclusion 

We have presented the collective gas-phase spectra of uracil and its 
thionated analogues, 2-thiouracil, 4-thiouracil and 2,4-dithiouracil, and 
accompanied this with a complete theoretical analysis and assignment of 
the observed transitions in the region of 200–400 nm. Alongside this we 
have made comparisons of the recorded gas-phase spectra, to those 
collected in solution in past works. In this we highlight that the (thio) 
uracils with a sulfur atom on the 2-position of the basic uracil structure 
(like 2-thiouracil or 2,4-thiouracil) are more sensitive to shifts in the 
spectrum when in basic conditions. (4)-thiouracil does not appear to be 
affected by these environmental effects as much. 
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Abstract. We present a highly flexible and portable instrument to perform pump-probe
spectroscopy with an optical and an X-ray pulse in the gas phase. The so-called URSA-PQ
(German for ‘Ultraschnelle Röntgenspektroskopie zur Abfrage der Photoenergiekonver-
sion an Quantensystemen’, Engl. ‘ultrafast X-ray spectroscopy for probing photoenergy
conversion in quantum systems’) instrument is equipped with a magnetic bottle electron
spectrometer (MBES) and tools to characterize the spatial and temporal overlap of optical
and X-ray laser pulses. Its adherence to the CAMP instrument dimensions allows for
a wide range of sample sources as well as other spectrometers to be included in the
setup. We present the main design and technical features of the instrument. The MBES
performance was evaluated using Kr M4,5NN Auger lines using backfilled Kr gas, with an
energy resolution ∆𝐸/𝐸 1/40 in the integrating operative mode. The time resolution of
the setup at FLASH 2 FL 24 has been characterized with the help of an experiment on
2-thiouracil that is inserted via the instruments’ capillary oven. We find a time resolution
of 190 fs using the molecular 2p photoline shift and attribute this to different origins in
the UV-pump—the X-ray probe setup.
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Abstract: We present a highly flexible and portable instrument to perform pump-probe spectroscopy
with an optical and an X-ray pulse in the gas phase. The so-called URSA-PQ (German for ‘Ultraschnelle
Röntgenspektroskopie zur Abfrage der Photoenergiekonversion an Quantensystemen’, Engl. ‘ultrafast
X-ray spectroscopy for probing photoenergy conversion in quantum systems’) instrument is equipped
with a magnetic bottle electron spectrometer (MBES) and tools to characterize the spatial and temporal
overlap of optical and X-ray laser pulses. Its adherence to the CAMP instrument dimensions allows for
a wide range of sample sources as well as other spectrometers to be included in the setup. We present
the main design and technical features of the instrument. The MBES performance was evaluated
using Kr M4,5NN Auger lines using backfilled Kr gas, with an energy resolution ∆E/E � 1/40 in the
integrating operative mode. The time resolution of the setup at FLASH 2 FL 24 has been characterized
with the help of an experiment on 2-thiouracil that is inserted via the instruments’ capillary oven.
We find a time resolution of 190 fs using the molecular 2p photoline shift and attribute this to different
origins in the UV-pump—the X-ray probe setup.

Keywords: X-ray probe; molecular dynamics; gas phase electron spectroscopy

1. Introduction

Photoexcited molecules channel the energy of light into different energetic degrees of freedom,
such as vibrational energy, charge transfer and rearrangement of chemical bonds. This process is
fast and complex, and often happens in a way that cannot be described within the framework of
the Born-Oppenheimer approximation (BOA) [1–4]. In fact, many relevant photoinduced molecular
changes, such as retinal isomerization in vision [5], bacterial light harvesting, as well as nucleobase
photoprotection [6–9] happen on an ultrafast timescale as non-BOA processes. In order to better
understand the molecular dynamics, a close comparison of simulations and experiments is extremely
fruitful. Using small and isolated chromophores is advantageous for quantitative comparisons
of experiments to simulations, the latter can be performed using the highest level of electronic
structure methods under these constraints. Moreover, in the gas phase, experiments can use rather
powerful spectroscopic methods for charged particles including highly differential coincidence
experiments [10,11]. In addition, quantum manipulation such as molecular nonadiabatic, field-free
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alignment [12,13] and quantum state-selection [14] to prepare specific molecular target states are
possible in the gas phase.

X-ray probing of molecular dynamics offers substantial new opportunities complementary to
well-established optical pump-probe methods. The X-ray-matter-interaction is element selective
due to large differences of the inner shell binding energies between different elements and has been
demonstrated to be site selective [15]. We have used these advantages in past time resolved UV
pump—X-ray probe studies, to investigate the dynamics of isolated nucleobases. The molecular
internal conversion from and to nπ* states leads to a strong pre-edge feature in the X-ray absorption
spectrum of the element at which the n lone-pair orbital is localized [16]. Since both the core-level as
well as the lone pair level of one particular atom are having a large overlap, the dipole matrix element
and thus the absorption cross section is larger than cross sections involving delocalized molecular
orbitals. The method is therefore ideally suited for detection of any nπ* states via the spectroscopy at
the corresponding heteroatom [17]. Changes in the bond distance manifest themselves as shifts in
the Auger kinetic energy of one of the atoms in this bond [18]. This is due to the strongly repulsive,
Coulomb-repulsion shape of the final, dicationic states in the Auger decay. In addition, time-resolved
Auger probing can also be used to detect the dissociation into a neutral and charged fragment in a time
resolved way [19].

In this work, we describe the design and first tests of a new user instrument at the free-electron laser
(FEL) facility FLASH (Free Electron Laser in Hamburg), called URSA-PQ (German for ‘Ultraschnelle
Röntgenspektroskopie zur Abfrage der Photoenergiekonversion an Quantensystemen’, Engl. ‘ultrafast
X-ray spectroscopy for probing photoenergy conversion in quantum systems’), for pump-probe
experiments primarily on gas-phase targets.

The new instrument is equipped with a ‘magnetic bottle’ electron spectrometer (MBES) [20],
a molecular source, as well as several tools for finding the spatial and temporal overlap of the optical
and X-ray laser pulses. The MBES is characterized by a high solid angle collection, ideal for dilute
targets. In addition, it is able to measure a large range of kinetic energies, and the resolution at a
particular range can be optimized by an electrostatic retardation system. We, furthermore, equipped
the present system with a capillary resistively heated oven source for the evaporation of condensed
molecular samples [21]. This system works well for fairly small molecules like nucleobases, which can
reach an appreciable vapor pressure around 10−4 mbar, as for the example of thymine [22], without
undergoing pyrolysis or tautomerization. The capillary confines the molecular sample to a beam of
small divergence fitted to a narrowly defined interaction region. Tools for spatial and temporal overlap
include a cerium doped YAG (Yttrium Aluminium Garnet) screen viewed with magnifying optics
as well as diodes for coarse timing, allowing a temporal synchronization of optical and X-ray pulses
within about 100 ps.

We present a system that includes all these parts and in addition has a high degree of flexibility.
Due to adherence to the flange and distance dimensions set by the so-called CAMP chamber [23],
multiple, already existing molecular sources and spectrometers can be integrated with the setup
described in this paper.

In what follows, the instrument design and measurement procedures will be described. We will
then focus on the energy calibration of the MBES as well as the time resolution in our optical-pump
X-ray-probe measurements by using the example of 2-thiouracil.

2. Materials and Methods

2.1. Overview and Vacuum System

Figure 1 shows an overview of the URSA-PQ instrument and its functionalities. In the current
version, the sample is introduced by either backfilling the vacuum vessel or using a capillary oven.
In this paper, the former is used to characterize the MBES, and the latter is used with 2-thiouracil to
evaluate the time resolution. The interaction region is defined by the crossing point of the optical
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and X-ray beams overlapping with the region of highest sensitivity of the MBES. Molecules in the
interaction region are excited by an optical laser pulse, in this case a 266 nm UV pulse, and subsequently
probed by an X-ray pulse. Optical and X-ray pulses are focused by separate mirrors and combined
inside the beamline by a mirror having a hole for X-ray transmission. The UV beam is set on side or top
of the hole to avoid power losses. The tunable X-rays can induce a resonant core-to-valence excitation
and/or non-resonant ionization. The resulting photo- and Auger electrons are then efficiently guided
by the MBES’s magnetic field arrangement along a flight tube of 1.7 m length to a micro-channel-plate
(MCP) detector. The time-of-flight of the electrons is measured and converted to electron kinetic
energy. The apparatus is designed in a modular way that also allows upgrades at later times, the usage
of different measurement devices from the FLASH environment and other types of sample delivery
systems. The desired high flexibility is achieved by designing the central vacuum vessel as a customized
six-way cross (see Figure 2), following the most critical dimensions of the permanent CAMP instrument
situated at FLASH 1.
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Figure 1. Diagrammatic representation of the URSA-PQ (German for ‘Ultraschnelle
Röntgenspektroskopie zur Abfrage der Photoenergiekonversion an Quantensystemen’, Engl. ‘ultrafast
X-ray spectroscopy for probing photoenergy conversion in quantum systems’) instrument with its
functionalities. The molecular sample is evaporated and guided into the interaction region by a capillary
oven. An optical laser pulse excites the sample before a delayed X-ray pulse from the FLASH FEL,
focused by a Kirkpatrick-Baez (KB) mirror set, probes the excited molecular ensemble. Photo- and
Auger-electrons created by the light-matter interaction are guided by the magnetic field of the magnetic
bottle electron spectrometer (MBES) towards a detector. The diagnostic tools for spatial and time-overlap
can we driven into the interaction region.

An overview of the instrument is shown in Figure 2. A central cross serves as the light-matter
interaction chamber. A manipulator is mounted vertically (z-direction), holding the capillary oven
molecular source and diagnostics tools on top of that source. Either one two of the devices (oven or
diagnostics tools) can be brought into the center and thus the interaction region of the instrument.
Shown in the positive y-direction is the MBES spectrometer flight tube with the MCP detector at the
end. The manipulator holding a permanent magnet in the negative y-direction provides the up to
1 Tesla strong B-field of the MBES. The optical and X-ray beams travel in the x-direction, entering by
the center flange, through the interaction region in the center of the cross to the center flange at the end.
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Figure 2. Design-drawing of the URSA-PQ (German for ‘Ultraschnelle Röntgenspektroskopie zur
Abfrage der Photoenergiekonversion an Quantensystemen’, Engl. ‘ultrafast X-ray spectroscopy for
probing photoenergy conversion in quantum systems’) instrument. The central body contains flanges
that adhere to the standard defined by the CAMP-chamber in size as well as distance to the interaction
region (marked). The capillary oven and diagnostic tools are mounted on a manipulator allowing
for insertion of either device into the beam. The permanent magnet of the magnetic bottle electron
spectrometer (MBES) sits on another manipulator to optimally overlap the region of highest sensitivity
of the MBES with the interaction region of the optical and X-ray pulses. The 1.7 m long flight tube
connects the main body to the detector flange housing the microchannel plate electron detector.

The central cross of the instrument has three flanges (top in z-direction and left, right in ± y
direction) that adhere to the CAMP instrument dimensions concerning flange size (DN 250 CF) and
distance of flanges from the interaction region. For the front port where the FEL enters, the chamber is
kept at short distance to the interaction region (280 mm) to support short focal lengths of the beamline.
Breadboards are welded to the bottom of this port and the rear port to allow the incorporation of
in-vacuum equipment such as incoupling optics and diagnosis tools. The floor facing port (−z direction)
can be used for a LN2 cold trap (not shown here). A 1300 l/s turbomolecular pump is attached to a
flange facing 45 degrees downwards. A variety of smaller flanges (DN40 to DN100) face the chamber
center at the diagonals, or are located at the sides of the cross’s arms. Notably, three DN40 flanges at
the entrance arm may be used for baffles. The vacuum apparatus is mounted on a movable frame
(not shown here) that allows height and level adjustment by means of four legs. To simplify the
alignment of the chamber axis to the FEL beam, the frame is equipped with a motorized x-y-stage
and a manual rotation stage with the vertical axis below the connection to the beamline. In this way,
the frame can be easily aligned to the path of the FEL beam. The motors of the frame, and the capillary
oven magnet manipulators are controlled by a programmable logic controller (PLC).

2.2. Integration at the FLASH FL 24 Beamline

For the results presented here, the URSA-PQ chamber was integrated at FL 24 at FLASH 2 in
Deutsches Elektronen Synchrotron (DESY), Hamburg, Germany. The beamline is equipped with
bendable Kirkpatrick–Baez (KB) optics [24]. The distance from the KB optics to the interaction region
in our experiment is 2.1 m.
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The focus position of the X-rays can be manipulated within the chamber by using the KB degrees
of freedom. We chose to have the focus beyond the interaction region, as we did want to maximize the
number of X-ray photons on target without introducing X-ray nonlinearities. At about 90 cm in front
of the interaction region, after the KB optics, the UV beam is coupled in by a 45 degree high reflectivity
plane mirror for 266 nm wavelength. This mirror has a central hole for the X-ray beam to pass through.
The optical beam is reflected from a position below the center hole, and steered up so that the two
beams cross in the interaction region of the MBES.

The control and monitoring of the setup’s hardware, such as motor position, oven temperature
and chamber pressure is handled by an industrial PLC system working in tandem with a UNIX
server. All safety and/or time-sensitive tasks, such as vacuum valves control or high voltage interlocks,
are managed by the PLC in a closed loop in order to ensure real-time responsivity. The UNIX server
offers a server-client interface that allows multiple operators to monitor and control the system status
from different terminals through the use of a purpose-built graphical user interface that connects to the
server through a Python API (application program interface).

Integration with the DESY DOOCS (distributed object oriented control system) framework is
seamlessly handled by the UNIX server. Experiment parameters such as chamber pressure and MCP
voltages are constantly pushed to DOOCS for storage, allowing for later correlation of the chamber
parameters with the experimental data. Moreover, the raw experimental data is retrieved from DOOCS
and processed in real time. The data is sliced into single-shot traces, separating UV-pumped from
non-pumped shots and averaged over a controllable time window. It is then made available to users for
visualization (through a purpose built utility) or online analysis (through the python API). A real time
calibrated time-of-flight to electron kinetic energy conversion of the measured traces is also provided
through the API. After the experiment, all recorded data are available to the user group for offline
analysis as hdf5 data files through the standard DESY channels.

2.3. Diagnostics and Oven

We have implemented a diagnostic paddle that is located on top of the oven on the same
manipulator (see Figure 2), allowing for precise positioning inside the interaction region of the
MBES spectrometer. The diagnostic paddle hosts a number of tools used for spatial as well as
temporal characterization.

The spatial diagnostics serve to spatially overlap the UV and X-ray beams in the interaction region,
as well as estimating the beam size. We use a 0.2 mm thick, 25 mm diameter YAG screen, possessing a
matte, sandblasted surface. The screen is externally viewed through a vacuum window with the aid of
a long working distance lens.

For timing diagnostics, we use a fast AXUV-type diode on a subminiature version A (SMA)
connector that is not directly illuminated, but by a highly-attenuated beam created using solid filters
which are moved in and out. The beam hits the mounting rim of the diode and only scattered light hits
the active area in our case. We illuminate it separately with the optical and X-ray pulses. These signals
are viewed on a 13 GHz bandwidth oscilloscope. The X-ray induced trace is saved as reference on the
scope and the delay of the optical pulse is manipulated by a delay stage such that the rising edges of
the two signals overlap. This strategy allows us to temporally overlap the optical and X-ray pulses
with a sub 100 ps accuracy. Temporal overlap on the femtosecond scale is achieved using photo or
Auger electrons of atoms or molecules shown later in this paper.

We use a resistively-heated capillary oven that we developed some years ago and successfully
used before as a sample source at the linac coherent light source (LCLS) [16,18,21,25,26] as well as with
high harmonic vacuum ultraviolet sources [27,28]. The oven consists of a body, a cap that is screwed
on after filling the main body with a solid molecular sample, and a capillary tip. All components
are made from aluminum. The three parts are separately heated using thin-film sheet heaters.
The temperatures of the three sections are monitored using thermocouples and we control the heating
current using a proportional-integral-derivative PID feedback circuit implemented on the control
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computer. The sample density has been once tested with the nucleobase thymine and can reach up
to 1012 molecules/cm3 [21]. The capillary reduces the angular width of the beam compared to usual
effusive sources and we have measured the full width at half maximum (FWHM) of 10 degrees when
operating in the 1011 molecules/cm3 density regime [21].

2.4. Magnetic Bottle Electron Spectrometer

The magnetic bottle time-of-flight electron spectrometer (MBES) has a high collection efficiency,
covering up to the full 4π solid angle [26]. Thus, a large number of electrons can be efficiently detected,
which is especially important in experiments with dilute samples. The magnetic bottle spectrometer is
characterized by a strong and inhomogeneous magnetic field of about 1 Tesla at the interaction region,
which joins onto a much weaker (~1 mT), homogeneous magnetic field created by a solenoid around
the flight tube. Electrons ejected in the interaction region into any direction are thus confined into
the flight tube. The time-of-flight (TOF) of the electrons from the interaction region to detection is
determined and subsequently transformed into kinetic energy.

Our specific design is illustrated in Figure 3. A vacuum tube with DN160 flanges houses the flight
tube, which is protected from external magnetic fields by a µ-metal shield. Wound onto the flight
tube, a solenoid is generating the weak homogeneous field along the electron flight path. The coil
has 1450 windings and is fed by a current of 400 mA producing a magnetic field of around 0.4 mT.
Winding the coil directly on the flight tube has the advantage that the solenoid can be brought close to
the interaction region. In addition, the design allows that the whole instrument can be taken out of
the main chamber by unbolting a single DN 250 flange at the central cross. Close to the interaction
region, right at the entrance of the flight tube, a stack of electrostatic lenses can be used to retard/repel
the electrons. A permanent magnet with a soft iron pole tip generates the strong, inhomogeneous
field in the interaction region. The space available at the beamline is used efficiently to maximize the
instruments resolution, resulting in an optimal flight tube length of 1.7 m.

The transition from the inhomogeneous to homogeneous field occurs over a short distance of about
10 cm. The lens stack is placed inside the front of the flight tube, at the beginning of the homogeneous
part of the magnetic field. At this point, the momentum in direction of the center axis of the flight tube
is approximately equal for electrons of equal kinetic energy.

The permanent magnet of the instrument is mounted in a temperature-controlled holder on a
manipulator. By this construction, the magnet can be brought close to the interaction region as well
as retracted if other equipment is brought into the interaction region, such as a diode or a Ce-YAG
screen. Elevated temperatures of 60 ◦C generally prevent sample building up on the magnet tip and
introducing electrostatic inconsistencies.

The detector assembly (purchased from Roentdek Handels GmbH) consists of a grid, followed
by a chevron MCP stack with an 80 mm diameter and an anode. The grid is held at the potential of
the flight tube (i.e., the retardation potential). The electrons are then accelerated towards the front
MCP by a +300 V potential change over 3 mm. Subsequently, the electrons are multiplied by the MCP
arrangement using a potential on the MCP backside of 1950 V. The anode, used for picking up the
signal is held at 2300 V. The signal is picked up by a high-pass filter and sent to a 12 bit analog-digital
converter, which we use at a sample rate of 2Gs. A single electron pulse has a width of 10 ns. The data
we present in this paper has been accumulated in the integration mode, i.e., all individual TOF traces
have been added. Alternatively, for lower electron yield, individual electron hits can be identified by
using a (software) constant fraction discriminator and then added individually to a TOF array.

We transform spectra taken in the TOF domain to the kinetic energy domain by the following
procedure. The distance from the interaction region to the detector is divided into three parts.
The electric potential in these parts is treated as a step function and the lengths are taken from the CAD
drawing of the spectrometer but refined in the calibration by fitting to Auger electron features. In the
first part, the electrons are traveling with their original kinetic energy for a distance of 90 mm from
the interaction region to the flight tube entrance. In the second part through the flight tube, which is
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1694 mm long, their kinetic energy is reduced by the retardation voltage. We fit these distances based
on observed electron spectra in the calibration procedure shown below. In the 3-mm-long final part
from the flight tube to the detector, their kinetic energy is increased by 300 V.

After axis transformation from TOF to kinetic energy, the signal strength is multiplied by a
Jacobian function which corrects for the non-linear mapping of bins from the TOF domain and the
kinetic energy domain.
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strong, inhomogeneous magnetic field drops quickly to a weak, homogeneous solenoid field 
surrounding the flight tube, thus guiding the electrons from the interaction region towards the 
detector. A µ-metal tube (orange) around the flight-tube and solenoid assembly (blue) shields the 
long flight region from external magnetic fields. At the entrance of the flight tube, an electrostatic lens 
stack can be used to retard the electrons to optimally utilize the energy resolution at a mean kinetic 

Figure 3. Cut-down scheme of the magnetic bottle time of flight spectrometer, with the magnified
area around the interaction region. The interaction region is defined by the overlap of the optical and
X-ray pulse with the region of highest sensitivity of the MBES. The magnetic field in the interaction
region is dominated by the permanent magnet having a tapered soft-iron pole piece on top. The strong,
inhomogeneous magnetic field drops quickly to a weak, homogeneous solenoid field surrounding the
flight tube, thus guiding the electrons from the interaction region towards the detector. A µ-metal
tube (orange) around the flight-tube and solenoid assembly (blue) shields the long flight region from
external magnetic fields. At the entrance of the flight tube, an electrostatic lens stack can be used
to retard the electrons to optimally utilize the energy resolution at a mean kinetic energy of choice.
The micro-channel-plate (MCP) detector assembly contains a grid at the front to accelerate electrons
towards the first plate. The grid and lens stack are equipotential so that the electrons travel through the
flight tube with constant velocity.

3. Results and Discussion

3.1. MBES Energy Resolution

The spectrometer has been calibrated with the Kr M4,5NN Auger lines, appearing in the kinetic
energy range shown in Figure 4. The background pressure in the interaction region was 2 × 10−7 mbar
before filling in Kr, although much lower pressures in the 10−9 mbar range have been reached
by pumping for longer times and baking. We backfilled the chamber with Kr gas at a pressure of
5.5 × 10−7 mbar for calibration purposes.
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Figure 4. Krypton M4,5NN Auger spectra recorded with the URSA-PQ instrument using 270 eV photons
(red spectrum using a retardation of 0 V, orange spectrum using a retardation of 20 V). The spectra
are recorded with a back-filled interaction chamber and converted from time-of-flight (TOF) to kinetic
energy. The black spectrum from Reference [29] serves as a reference.

We chose an FEL photon energy of 270 eV; the spectral jitter was on the order of 2% as observed
by an inline diagnostic instrument at the beamline [30]. The nonresonant Auger lines however are
not affected by the spectral jitter of the light source. The permanent magnet of the spectrometer was
moved close to the interaction region and scanned vertically to and horizontally along the FEL beam
to optimize the position for highest electron signal. A halo of scattered light around the laser focus
prohibited distances of the magnet tip to laser focus to be smaller than 4 mm. Even a small amount of
scattered light produced many more photoelectrons from the solid magnet tip than from the gas in the
real focus because of the orders of magnitude lower density of our gas compared to solid matter.

The Auger spectra used for calibration are shown in Figure 4. The red line is recorded using a
retardation potential of 0 V. The black reference spectrum is obtained from Werme et al. [29]. One can
clearly identify the two different groups of Kr M4,5NN Auger lines in our spectra. In the higher
energy group, we identify the two lines at 37.7 and 38.7 eV as two separate lines. This results in
an energy resolution without retardation of ∆E/E � 1/40. The kinetic energy spectrum with 20 V
retardation voltage (orange) shows deeper modulation indicating higher energy resolution, as the
kinetic energy decreased.

We now discuss the resolution-limiting factors in the calibration measurements. We note a large
background in the kinetic energy range between 35 and 37.5 eV. This results from a saturation of the
detector due to a large amount of electron counts per X-ray pulse. In the TOF-spectrum, the group of
Auger electrons between 37 and 42.5 eV hit the detector at early times and thereby produces a long
lasting background of several nanoseconds. By the time the next group between 30 and 32 eV hits the
detector, this signal has decayed. This memory effect in the detector certainly degrades the resolution
as background accumulates in a group of Auger lines. This issue can be easily solved by reducing
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the FEL pulse energy or the Kr pressure; in the following experimental runs for 2-thiouracil, we had
adjusted pressure as well as FEL pulse energy accordingly.

A single electron pulse coupled out at the detector-anode has a width of 10 ns and is completely
symmetric, i.e., the rising edge is not shorter than the falling edge. As mentioned above, we used
the system in ‘integration-mode’ by adding up individual traces from the detector. The 10 ns pulse
width in TOF corresponds to 0.5 eV of energy resolution in the kinetic energy range around 20 eV.
The experimental energy resolution of 1/40 corresponds to a 10 ns time-interval at a TOF of 300 ns
(kinetic energy of 101 eV).

A possibility to improve the time resolution would be the reduction of the number of electrons
hitting the detector. This would reduce the detector saturation and therefore accumulated background
in the different groups. Another important advantage would be the possibility to identify individual
electrons hitting the detector. This will allow for edge detection, for instance via a constant fraction
discriminator. In this case, the resolution is fundamentally limited by the sample interval of the
analog-to-digital converter (ADC), which is 500 ps in our case. In analogy to the resolution limit of
10 ns, the 500 ps would correspond to an energy resolution of 0.03 eV in the energy range of 20 eV.
However, there is also the turn-around time of the electrons emitted initially away from the detector,
which will also limits the resolution [20].

3.2. Temporal Resolution

We now investigate the temporal resolution in the optical pump—these are X-ray probe
experiments. As mentioned above, we initially determined the coarse temporal overlap by monitoring
a fast-diode response, induced by UV and X-ray pulses, on an oscilloscope. The setup had an accuracy
in the sub-100 ps domain. As 100 ps resolution is not sufficient for the experiments, more accurate
information on the temporal overlap, as well as the temporal resolution achievable by this setup,
we performed measurements of photoelectron signals of molecules using the URSA instrument.
We used the molecule 2-thiouracil (C4H4N2OS), as this has been the molecule of interest for our first
beamtime utilizing this instrument. Thionucleobases are interesting as they show an efficient relaxation
to long-lasting triplet states after UV excitation, thereby showing different behavior compared to
canonical nucleobases, which relax relatively quickly to the ground state [31].

Figure 5a shows a core level photoelectron spectrum of 2-thiouracil illuminated by X-ray photons
of 272 eV mean-photon-energy. The pulses have less than 1% mean- photon-energy-jitter and a relative
bandwidth of 1–1.5%. Shown in this particular part of the spectrum is the 2p-photoline of sulfur at
103.5 eV kinetic energy. This line should be spin-orbit split resulting in the j = 3/2 and 1/2 components
with an energy spacing of 1.2 eV [32], however already the photon energy resolution is not sufficient
to resolve that splitting. The small shoulder visible on the lower kinetic energy side at 95–97 eV is a
satellite structure that accompanies the main 2p photoline (as, for instance, previously documented for
sulfur on surfaces [33]).

Upon UV excitation, the main photoline shifts towards lower kinetic energies, due to the molecular
dynamics setting in immediately. The molecular origin for this observation will be discussed in
detail in a separate paper. Here, we use this feature to determine the temporal overlap with sub-ps
precision, and the overall time resolution of the experiment itself. We take here the difference spectrum
(not shown), calculate its absolute value |UVon − UVoff| as a measure for the UV induced change in the
spectrum. This observable as a function of relative delay between UV-pump and X-ray-probe pulse is
shown by the blue dots in Figure 5b, together with a theoretical fit shown by the orange line. The fit
function includes a Gaussian describing the time-resolution, convoluted with two exponential decays
(see for instance Equation (3) in Reference [34]). The second exponential decay is longer than 100 ps
and has limited influence on the data in the delay window shown. The faster exponential decay of
(230 ± 30) fs describes some molecular dynamics. Most interesting in the context here is the Gaussian
time-resolution function. We actually determined the relative time-overlap by the maximum of this
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Gaussian, which can be done with a sub-10 fs accuracy. The Gaussian time resolution when correcting
data using the beam arrival monitor [35] has a FWHM of σTR = (190 ± 10) fs.

There are different contributions to the origin of the time-resolution known
in the literature which sum up geometrically to the final time resolution

σTR =
√
σUVL2 + σFEL2 + σFELtrain2 + σUVLtrain2 + σFEL−UVLjitter2, where σUVL is the UV pulse

length, σFEL the X-ray pulse length, σFELtrain the intra-train jitter of the X-ray pulses within the
macro-bunch, σUVLtrain the intra-train jitter of the UV pulses within the macrobunch and σFEL−UVLjitter
the relative timing jitter of X-ray and UV laser pulses [36]. The UV pulse duration has been determined
to be σUVL = 80 fs by a frequency resolved optical gating (FROG) measurement [37]. Subtracting the UV
pulse duration geometrically yields 170 fs Gaussian FWHM total for all other components. The other
components have been estimated with σFELtrain = σUVLtrain = 30–40 fs and σFEL−UVLjitter = 70 fs [38,39].
Subtracting all these components out delivers a remaining X-ray pulse duration in the experiment
in the region of about 150 fs. Taking all these components into account results in a remaining X-ray
pulse duration in the experiment on the order of 150 fs. However, we would expect a sub-100 fs X-ray
pulse duration for this bunch charge. The discrepancy could possibly be attributed to a higher jitter
compared to past experiments and longer term drifts.Appl. Sci. 2020, 10, x FOR PEER REVIEW 10 of 13 
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Figure 5. (a) Experimental photoelectron spectrum showing the sulfur-2p photoline of 2-thiouracil
taken with a photon energy of ~270 eV. (b) Increase of the absolute value in the difference signal
|(UVon − UVoff)| as a function of pump-probe delay (blue dots) and fit by the model explained in the
text (orange line).

4. Conclusions

We presented the new URSA-PQ instrument which is now available for general users at the FLASH
FEL facility. We described its major design features and its flexibility because of its adherence to CAMP
instrument dimensions. The instrument is already equipped with a molecular source and a magnetic
bottle spectrometer, allowing for ultrafast X-ray probe studies of photoexcited molecular dynamics.
We demonstrated the current spectral resolution of the MBES of 1/40 using the M4,5NN Auger decay
of Kr in the range of 30–45 eV electron energy. This can be improved further by treating electron
signals digitally using a combination of an edge finder and time-to-digital conversion. We investigated
the time-resolution in conjunction with the FLASH 2 pump-probe laser delivering 266 nm pulses
at FL 24. For that purpose, we used a UV-induced shift of the sulfur 2p photoelectron line of the
molecules 2-thiouracil. We find a temporal resolution of 190 fs using photoelectron features from UV
excited 2-thiouracil.
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Abstract: In this paper, we report X-ray absorption and core-level electron spectra of the nucleobase
derivative 2-thiouracil at the sulfur L1- and L2,3-edges. We used soft X-rays from the free-electron
laser FLASH2 for the excitation of isolated molecules and dispersed the outgoing electrons with a
magnetic bottle spectrometer. We identified photoelectrons from the 2p core orbital, accompanied
by an electron correlation satellite, as well as resonant and non-resonant Coster–Kronig and Auger–
Meitner emission at the L1- and L2,3-edges, respectively. We used the electron yield to construct X-ray
absorption spectra at the two edges. The experimental data obtained are put in the context of the
literature currently available on sulfur core-level and 2-thiouracil spectroscopy.

Keywords: X-ray; photoelectron; sulfur; thiouracil; nucleobases; Coster–Kronig; Auger–Meitner;
NEXAFS; FLASH

1. Introduction

Recent years have seen increasing interest in the study of sulfur-substituted nucle-
obases, known as thionucleobases, for applications in medicine and biochemistry [1,2].
They differ from their canonical counterparts in their response to UV radiation. The sub-
stitution of an oxygen atom with the much heavier sulfur atom significantly changes the
potential energy landscape, affecting how the molecules interact with light. The absorption
spectrum is shifted from UVC into the UVA range, and the resulting excitation produces
long-lived triplet states [3–8]. Their reactive triplet state makes thionucleobases useful as
cross-linking agents [9,10], as well as candidates for photoinduced cancer treatment [11,12].

Ultrafast radiationless transitions are crucial in funneling the molecular population
from the initially excited 1ππ* states into the long-lived 3ππ* states. The details of these
dynamics have been the topic of theoretical and experimental efforts (see Ref. [8] and the
references therein). The particular thionucleobase 2-thiouracil (2-tUra) is among the most
studied systems. Its static potential energy landscape properties indicate the existence
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of several conical intersection (CI) seams [13]. Dynamical simulations predict how an
initially UV-excited population traverses the CI regions to end up in the lowest 3ππ*
state. Experiments using UV pump and visible-ultraviolet probe pulses in solvents [4,14]
and in the gas phase [14–16] confirm the ultrafast nature of the molecular transitions.
The combination of dynamics predictions with experimental transient spectra present a
powerful approach to deduce molecular dynamics. These combined studies suggested
ultrafast sub-picosecond transitions from the 1ππ* to a 1nπ* ‘doorway’ state, from which
the lower-lying triplet states are accessed [14,16].

Using ultrafast X-ray pulses to probe molecular dynamics via core-electron excitations
provides insight into the molecular dynamics, a process which is complementary to the
well-established probe methods that utilize valence electron transitions [17]. X-rays provide
an element-sensitive probe as the core-level electron binding energies differ strongly among
elements. The tight binding afforded also makes this method highly spatially selective.
This particular advantage has been used to examine the 1nπ* channel via UV-pump X-ray
probe studies on thymine [18,19]. For 2-tUra, we used the sulfur L-edges to probe the
local dynamics at the C-S bond using time-resolved Auger–Meitner spectroscopy [20].
In addition, we could attribute electronic states using the excited-state chemical shift
(ESCS) resulting from the local charge at the sulfur atom probed in time-resolved X-ray
photoelectron studies [21].

In this paper, we present a static X-ray spectroscopic study of 2-tUra performed at the
sulfur L-edge. Our work includes near-edge absorption fine structure (NEXAFS) spectra at
the L1- and L2,3-edges, as well as photoelectron spectra involving the 2s and 2p core-holes.
We furthermore investigate the Auger–Meitner spectra induced by sulfur 2p vacancies and
the Coster–Kronig decay of the sulfur 2s core-hole as a function of X-ray energy.

2. Results

We first investigated the photon-energy range of the sulfur L2,3-edge creating a sulfur
2p core hole through either resonant transitions to core-valence excited states or non-
resonant promotion of the core electron into the continuum. The FEL photon energy hυ
was scanned over the ionization edge region from hυ = 155 to 175 eV, with 0.75 eV steps in
randomized order; the averaged FEL bandwidth was about 4 eV. For each photon energy
setting, a full electron spectrum of 2-tUra was recorded. The electron time-of-flight spectra
were converted to the kinetic energy scale by taking the Jacobian correction in the binning
process into account. The results are shown in Figure 1a, with electron spectral intensity
shown in the form of grayscale false-color code as a function of electron kinetic energy and
photon energy.

The 2D spectrum shows two qualitatively different groups of features. First, we
discerned a group of maxima that did not change their kinetic energy as the photon energy
was varied. We refer to these as ‘non-dispersing’ lines or bands. The strongest is a broad
line at 140 eV with a width of ~9 eV, which appears from photon energies of 167 eV and
higher. This component is accompanied by a weaker one at Ekin = 130 eV and a smaller
background towards lower kinetic energies.

The second group of features are ‘dispersing’, meaning they change their kinetic
energy with hυ. In the photon energy range of 155–163 eV, we observed several such lines
which changed Ekin linearly with hυ in the kinetic energy range above 120 eV. The highest
kinetic energy lines also continued to be visible for larger photon energies up to 175 eV.
A further dispersing line starting at Ekin = 48 eV at hυ = 155 eV also linearly changed its
kinetic energy with hυ. This line is not part of the molecule and we discuss it further in the
discussion below. An additional transition region was visible around hυ = 165 eV to 167 eV,
where dispersive features convert into non-dispersive bands. In this region, a line with
‘negative’ dispersion seems to change from high to lower kinetic energies around Ekin = 140 eV.
We integrated the full two-dimensional spectrum over the kinetic energy range and present
it as a function of photon energy in Figure 1b. The NEXAFS spectrum obtained in this way
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shows a decreasing electron yield (absorption) from the lowest hυ to about 165 eV, where the
absorption rises. This rise occurs over a photon energy interval of ~2 eV.
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Figure 1. (a) Photon energy vs. electron kinetic energy for the 2-tUra sulfur 2p edge. The valence
emission can be discerned as dispersing diagonal lines. Resonant and non-resonant Auger–Meitner
emission splits off from the valence signal when the photon energy reaches the 2p binding energy.
(b) NEXAFS spectrum obtained by integrating the electron emission intensity over the whole kinetic
energy range. The 2p edge marks an increase in emitted signal, with some spectral features visible as
peaks in the NEXAFS.

We subsequently demonstrate the energy range around the sulfur L1-edge, which
creates features connected to a sulfur 2s core-hole. We scanned the photon energy in the
range of 206 eV to 240 eV, with 1 eV steps. Figure 2a shows a false-color 2D spectrum
of electron yield as a function of kinetic energy and photon energy. Similar to the L2,3
spectrum, we again identified dispersing and non-dispersing lines. The most prominent
dispersing feature changes Ekin linearly with hυ from Ekin = 38.5 eV to 75 eV over the full
range shown in Figure 2a. The line is accompanied by a weaker dispersing line shifted by
6 eV towards lower kinetic energy. In addition, weaker dispersing features from valence
ionization are visible for kinetic energies over 150 eV and up to 200 eV for the lowest
photon energy.

In the lower kinetic energy range, we observed a non-dispersing broad line centered
around Ekin = 42.5 eV. At higher kinetic energies, we observed a non-dispersing band
around Ekin = 140 eV with a tail towards lower energies. Analogous to the L2,3-edge, we
generated a NEXAFS spectrum from the integrated electron yield, shown in Figure 2b.
In addition to the decrease in intensity from lower to higher photon energies, an absorption
increase starting at hυ = 222 eV with a maximum at hυ = 227 eV was observed.
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Figure 2. (a) Photon energy vs. kinetic energy for the 2-tUra sulfur 2s edge, with the photon energy
varying from 208 eV to 245 eV. The bright diagonal feature is the dispersing 2p photoelectron line.
A satellite photoelectron line is visible to the left of the main feature. Non-resonant 2p Auger–Meitner
electron emission can be seen in the 100 eV to 150 eV range. Coster–Kronig electrons from the
2p -> 2s decay are visible at 40 eV for photon energies above 220 eV. The dispersing dip overlapping
the Coster–Kronig feature visible in the inset is an artifact of the readout electronics. (b) NEXAFS
spectrum obtained by integrating the emission intensity over the whole kinetic energy range.

3. Discussion

We first discuss the spectra at the sulfur L2,3-edge. According to calculations [22],
the ionization potential of sulfur is given as 162.5 eV and 163.6 eV for the two spin-orbit
split components 2p3/2 and 2p1/2, respectively. Photoelectron measurements of 2-tUra
found the ionization potential values to be 168.17 eV and 169.37 eV for the spin-orbit split
components [23]. The photon energy window from hυ = 155 eV to 176 eV in Figure 1 thus
spans from well below to above the ionization potential.

At the lowest photon energies, the spectrum must be dominated by valence emission,
and we can clearly identify dispersing features with a high energy edge around 150 eV
kinetic energy. We thus compare the electron spectrum to the He-lamp induced valence pho-
toemission spectrum taken over a range of only 10 eV (from 8 to 18 eV binding energy) [24].
Figure 3 shows a photoelectron spectrum taken at FLASH2 at hυ = 155.75 eV (blue line).
The inset of Figure 3 compares a small region of that spectrum with the photoelectron
spectrum obtained using the He (I) line at hυ = 21.2 eV. While the He spectrum shows rich
detail attributed to photoemission from different valence orbitals [24], our spectrum at
FLASH2 is only weakly modulated as a function of Ekin. The ionization potential overlaps
with the measured ionization potential of 8.8 eV [24]. The poor modulation of the FLASH2
valence photoelectron spectrum in Figures 1 and 3 is a combined effect of the photon energy
bandwidth of 4 eV and the reduced resolution of the magnetic bottle spectrometer at these
comparatively high kinetic energies. The magnetic bottle was operated at retardation
of only 5 eV; taking the measured 1/40 resolution [25], we arrive at a feature width of
about 4 eV at Ekin = 150 eV. The valence features disperse with a slope of one in hυ per eV
in Ekin throughout the whole measurement range, confirming the use of fundamental
undulator radiation.

A second dispersive feature, starting at Ekin = 47.9 eV, has a binding energy of 108 eV
(see also Figure 2). The slope, equal to the slope of the valence lines, indicates its origin
from photoemission with the fundamental of the undulator. We suggest that this line stems
from the Al tip of the oven, sitting at a distance of a few mm from the interaction region
but still being hit by some halo of the X-ray beam. The 2s line of Al is nominally expected
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to be around 120 eV, but due to patch charges at the oxidized tip, this line might be shifted
by a few eV towards its apparent binding energy of 108 eV.
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Figure 3. Photoelectron spectra for photon energies above (175.25 eV) and below (157.25 eV) the
sulfur 2p binding energy. A dispersive behavior of the valence band is visible, moving from ~140 to
~160 eV with increasing photon energy. Our valence spectrum at hυ = 155.75 eV is compared with a
He-lamp-induced valence photoelectron spectrum (purple) from Ref. [24] in the inset, which is scaled
in kinetic energy according to the difference of photon energies used in the experiments. Conversely,
the Auger–Meitner feature is only present for the higher photon energy. The Auger–Meitner data are
compared with the sulfur Auger–Meitner spectrum of OCS (green) from Ref. [26].

We now concentrate on the non-dispersive features. At the limit of the highest photon
energy in Figure 1, we observe a non-dispersive band peaking at 140 eV, shown in the
orange line in Figure 3. As the photon energy of 175.25 eV is above the ionization limit
for the sulfur 2p electrons, we assume that these features belong to non-resonant Auger–
Meitner (NAM) decay of 2-tUra. An Auger–Meitner spectrum of the molecule is not
available; we therefore compare the features with a sulfur L-MM Auger–Meitner spectrum
of OCS (green line Figure 3) from Ref. [26]. The OCS reference shows four dominant
groups of lines, which are attributed to different bands of dicationic final states in Ref. [26].
Generally, we observe less resolved features than in the OCS reference. On the one hand,
this is due to the reduced resolution of our magnetic bottle spectrometer. On the other
hand, larger species such as 2-tUra tend to not show resolved features on the eV scale. This
argument can be made in analogy to thymine and its fragment isocyanic acid (HNCO).
While the Auger–Meitner spectrum of the latter shows details on an eV scale in analogy to
OCS, thymine only exhibits broad bands about 10 eV wide [27]. This effect is due to the
increased density of final dicationic states in NAM decay for growing molecular size. The
different bands at 140 and 130 eV correspond to broadened bands in the OCS spectrum.
We do not know the exact electronic configuration of the valence dicationic states after
Auger decay of the sulfur core-hole. However, the sulfur atom has two valence orbitals
that must be strongly involved in the sulfur core hole decay: a strongly bound 3s and
a shallow bound 3p valence orbital. A decay involving strongly bound valence orbitals
in dicationic states leads to less kinetic energy of the Auger electron. Therefore, a very
coarse interpretation can attribute the different band ‘humps’ at 140, 130, and 105 eV to
dicationic decays with two valence holes dominated by sulfur 3p−2, 3p−13s−1, and 3s−2

configurations, respectively. The hole-character refers to the sulfur atomic orbital contained
in the molecular orbitals.

The NEXAFS spectrum in Figure 1b shows an intensity decrease from lower hυ up to
about 164 eV, where the integrated electron yield in the spectrum increases. This is about
4 eV below the first sulfur 2p binding energy and thus in the region of core-to-valence reso-
nances from 2p core levels to unoccupied valence levels. The valence state in the transition
needs to fulfill symmetry requirements, meaning it needs to contain either atomic sulfur s
or d orbitals. As we do not observe any fine structure because of the comparatively large
bandwidth, we have not pursued any calculations of the unoccupied valence electronic
states. The lowest unoccupied states of 2-tUra, the so-called π* resonances, are dominated
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by sulfur atomic character. As in every NEXAFS spectrum, a dense series of Rydberg
states with many different atomic contributions spans from the lowest resonances up to
the ionization limit. There is currently no NEXAFS reference data available for 2-tUra. We
thus compare our data to NEXAFS spectra of OCS and CS2 at the sulfur L2,3-edge [28],
as well as on dimethyl disulfide at the sulfur L2,3-and also L1-edges [29]. In CS2 as well
as OCS, the first resonances are described by 2p3/2 and 2p1/2 to π* transitions, located
around 163–164 eV and 164–165 eV for CS2 and OCS, respectively. Higher resonances are
attributed to Rydberg-transitions with 4s and 3d sulfur character. Above the ionization
limit, the spectra of CS2 and OCS show a broad shape resonance.

The kinetic energy-resolved region of the core-valence resonances shows so-called
resonant Auger–Meitner processes. The resonant Auger–Meitner (RAM) decay [30] has
been studied in several molecules, from diatomic to quadratomic [31,32]. Part of our
group has studied RAM decay in the nucleobase thymine, where it has been used to
infer molecular excited state dynamics [33]. In RAM decay, the initial core-excited neutral
state decays into a cationic state, in contrast to decay to dicationic states, as is the case
for core-ionized states in a NAM process. We clearly see the effect of the final state in
the transition of the RAM to the NAM decay of 2-tUra. At the 1s-π* resonance, the most
prominent feature in the RAM sits at 146 eV, which then transforms into the NAM feature
at 140 eV kinetic energy. The shift results from a more attractive dicationic potential for the
outgoing Auger–Meitner electron in NAM as compared with the cationic potential in RAM.
The transition region of RAM to NAM in thymine shows a very similar shift, appearing as
dispersion in the wrong direction, i.e., the kinetic energy decreases as the photon energy
increases (see Figure 2 in Ref. [33]). The spectrum in Figure 1 does not possess sufficient
kinetic energy resolution to distinguish participator (final states are identical to outer
valence ionized final states) and spectator decay (final states possess an excited valence
electron corresponding to inner valence ionized final states), in contrast to Ref. [33].

We now discuss features at the L1-edge, which implies a sulfur 2s hole being created
upon X-ray interaction. Unlike the L2,3-edges, only one core-hole state is created here due
to the absence of spin-orbit coupling. According to calculations, the binding energy of the
sulfur 2s-ionized state is 230 eV [22]. The photon energy window in Figure 2, therefore,
contains the sulfur L1-edge.

For the discussion, we first concentrate on the most prominent feature in Figure 2: the
dispersive line presented more prominently in the inset. Figure 4 presents some lineouts of
kinetic energy spectra at specific photon energies. We find a kinetic energy of 39.8 eV at the
photon energy of 209.35 eV, corresponding to a binding energy of 169.5 eV. The linewidth is
about 4 eV, masking any splitting below that width. We thus conclude that the dispersive
feature must be the sulfur 2p photoelectron line at the binding energies of 168.17 eV
and 169.37 eV for the 2p3/2 and 2p1/2 spin-orbit split components, respectively [23]. The
experimentally found dispersion fits to ionization by the first order of undulator radiation
from FLASH2.

Parallel to the main photoelectron line, a correlation satellite line [34] appears 5 eV
below in kinetic energy, most clearly visible in the hυ = 240 eV spectrum (orange line in
Figure 4) at a kinetic energy of 68 eV. In an orbital picture, the structure corresponds to a
shake-up process from an occupied to an unoccupied valence orbital induced by the sulfur
2p photoionization. Thus, the photoelectron has the energy of the main line reduced by the
energy to accomplish that shake-up. Satellite structures of the sulfur 2p photoelectron line
have also been documented for comparatively small molecules such as SF6 [35] or sulfur
atoms on a metal surface [36]. For the latter, a similar shift is observed.
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Figure 4. Photoelectron spectra for photon energies above (~245 eV) and below (~208 eV) the 2s
binding energy. The dispersive behavior of the 2p photoelectron line is visible, moving from 39.8 to
74.4 eV with increasing photon energy. The 2p non-resonant Auger–Meitner band from 100 eV to
144 eV remains stable and is independent of the photon energy. The dispersive valence features are
visible in the inset.

The non-dispersive part is composed of the sulfur 2p NAM decay in the 100 to 150 eV
kinetic energy range. For photon energies above the 2s binding energy, we also see a
non-dispersive feature with a kinetic energy of about 40 eV. We attribute this second feature
to the Coster–Kronig spectrum of the 2s hole, which is dominated by one broad peak at
42.5 eV kinetic energy, visible in the orange line of Figure 4. Photon energies above the 2s
binding energy are able to create a 2s core hole, which is rapidly filled by a 2p electron in
the form of Coster–Kronig decay, ejecting a valence electron in the process. The observed
kinetic energy is therefore given by the 2s-2p energy gap, minus the valence binding energy,
and is independent of the photon energy that produced the 2s core hole. To our knowledge,
there are no S 2s Coster–Kronig spectra documented for molecules. We thus compare the
spectra to those of sulfur atoms on surfaces from Ref. [36], showing two bands at 40 and
50 eV kinetic energy, which falls energetically within our observed broad band. Those
bands are attributed to 2s−1 Coster–Kronig decays with a 2p−1 3s−1 and 2p−1 3p−1 final
state accompanied by a charge transfer from the sulfur atom into the substrate.

The 2p induced NAM decay is visible in both the blue and orange lines of Figure 4,
where a slight shift in the peak position is observed. At low photon energies, the 2p decay
is induced by 2p photoelectron emission. For the higher photon energies, however, the
2p NAM decay can be induced by both 2p and 2s photoelectron emission. In case of 2s
ionization, the 2s Coster–Kronig decay will create a valence hole and 2p-core hole; the
latter will then decay via NAM channels. We suggest that the Auger spectra of NAM and
Coster–Kronig induced NAM are different because of the additional valence hole. Thus,
the shift is caused by photon energy-dependent changes in the relative intensities of the
NAM decay channels originating from either 2s or 2p ionization.

For the L1-NEXAFS spectrum, we observed the peak of the absorption feature as being
between hυ = 225 and 230 eV. The ‘generic’ binding energy of the 2s electron of 230 eV
likely needs to be shifted upwards in the molecule by a few eV in analogy to the 2p electron.
Thus, we end up with 2s-π* transitions at the maximum of the NEXAFS spectrum. Again,
because of a lack of molecular NEXAFS spectra, we point to Ref. [36] for comparison, where
the maximum of the 2s-3pz absorption was observed at 225 eV.

The relatively large bandwidth of the X-rays—of up to 2%—limits the energy resolu-
tion in NEXAFS and resonant Auger–Meitner and photoelectron spectroscopy. Neverthe-
less, we were able to discern features that are attributed to core-valence resonances and
core-level electron binding energies. The non-resonant Auger–Meitner and Coster–Kronig
features are independent of the initial photon energy and bandwidth. Their shape is there-
fore governed by the resolution of the electron spectrometer and the number of electronic
states accessible by Auger–Meitner and Coster–Kronig decay in large molecules.

4. Materials and Methods

The data were obtained at the FL24 beamline of the FLASH2 free-electron laser
(FEL) [37,38] as part of a more extensive investigation of the dynamics following UV excita-
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tion [20,21]. An instrument containing sample injection and a magnetic bottle-type electron
spectrometer (URSA-PQ, German: Ultraschnelle Röntgenspektroskopie zur Abfrage der
Photoenergiekonversion in Quantensystemen, English: Ultrafast X-ray spectroscopy for
probing photoenergy conversion in quantum systems)—designed and built by the group
at University of Potsdam—was connected to the beamline [25].

At the FLASH FEL, the X-rays are produced by self-amplified spontaneous emission
(SASE), and we used photon energies at the FLASH2 branch in the range of 150 eV to
250 eV tuned by variable gap undulators. Rare-gas photoelectron spectrometers built in the
beamline, the OPIS (Online PhotoIonization Spectrometer) [39], were used to determine the
wavelength and spectrum of the emitted light; for the machine settings used in this study,
the average bandwidth (including jitter) was found to be 4 eV. This kind of spectrometer
does not provide shot-to-shot resolved data. We instead averaged the OPIS spectra for a
complete run with minutes of data to determine the average photon energy value for each
photon energy bin. The different step sizes for the two energy scans (1 eV and 0.75 eV) were
chosen to allow for efficient use of experimental time; a finer step size of about 4 eV effective
bandwidth would not improve the data. We scanned with a slightly larger step size at the
L1-edge, as we expected wider features at the L1-edge compared with the L2,3-edge.

The FEL delivers the radiation in trains of pulses with a repetition rate of 10 Hz [40].
Each train consists of 50 pulses at 200 kHz internal repetition rate, with an estimated pulse
duration of 150 fs [25]. Pulse energy scans were carried out to avoid X-ray saturation of
the obtained electron spectra. During the data collection, the average pulse energy used
was 5 µJ. The X-rays are focused by means of Kirkpatrick–Baez (KB) mirrors to a spot of
~100 µm size, located in the interaction region of our magnetic bottle electron spectrometer
(MBES) [41]. The X-rays are linearly polarized parallel to the axis of the spectrometer.

Figure 5 presents a sketch of the URSA-PQ apparatus. The use of an MBES allows
for high collection efficiency. A permanent magnet with a soft iron pole produces a high
magnetic field in the interaction region, which adiabatically changes into a homogeneous
solenoid field that guides the confined electrons through an almost 2 m long flight tube [41].
The emitted electrons are detected by a multi-channel plate (MCP) assembly at the end of
the flight tube. Their kinetic energy can then be obtained from the time-of-flight measure-
ments. A time-of-flight spectrum was recorded for each pulse of the FEL, and the results
were subsequently averaged. An electrostatic lens was used to apply a retardation potential
to the electrons as they enter the flight tube, slowing them down and thus increasing the
time-of-flight resolution. Calibration of the spectrometer was carried out using Kr-MNN
Auger–Meitner electrons [25]. Using the calibration data together with a geometric model
of the flight tube, a time-of-flight to kinetic energy conversion function was developed.
This function was then adapted to enable the conversion of data acquired under different
retardation settings. Specifically, we used recorded krypton spectra to construct a model
of the spectrometer and extrapolated it to other retardation settings/energy ranges. The
resolution (E/∆E) was found to be around 40 under the chosen settings [25]. For each X-ray
pulse, FLASH provides a shot-to-shot measurement of the pulse energy (photon number)
through the use of gas-monitor detectors (GMD). We used these data to normalize our
electron spectra.

The 2-tUra sample (acquired from Sigma-Aldrich (St. Louis, MO, USA) and used
without further processing) was delivered by a capillary oven [42] heated to 150◦C and
located near the tip of the permanent magnet of the spectrometer. At this oven temperature,
the only tautomer is the oxo-form [23], as noted in a comparison of gas-phase 2-tUra
experiments [15,23].
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Figure 5. Sketch of the experimental setup. The soft X-rays from FLASH2 are focused into the
interaction region of the magnetic bottle spectrometer, where the sample is provided by means
of a capillary oven (located above the spectrometer, out of plane of the diagram). The emitted
photoelectrons enter the flight tube and are detected by an MCP detector.

5. Conclusions

Here, we present the results of an X-ray sulfur core-level investigation of 2-thiouracil.
The data obtained—primarily covering previously unobserved energy ranges—provide
novel information about this molecule which is complementary to the currently avail-
able literature.

The valence and 2p photoelectron features present a dispersive character, with the
electron kinetic energy linearly following the changes in photon energy. However, the
Auger–Meitner and Coster–Kronig decay channels are associated with constant kinetic
energies and do not show dispersion.

The previously measured value for the sulfur 2p binding energy in 2-tUra of 168 eV [23]
is consistent with our observations for both the 2p photoelectron line kinetic energy and
the onset of the 2p Auger–Meitner features. Moreover, our NEXAFS spectra show a similar
position of the sulfur-2p edge as the already available ion-yield NEXAFS spectra of related
sulfur-containing compounds [28], although with a significantly lower resolution in the
finer details of our spectrum. This is due to the large bandwidth of the FEL radiation used,
acting to broaden the observed features. The future use of a monochromator would help to
increase the energy resolution, as in [19]. It increases the shot-to-shot fluctuations when
used with SASE sources, but this can be corrected for on a single-shot basis.

To our knowledge, this work is the first available NEXAFS spectrum of 2-tUra at the
sulfur 2p and 2s edges.

The observed 2p Auger–Meitner spectrum does not present any fine structure or
discernable lines. In other cases, such as OCS, pronounced features in the sulfur Auger–
Meitner spectra were observed [26]. We attribute the lack of fine structure to the relatively
high number of atoms forming 2-tUra, leading to a high density of dicationic states and
thus leading to spectral congestion [27].

Resonant and non-resonant Auger–Meitner emissions can be distinguished by their
kinetic energy, with resonant electrons showing a shift of about 10 eV toward higher kinetic
energies. Similar shifts are observed in other molecules [32], and are attributed to the
spectating electron affecting the energy landscape in which the decay takes place.

At the sulfur L1-edge, we observe the dispersive 2p photoline as well as a broad non-
dispersing Coster–Kronig band at around 40 eV. Comparisons to a core level spectroscopy
study of sulfur atoms on a metal surface confirm our interpretation of the features in the
absence of comparable molecular data for this spectral region.
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Abstract. The random nature of self-amplified spontaneous emission (SASE) is a well-
known challenge for x-ray core level spectroscopy at SASE free-electron lasers (FELs).
Especially in time-resolved experiments that require a combination of good temporal
and spectral resolution the jitter and drifts in the spectral characteristics, relative arrival
time as well as power fluctuations can smear out spectral-temporal features. We present
a combination of methods for the analysis of time-resolved photoelectron spectra based
on power and time corrections as well as self-referencing of a strong photoelectron
line. Based on sulfur 2p photoelectron spectra of 2-thiouracil taken at the SASE FEL
FLASH2, we show that it is possible to correct for some of the photon energy drift and
jitter even when reliable shot-to-shot photon energy data is not available. The quality
of pump–probe difference spectra improves as random jumps in energy between delay
points reduce significantly. The data analysis allows to identify coherent oscillations of
1 eV shift on the mean photoelectron line of 4 eV width with an error of less than 0.1 eV.
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Abstract
The random nature of self-amplified spontaneous emission (SASE) is a well-known challenge
for x-ray core level spectroscopy at SASE free-electron lasers (FELs). Especially in
time-resolved experiments that require a combination of good temporal and spectral resolution
the jitter and drifts in the spectral characteristics, relative arrival time as well as power
fluctuations can smear out spectral-temporal features. We present a combination of methods
for the analysis of time-resolved photoelectron spectra based on power and time corrections as
well as self-referencing of a strong photoelectron line. Based on sulfur 2p photoelectron
spectra of 2-thiouracil taken at the SASE FEL FLASH2, we show that it is possible to correct
for some of the photon energy drift and jitter even when reliable shot-to-shot photon energy
data is not available. The quality of pump–probe difference spectra improves as random jumps
in energy between delay points reduce significantly. The data analysis allows to identify
coherent oscillations of 1 eV shift on the mean photoelectron line of 4 eV width with an error
of less than 0.1 eV.

Keywords: free-electron laser, photoelectron spectroscopy, FLASH

(Some figures may appear in colour only in the online journal)

1. Introduction

Absorption of light in molecules often triggers complex ultra-
fast relaxation processes [1–3]. In the course of this, the
molecule converts light energy into a variety of other ener-
getic forms such as molecular vibration or rotation, photoi-
somerisation or bond dissociation. A standard technique to
study the dynamics of isolated molecules in gas phase is time-
resolved photoelectron spectroscopy [4, 5]. Here, a first light
pulse, often in the visible or UV range, promotes electrons into
an excited state and triggers the ultrafast relaxation process.

∗ Authors to whom the correspondence should be addressed.

Original content from this work may be used under the terms
of the Creative Commons Attribution 4.0 licence. Any further

distribution of this work must maintain attribution to the author(s) and the title
of the work, journal citation and DOI.

A second, delayed UV pulse ionises valence electrons of the
excited molecule. The emitted photoelectrons are detected and
the time-dependent spectrum as well as angular distribution
help to unravel the coupled electron-nuclear dynamics using
valence ionization. Probing time-resolved core-electron spec-
tra via ultrafast x-ray pulses offers a fundamentally different
and new view on the molecular dynamics [6–11] due to the x-
ray-typical element- and site-selectivity [12, 13] together with
the high localization of core-electrons.

Free electron lasers (FEL) have developed as promising
tools to study the electronic structure and dynamics of matter
with x-ray light due to their high brilliance and pulse dura-
tions in the femtosecond range [14–20]. However, the pulse
characteristics of the FEL sources based on SASE show strong
fluctuations in time-structure, pulse energy as well as spectral
characteristics. A seeded free-electron laser like FERMI [17]
does not exhibit these problems, however seeding techniques
like HGHG [21, 22] and EEHG [23, 24] can only realistically
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be implemented up to the oxygen K-edge with current technol-
ogy. At higher photon energies, self-seeding schemes might be
used as a more standard way in future to reduce at least the
spectral jitter of a SASE source, as demonstrated in the hard
x-ray [25] and soft x-ray spectral regions [26].

Currently, jitter-problems of SASE FELs are to some
extend eased using single-shot detection of all relevant pulse
parameters and appropriate binning and filtering of the exper-
imental observables with respect to this multidimensional
pulse-jitter-space. This scheme has been used since the very
first FEL experiments for the correction of pulse-energy and
pulse arrival jitter with respect to an optical (excitation) laser
pulse [27–29].

Spectral jitter is mostly avoided by inserting monochroma-
tors, such as the PG at FLASH [30] or the SXR monochro-
mator at LCLS [31]. Those devices however decrease the
available flux, elongate the pulse duration, if not designed in
a pulse tilt compensation way [32], and convert spectral jit-
ter into pulse energy jitter. Alternatively, an accurate detec-
tion of the spectral fluctuations on a single shot basis can be
used to deduce the average photon energy and thus a single
shot correction of the spectra [33]. Newer correlation based
approaches using all features in the detected spectra can result
in a full spectral reconstruction of the x-ray induced observable
[34–37].

In this paper we present some data analysis methods for
time-resolved x-ray photoelectron spectroscopy (TR-XPS) at a
SASE FEL source. The molecular sample 2-thiouracil (2-tUra)
is excited by a femtosecond-duration ultraviolet (UV) pulse
and probed by a SASE FEL pulse at around 270 eV photon
energy. We use the known single shot correction methods with
respect to x-ray pulse energy and arrival time. For our experi-
ment at FLASH2, we had no single-shot spectral tool at hand.
The online photoionization spectrometer (OPIS) spectral tool
[38] implemented at this FEL currently only delivers spectral
information averaged over a few ten to hundred shot range.
We developed a method for the correction of x-ray photon
energy drifts and jitter in time-resolved photoelectron spectra.
The method is based on correcting the UV-pumped molecular
XPS using intermittent non-UV pumped spectra. This allows
to reduce the influence of drifts and jitter on the final aver-
aged spectrum and helps to make relative changes between
non-excited and excited spectra more distinct.

2. Methods

2.1. Experiment

The data for this publication was collected during a FLASH2
beamtime in 2019. The 2-tUra sample was studied by means
of time-resolved UV pump x-ray probe photoelectron spec-
troscopy using the URSA-PQ apparatus [6, 39, 40]. The
molecule was excited with 269 nm light and probed with a
delayed x-ray pulse with a photon energy of 272 eV, which is
above the sulfur L1 edge. The emitted electrons were slowed
down by a retardation voltage of 80 V and their kinetic energy
was measured using a magnetic-bottle time-of-flight spectrom-
eter [41]. The retardation allowed the detection of the sulfur 2p

photo and Auger electrons without being interfered by other
spectral features. The FEL delivered pulse trains that consist
of 50 shots with a 5 μs intra-train spacing, at a 10 Hz rate.
The UV laser for molecular excitation ran in burst mode syn-
chronized to the FEL so that every second x-ray pulse hit an
excited molecular ensemble. The shots with odd shot index did
not have a UV laser active, whereas the shots with even shot
index were coincident with the UV laser firing.

We took time-dependent data by scanning the delay
between the UV pulse and the x-ray pulse. Delays were cho-
sen in a randomized manner and several of the random-delay
datasets were collected to improve statistics.

The FLASH data-acquisition system provided measure-
ments of different x-ray and UV beam parameters. Pulse ener-
gies were detected by a gas-monitor detector (GMD) for the
x-ray and a photodiode for the UV. The OPIS measured the
averaged photon energy of the x-ray pulses [38]. The tempo-
ral jitter of the x-ray pulses with respect to the FLASH mas-
ter clock was measured by a bunch arrival monitor (BAM)
[27, 42].

2.2. Analysis methods

2.2.1. Data preparation. Before analysing the data, the raw
data set was ‘reshaped’ for easier access. The electron time-
of-flight spectra were originally saved/delivered by FLASH
bunch-wise, which means that the 50 spectra for a pulse-train
were saved in a single trace. In this reshaping step, the trace
was split into 50 spectra of equal size and saved in a sepa-
rate HDF (hierarchical data format) file along with important
parameters such as GMD, UV pulse energy,OPIS, BAM, retar-
dation and others. The data was indexed by FLASH’s internal
bunch number and an index between 0 and 49 representing the
pulse position within the pulse train. The latter number is from
now on called shot number.

2.2.2. Delay correction and binning. The delays set during
the experiment were corrected by the bunch arrival time i.e.,
the BAM values are subtracted from the delays. The resulting
change in the distribution of delays was also used to define the
delay bins such that all bins have similar statistics.

2.2.3. Spectral correction. In contrast to the well-established
delay correction, the self-referencing spectral correction
scheme is novel and thus a careful step-by-step analysis is pre-
sented. To start, the self-referencing was applied to unpumped
spectra only. All spectra were first converted from time-of-
flight to kinetic energy and their spectral intensity rescaled
using the Jacobian. In addition, the spectra were normalised by
their corresponding GMD value. The first moment of the spec-
trum was calculated within a close area around the expected S
2p photoline position (100–106 eV kinetic energy). The spec-
tra were then shifted to a reference position which was defined
by the first processed (averaged) spectrum. The spectra were
then summed up to calculate the first and second moment and
compared to the values for an uncorrected averaged spectrum.

For the UV-pumped molecular spectra, the data handling
begins exactly like in the unpumped case. The spectra were
normalised to GMD and converted to kinetic energy. In the
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pump–probe case, it needs to be considered that the photoelec-
tron line is altered by a UV pulse, which is exactly the effect
we want to analyse. We thus developed a method to deduce
this UV-induced change on top of a statistical SASE fluctua-
tion without having the raw SASE spectrum available. We tried
two options to correct the UV altered spectra for the SASE
jitter effects:

(a) Assuming that the jitter of the FEL photon energy
between consecutive pulses is negligible, one can use
the photoline position of unpumped shots for correcting
consecutive UV-pumped spectra.

(b) Make use of photon energy correlations within a pulse
train. A certain number of spectra is binned by shot num-
ber (resulting in 50 average traces) and the photoline posi-
tion of these averaged spectra is determined. The position
trend of the unaltered spectra over the pulse train is then
fitted by a low order polynomial to interpolate for the
intermediate altered spectra.

Regardless of the approach used, the determined (average)
position was used to shift the raw spectra towards a refer-
ence position. With the shifted electron spectra, shot-to-shot
difference spectra were calculated.

2.3. Simulation

A simulation serves to better understand how the spectral
correction method works in the static case. Raw photoelec-
tron spectra were simulated by summing a certain number
of ‘electron hits’ together. These electron hits in the kinetic
energy domain were defined by a product of a Heaviside func-
tion and an exponential decay. The appearance position of an
electron hit was randomly selected based on a normal distri-
bution. The centre and width of this normal distribution were
based on the values from the S 2p photoline from the exper-
iment, but varied slightly for each spectrum within a small
window around the mean value (to simulate jitter). On top of a
random variation a shot-to-shot drift could be applied to the
central position either as a linear drift or as an oscillation.
The generated spectra then underwent the same correction
algorithm as described in section 2.2.3.

The following scenarios were simulated: jitter only, jitter +
drift, and jitter + oscillation. For each scenario, 10 runs of the
simulation were done with 50 000 spectra per run. The number
of electron hits per spectrum was set to 50 and the decay con-
stant to 0.1 eV. The mean of the normal distribution was set to
103 eV and the width to 1.42 eV. The mean was randomised
within a window (ΔE/E) of 0.125% and the width within a 5%
window (Δw/w). The period of the applied oscillation was 50
spectra and the relative amplitude 0.25% of the mean central
position. The slope of the linear drift was 10 μeV per spectrum
giving a drift of the mean of 0.5 eV after 50 000 spectra.

3. Results and discussion

3.1. Spectral correction of unpumped spectra

Figure 1(a) shows raw and averaged experimental S 2p pho-
toelectron spectra of 2-tUra. The raw trace already shows a

significant signal within the expected area of the photoline
(100–106 eV). High-resolution S2p XPS in 2-tUra shows two
lines of 0.5 eV width which are spin–orbit split by 1.2 eV [43].
Previous experiments predict a resolution below 1 eV for our
experimental settings [39]. The appearance of signal out of this
narrow interval of 2 eV is thus due to the spectrum of the x-
ray pulses produced by the SASE process. The experimental
resolution is not sufficient to resolve the spin–orbit splitting.
The spikes disappear with increasing number of spectra in the
average. After about 50 to 100 averaged raw spectra, the spec-
trum follows a fairly smooth Gaussian-like profile. The smaller
peak on the lower kinetic energy side (∼96 eV) is a correlation
satellite feature.

The mean of the photoline distribution is shown for a 5 shot
average over a one-hour time window in figure 1(b). The fast
jitter of the photoline centre covers a range of about 1–2 eV. A
slow drift can be identified, which is in the order of about 0.5 to
1eV. Both contribute significantly to the photoline width when
the spectra are averaged and thus limit spectral resolution.

We judge the effectiveness of the spectral correction the
photoelectron-linewidth for different datasets without molec-
ular pre-excitation. In figure 1(c), the width of the corrected
photoline is shown for different average sizes (solid line) and
compared to the value of the uncorrected case (dashed line of
same colour). Here, averaged shots mean the number of spectra
averaged to determine the position of the photoline before cor-
recting the spectra. Three example data sets of about 700 000
shots are shown. The corrected spectral widths are a few per-
cent below the uncorrected case which tells us that the correc-
tion algorithm works towards the right direction. Furthermore,
the width decreases continuously when decreasing the average
towards the shot-to-shot correction (x = 1), which is giving
the best results there. In the best case, the corrected width is
lying ∼3% under the uncorrected case. Within the average
size of 1–10 the change in width is very steep. Above, the
change is fairly flat and the offset between corrected and uncor-
rected data reduces slowly within the shown window. All three
datasets also show outliers at ∼5, ∼10 and ∼25. These num-
bers are (close to) integer divisors of 50 which is the length of
the FEL pulse train. It appears that the algorithm picks up har-
monics of this length. A fast Fourier-transform of a time series
of the photoline (not shown here) does indeed show peaks at
frequencies that coincide with the size of the FEL pulse train
and its sub-harmonics (50/n).

For figure 1(d), the correction algorithm has been applied to
simulated (electron) spectra to systematically understand the
features shown in figure 1(c). Three different scenarios were
studied. In the first scenario the spectra only show a jitter in the
mean photon energy as well as in the width (blue line). It can be
seen that the width for the corrected spectra rapidly approaches
the uncorrected mean value. Thus, the steep change for low
averages in figure 1(c) can be attributed to the correction of the
fast FEL jitter. The second scenario included a linear drift of
the mean energy of the photoline (orange). At the beginning,
the curve behaves exactly as the jitter-only curve. However,
after it flattens out it still shows a significant offset towards the
uncorrected value. The offset we observe in figure 1(c) thus
likely results from longer term drift of the FEL. In the third
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Figure 1. (a) Raw and averaged photoelectron spectra of sulfur 2p line of 2-tUra. (b) Time-series of the photoline centre over time (5 shot
average). (c) Width of drift-corrected spectra for different sampling averages (solid lines) for three 1 h long data sets (∼700 000 shots each)
compared to the width of the uncorrected spectra (dashed lines). (d) Simulations for averaging of photoelectron spectra with different origins
for photoline broadening.

scenario an oscillation with a period of 50 shots was applied
instead of a linear drift to check if periodical features lead to
outliers in the graph. Indeed, a peak at 25 can be observed. It
has the opposite direction compared to the experiment, which
might just be due to the random phase of the oscillation. Apart
from this outlier, the curve looks quite different compared to
the other two simulated scenarios. There is a less steep increase
of the width up to the uncorrected value and after that the width
‘bounces back’ slightly giving another local minimum. These
features are, however, not observed in the experimental data so
that we can exclude a phase stable, long term oscillation of the
central photon energy of the FEL.

We can summarise at this point that correcting the raw
spectra by means of the photoline position does improve the
spectral width on the few percent level. We could identify that
jitter and drift of the FEL have a major impact on the photo-
line but can be corrected using the self-referencing method.
However, the method requires a strong photoelectron signal in
order to properly determine the centre of mass of the photo-
line spectrum. If noise or a strong background dominates the
raw spectra, a shot-to-shot determination of the photoline posi-
tion may fail and will make the shot-to-shot corrected spectra
worse than spectra that were corrected based on an average.
Also, the spectral resolution is still limited by the bandwidth

of the SASE radiation. Based on figure 1 and the assumption
that in the static case both jitter and drift are properly corrected,
it can be estimated that the bandwidth in the experiment was in
the order of 1.3% or 3.5 eV FWHM. With this it is not possi-
ble to resolve the spin–orbit splitting of the S2p photoelectrons
which is 1.2 eV [43]. We have to note that a large bandwidth of
the FEL is also a drawback for this self-referencing approach
when it comes to reducing the average spectral width. The
width reduction introduced by the correction of jitter and drift
depends highly on the ratio between mean spectral width of
the single traces and their distance towards the mean/reference
position. If the bandwidth of the FEL would have been smaller
i.e., below 1 eV the relative improvement in spectral width
would have been much stronger after the correction.

3.2. Correction for pump–probe spectra

The UV pre-excitation alters the spectral shape, the effect
which we are trying to isolate. For the pump–probe spectra
one needs to exploit the spectra without UV-excitation and
their correlations in order to correct the UV pumped spec-
tra. Figure 2(a) shows the photoline centre in the pulse train
consisting of 50 spectra, binned according to shot index. The
underlying dataset consists of over 8000 pulse trains. The filled
symbols show the photoline positions for unpumped spectra
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Figure 2. (a) Average photoline position binned by shot-index in a pulse train for spectra without (‘UV off’, solid symbols) and with UV
pre-excitation (‘UV on’, open symbols) on every second shot. Odd shots are blue, even ones orange. (b) Width of the corrected average
UV-off spectra for different intermediate averages and correction separated in even and odd shots. The dash-dot lines (labelled with ‘unc.
av.’) show the width of the uncorrected average spectra. (i) and (ii) Indicate the method used to determine photoline position of pumped
shots (see methods). (c) Corrected photoelectron spectra for even and odd shots. The spectra are vertically offset on purpose. (d) Integrated
difference between corrected even and odd spectra normalised to the integral of the odd spectra. The colour code in (a) applies also for (b)
and (c).

only (‘UV off’), for the opened symbols every second shot is
pumped with UV light (‘UV on’). Even and odd shots (mean-
ing pumped and non-pumped spectra) are coloured differently.
From 0 to 49, the spectral position is gradually increasing with
the shot number by about 250 meV while the shot-to-shot dif-
ference is in the order of 10 meV. In contrast, the pumped data
shows a strong offset between even (UV-pumped) and odd (not
UV-pumped) shots. The curve for both, however, looks simi-
lar to the fully non-pumped case. The fact that the unpumped
(odd) shots of the two datasets do not coincide is due to the
fact that the FEL drifted in between the two datasets chosen
here. Two ways for correction can be considered here. (i) Sim-
ilar to the correction of the x-ray-only spectra, the photoline is
determined either from shot-to-shot or by averaging consecu-
tive odd shots and the values are used also for the intermediate
UV-pumped spectra. (ii) The spectra are binned by shot num-
ber and the trend as shown in figure 2(a) is fitted for the odd
spectra in order to interpolate the centre position for the even
spectra. The latter option will reduce the width of the photoline
less because the interpolation via fitting gives another layer of
averaging. However, the first option will suffer from shot-to-
shot jitter a lot. The jitter is also the reason why both options
will not show the best width for the shot-to-shot correction.
In the following we will concentrate on the non-pumped spec-
tra only to understand how the correction methods alter the
spectra.

Figure 2(b) shows the width of the corrected spectra for
both even and odd shots in the case of non-pumped dataset

(molecules not excited before the x-ray probe) and compares
both approaches. The solid line shows the width for (i) and
the dashed line for (ii). In both cases, the blue curve (odd,
x-ray-only spectra) reproduces the major trend as shown in
figure 1(c). Though, the fast jitter correction i.e., the steep
width change for low averages, is much more pronounced
when an average over consecutive shots is used. Addition-
ally, the width is slightly larger for option (ii) than for (i). The
orange lines represent the even spectra and show a significantly
different behaviour. In contrast to their odd counterparts a jitter
correction cannot be observed. Instead, the curves show a min-
imum for low average at about 2–5 shots. We keep in mind that
only odd shots were used for correction. Thus, this difference
between the blue and the orange line results from the shot-to-
shot jitter. With a weak average it is possible to correct for the
slow drifts in the FEL which is the same for even and odd shots.
When even shots are corrected on a single-shot base the jitter
contributes more strongly to width as it is now not averaged
out. For both correction options though, the curves for even
and odd are close together latest after an average of 50 shots.

If not UV-pumped, the (averaged) photoelectron spectra for
even and odd FEL shots should be very similar before and after
correcting the FEL jitter and drift. However, figure 2(b) indi-
cates that for weak averages the spectra resulting from even
and odd shots, respectively, appear not to be similar due to the
problem that the fast jitter in the even spectra cannot be cor-
rected. However, it is necessary for a reasonable data analysis
that the spectra are fairly similar so that the correction does not
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Figure 3. (a) Histograms of the BAM data for the first and second to last pulse in the FEL pulsetrain. (b) Central positions of the BAM
distributions for pulses with even shot number.

introduce additional artifacts. Figure 2(c) shows the corrected
electron spectra for a 2-shot intermediate average. For method
(i), even and odd spectra show an obvious difference in the
centre and on the sides. The even spectrum is broader than the
odd spectrum but has a similar signal strength. In contrast, the
spectra for the (ii) case do not show pronounced differences
on the same scale. This difference between the even and odd
non-pumped spectra is thus an important criterion to find a rea-
sonable value for the intermediate average. Figure 2(d) shows
the integrated difference signal between even and odd spec-
tra for different averages normalised to the respective integral
of the corrected odd spectrum. In both cases a weak average
increases the difference between even and odd spectrum. The
increase for (i) is stronger than for (ii) as the latter has an addi-
tional layer of averaging due to the pulse train fit. For (i) the
difference reaches a value of <1% for an average of at least
13 spectra. At the same point, the value for (ii) is <0.6%. A
roughly constant value is reached at about 50 shots for (i) and
about 20 shots for (ii).

From the perspective of avoiding additional artifacts in the
difference signal between pumped and unpumped spectra it
appears to be more reasonable to use method (ii). The differ-
ence is less than 1% of the original photoelectron spectrum and
at least major drifts of the FEL can be corrected. However, an
appropriate value for the correction induced difference must
be considered against the UV induced difference signal. In our
particular case of 2-tUra, the UV-induced excited-state signal
is in the order of 15%–20% of the ground-state photoelectron
spectrum. With 20 averaged spectra for (ii), the induced differ-
ence signal is 0.55% and thus about 30 times weaker than UV
induced signal.

3.3. Time-resolved difference spectra

Before we come to the effect of the spectral correction on the
difference spectra, we want to focus on the BAM correction
for the delay between the UV pump and x-ray probe pulses.
The BAM tracks the arrival time of the x-ray pulse (or more

precisely the electron beam) with respect to the FLASH mas-
ter clock to which the UV laser is synchronized [27, 28]. This
allows for a correction of the UV-pump x-ray probe delay and
also rebinning of the delays different to the values set during
the experiment. Figure 3(a) shows histograms of the measured
BAM values for the first and second to last pulse in the pulse
train. The distribution is Gaussian in both cases. The centre for
the first pulse is −1.47 ps and for the other −1.56 ps as deter-
mined with a Gaussian fit (solid line). The width σ (the arrival
time jitter) is (53.6 ± 0.3) fs and (55.2 ± 0.4) fs, respectively.
In figure 3(b) the mean BAM values are shown for all even
pulses of the pulsetrain i.e., pulses that are accompanied by an
UV pulse. A clear trend to lower values is visible from first
to the last pulse. Even though it is only 90 fs in the mean this
can have significant impact on delays that are separated with
steps below 100 fs [28] which is the case for delays around
time-zero in our experiment.

We now turn to the experimental difference spectra. The
molecular dynamics behind them are investigated in reference
[6]. Figure 4 shows the delay dependent ‘UV on’–‘UV off’
difference spectra of the S2p photoline of 2-tUra in a false
colour plot (a)–(c) in addition with further analysis (d)–(i). For
the left column (a), (d) and (g) the data was only corrected by
the pulse energy of the x-ray pulses (GMD) and the Jacobian
renormalisation as the data was converted from time-of-flight
to kinetic energy. In general, the difference spectrum has two
main contributions i.e., a negative depletion feature (blue) at
about 103 eV kinetic energy and a positive gain feature (red)
at about 100 eV. The false-colour plot (a) shows sudden jumps
in the spectral position of these features. In figure 4(d) a sum of
two Gaussian functions was fitted to the difference spectra and
the resulting mean positions for the negative and positive lobe
were plotted vs delay. Especially for the positive lobe the val-
ues scatter strongly and no transient features can be observed
there. Also, the values for the negative lobe scatter but one
could guess an increase in kinetic energy there. The integrated
signal for the two contributions (in part (g)) show a clear
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Figure 4. Difference spectra of 2-tUra and analysis with different correction steps applied. (a) and (b) Delay dependent false-colour plot of
S2p difference spectra. (d)–(f) Centre positions of the positive and negative lobe from a double Gaussian fit to the data in (a)–(c). (g)–(i)
Integrate absolute signal of the positive and negative contribution to the difference spectrum. The left column (a), (d) and (g) includes only a
GMD normalisation of the raw spectra and Jacobian renormalisation due to conversion from time-of-flight to kinetic energy. The delay bins
are fixed according to experiment. The middle column (b), (e) and (h) adds a BAM correction to the delays and the bins are chosen in such a
way to have equal statistics. The right column (c), (f) and (i) adds the previously discussed spectral correction.

delay-dependent behaviour. The signal rises and parts of the
signal quickly decay. However, the dots scatter considerably.

The spectral jumps result from various issues with the FEL
photon energy. First, jitter and drift of the FEL photon energy
introduce different mean photon energies for each delay which
results in a jitter or even drift in the spectra. Picking up spec-
tral drift as a systematic error was suppressed by randomly
scanning the delays during the measurement. Second, the jitter
effect is increased by the fact that the FEL pulsetrain shows a
trend in both the photon energy (figure 2(a)) as well as in the
BAM data (figure 3(a)) and both are correlated. The first pulse
of the train has a slightly lower energy than the last one, while
the first pulse arrives about 90 fs earlier than the last one. This
means that especially around time-zero where finer delay steps
were chosen the binning of the spectra is wrong and thus the
spectral position of the features is off.

In the second column of figure 4 (panels (b), (e) and (h))
the BAM values are included in the analysis on a single shot
basis. The arrival times were subtracted from the delays and
the new more precise delays were binned so that each bin has
about the same number of the spectra. The false-colour plot in
figure 4(b) appears much smoother which means that the num-
ber of sudden spectral shifts between the delays has reduced
significantly. The central positions from the Gaussian fit in
panel (e) now show clear transients for each lobe as the scatter-
ing has reduced. Interestingly, the positive lobe does not only
show a trend but an oscillation in the vicinity of time-zero.
This is an interesting improvement in the data quality. Also,
the dots in the intensity curve in figure 4(h) scatter less as all
bins now have equal statistics. A delay-dependent decay can
now be clearly observed in the negative lobe and to a much
weaker extent in the positive lobe.
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However, we still observe spectral jumps, best visible in
the difference spectra shown in panel (b), resulting from
spectral jitter and drift of the FEL. We now apply the spec-
tral correction routines, developed above, on top of all other
corrections. An average of 50 pulses was used to determine
the photoline positions within the pulsetrain. The false-colour
plot becomes even more smooth as most of the sudden jumps
are corrected. The trend in the position of the negative lobe has
significantly reduced and the values appear nearly as a straight
line. This suggests that most of the spectral movement seen in
figures 4(d) and (e) arises from the FEL. The oscillation in the
positive lobe’s position is still visible which suggests that it is
indeed a real molecular response. The noise on the integrated
signal in figure 4(g) has nearly disappeared in figure 4(i). An
ultrafast decay is now clearly visible in both contributions.

4. Conclusion

We have presented analysis methods for (time-resolved) pho-
toelectron spectra that utilise beam arrival times and the photo-
line itself to correct delays between the pump and probe pulse
as well as instabilities and drifts in the FEL photon energy
when shot-to-shot photon energy data is not available. We
could show that the method optimises the spectral width of the
sulfur 2p photoline in the static case, verifying that effects from
jitter and drift in the photon energy are reduced by the correc-
tion. Utilising the trend of the kinetic energy of the photoline
over the pulse train allowed to correct also the UV altered spec-
tra and in consequence improved the time-resolved difference
spectra.

Referencing the photoline on itself is a fairly simple
approach to correct for instabilities in the FEL photon energy
resulting from e.g., the SASE process. However, it is only pos-
sible to correct both jitter and drift of the FEL in the static
case because here the method does not need to rely on cor-
relation within the FEL parameters. In the pump–probe case,
the shot-to-shot jitter cannot be corrected because adjusting
the UV altered spectra relies on correlations in the photon
energy between the x-ray pulses which requires at least a weak
averaging of the spectra.

Sub-bandwidth resolution cannot be achieved with this
approach and since the spectra are a convolution of the
spin–orbit split S2p line and the SASE spectrum it would
require full information about the latter. It is possible to
achieve sub-bandwidth resolution with additional information
about the SASE spectrum was recently demonstrated by Li
et al [34–37]. Li et al could show that this approach works
for one- [34] and two-dimensional [37] static Auger and pho-
toelectron spectroscopy and delivers sub-bandwidth resolution
for the studied spectral features. They also adapted the method
to an x-ray pump–probe experiment [35] and could show that
the ‘spooktroscopy’ approach is able to separate overlapping
signals from pump and probe pulses.

Further improvement for tracking and correcting SASE
related instabilities in the data collected might come from
machine learning (ML) and the usage of (deep) neural net-
works (NN). Over the last years and with increasing general

interest in this field, first studies have been conducted to inves-
tigate how ML and NN may help data analysis. At LCLS,
a study showed that a combination of fast and slow mea-
surements of FEL beam parameters can be used to predict
parameters such as intensity, spectrum or temporal profile on
a shot-to-shot basis [44]. A different study showed that using
simulated SASE spectra to train a deep NN allows to identify
the SASE fluctuations in electron spectra and to extract the
sample response [45].
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Abstract. The conversion of photon energy into other energetic forms in molecules is
accompanied by charge moving on ultrafast timescales. We directly observe the charge
motion at a specific site in an electronically excited molecule using time-resolved x-ray
photoelectron spectroscopy (TR-XPS). We extend the concept of static chemical shift
from conventional XPS by the excited-state chemical shift (ESCS), which is connected
to the charge in the framework of a potential model. This allows us to invert TR-XPS
spectra to the dynamic charge at a specific atom. We demonstrate the power of TR-XPS
by using sulphur 2p-core-electron-emission probing to study the UV-excited dynamics
of 2-thiouracil. The method allows us to discover that a major part of the population
relaxes to the molecular ground state within 220–250 fs. In addition, a 250-fs oscillation,
visible in the kinetic energy of the TR-XPS, reveals a coherent exchange of population
among electronic states.
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Light-induced charge flow in molecules forms the basis to
convert photon energy into other energetic forms. The
excitation of valence electrons by light triggers a change in

charge density that eventually couples to nuclear motion. The
complex interplay of nuclear and electronic degrees of freedom in
the electronically excited states continues to move charge on an
ultrafast time-scale by nonadiabatic couplings1. This in turn gives
rise to phenomena like photoisomerization2 and proton-coupled
electron transfer3 with rich applications in light-harvesting and
photocatalysis4. Finding a way to image the charge flow in elec-
tronically excited systems, including organic molecules, on its
natural timescale and with atomic precision would provide new
ground for understanding molecular photophysics and excited-
state (ES) reactivity.

X-ray photoelectron spectroscopy (XPS) is a proven tool to
obtain information about local charge with atomic specificity in
electronic ground states5. The tight localisation of core orbitals
makes the method site selective. The ionisation potential (IP)
measures the difference between neutral state and core-ionised
state at a particular atom in a molecule. The so-called chemical
shift (CS) of the IP reflects the charge at, and in close vicinity of,
the probed atom. Within the potential approximation, the CS can
be directly converted into local charge6.

In this paper we generalise the CS concept known from con-
ventional, static XPS to electronically excited states, introducing
the excited-state chemical shift (ESCS, not to be confused with
the ESCS in nuclear magnetic resonance). We test this on the
thionucleobase 2-thiouracil (2-tUra), which is photoexcited to a
ππ* state by an ultraviolet (UV) light pulse (Fig. 1). The S 2p
photoionization with a soft x-ray pulse, of photon energy hv,

leads to a photoelectron with kinetic energy Ekin= hv− Ebind.
The molecular UV photoexcitation changes the local charge
density at the probed atom (Fig. 1b bottom), which leads to a
specific ESCS. We find a direct relation between the ESCS and the
local charge at the probe site in analogy to the potential model for
the CS in static XPS6. This allows one to circumvent complex
calculations of IPs, while allowing for an interpretation based on
chemical intuition. We show that the largest effect on the ESCS is
due to electronic relaxation, especially if the local charge at the
probed atom is grossly changed in the process. A smaller, but
non-negligible effect, stems from geometry changes, which can
also alter local charge at the probed atom.

Our studies extend existing theoretical7–10 and experimental11–13

time-resolved (TR)-XPS by the demonstration of direct local charge
recovery from ESCS. The x-ray typical element- and site-specific
responses14,15 are also accomplished using the now well-established
TR x-ray absorption spectroscopy (TR-XAS) method. In the soft
x-ray range, TR-XAS has the capability to monitor electronic and
nuclear dynamics16–18, which has been demonstrated in ring-opening
reactions19, dissociation20, intersystem-crossing21, ionisation22 as well
as the interplay between ππ* and nπ* valence electronic states23,24.
Hard x-ray absorption and emission spectroscopy is highly sensitive
to charge and spin states, however, only on metal atoms within
molecules25,26. The novel TR-XPS extends this characteristic to lighter
atoms and has the advantage that a fixed x-ray wavelength can be
used to address several elements and sites. In addition, the use for
molecules in thick solvent jets can also be accomplished by employing
harder x-rays for increased penetration depth of the radiation as well
as escape depth of the photoelectrons for light-element XPS.

We demonstrate the opportunities provided by TR-XPS on elec-
tronically excited states of a thionucleobase. Photoexcited thionu-
cleobases are interesting because of efficient relaxation into long-lived
triplet states (see Ref. 27,28 and references therein) triggering appli-
cations as photoinduced cross-linkers29,30 and photoinduced cancer
therapy28. Among those, 2-tUra is one of the most-studied cases on
an ultrafast scale27, both experimentally, using transient absorption31

and photoelectron spectroscopy31–33, and theoretically in static
calculations34 and surface hopping trajectory simulations35,36. The
latter predict coherent population exchange among electronic states.
The model emerging from joint experimental-theoretical investiga-
tions includes ultrafast internal conversion from the photoexcited S2
ππ* state into the S1 nπ* state, followed by a sub-picosecond inter-
system crossing32. Relaxation from the triplet states to the ground
state has previously been observed with a time constant of several ten
picoseconds32 while also indirect evidence for an ultrafast direct
ground-state (GS) relaxation from the photoexcited state has been
reported37.

In this work, we show that TR-XPS on electronically excited
states allows us to identify the relaxation paths of 2-tUra by direct
analysis of the ESCS and in addition comparisons to the calcu-
lated binding energy of different states and geometries. Most
interestingly, we identify a ground state relaxation and the pre-
dicted coherent electronic population oscillation modulating the
sulphur 2p binding energy periodically.

Results
Difference spectra. Figure 2a shows a photoelectron spectrum of
2-tUra obtained at the FLASH2 free-electron laser (FEL)38 using a
nominal photon energy of 272 eV and an average bandwidth of
1–2%. The electron spectra are taken with a magnetic-bottle
electron spectrometer (MBES). We identify the sulphur 2p-pho-
toelectron line (blue) at a kinetic energy of 103.5 eV in agreement
with the literature39. The width of about 4 eV does prevent us
from distinguishing the spin-orbit splitting39,40. The photoelec-
tron line is accompanied by shake-up satellites at around 91 and

Fig. 1 Schematic picture of TR-XPS and ESCS in 2-thiouracil in a
molecular orbital representation. a Molecular valence (π, n, π*) orbitals
and a core (sulphur 2p) orbital. b Probe of the S 2p core level with a binding
energy Ebind by means of a soft x-ray (SXR) light pulse, leading to a
photoelectron with a kinetic energy, Ekin. A UV pump pulse (cyan arrow)
excites the 2-thiouracil from its electronic ground state (S0) to a ππ* state
(S2) which then relaxes further, for instance into the S1 (nπ*) state shown
here. The difference in Ebind with respect to the ground state is the excited-
state chemical shift ðESCS ¼ Eexcited state

bind � Eground state
bind Þ. The molecular

structures in the lower part of the panel represent the difference in charge
density between the ground state and the respective excited states (red:
decreased electron density, blue: increased electron density). Increase in
positive charge at the sulphur site (marked with X) increases Ebind and
the ESCS.
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96 eV41. Upon UV excitation (“UV-on”, orange line), the 2p-
photoelectron line shifts towards lower kinetic energies. The
difference spectrum (“UV-on” - “UV-off”, green line at a delay of
200 fs) is equal to the difference between GS and ES spectra times
the fraction, f, of excited molecules (f ·(ES-GS)). Part of the main
photoelectron line is shifted into the region of the upper shake-up
satellite, but the main part of the satellite line at 96 eV and the
satellite at 91 eV remains unaffected. Figure 2b shows a time-
dependent false-colour plot of the difference spectra. Temporal
overlap has been determined by analysing the integrated absolute
difference signal. The integrated signal under the positive/nega-
tive lobe in the difference spectrum is given in Fig. 2c.

The difference feature keeps its characteristic lineshape over
the timescale of our measurement shown in Fig. 2b, indicating a
persistent kinetic energy shift to smaller values over the whole
range. The difference-amplitude changes significantly during the
first picosecond. We use an exponential model function
convoluted with a Gaussian time-uncertainty function of 190
(±10) fs FWHM (see Supplementary Discussion 1). We observe
an exponential decay of 250 (±20) fs to 75% of the maximal signal
for the negative part and 220 (±40) fs to 65% of the maximal
signal for the positive part. The positive amplitude is always
smaller than the negative amplitude. Systematic investigations of
the difference spectra for various experimental settings exhibit the
influence of so-called cyclotron resonances on the relative
amplitudes in the MBES (see Supplementary Discussion 2). We
therefore abstain from interpreting further the relative strength of
the positive and negative features.

Spectral oscillations at small delays. Figure 3a shows a magnified
part of the difference spectrum in Fig. 2b. To enhance the visi-
bility of the spectral dynamics, we normalised each delay-slice on
the area of the positive lobe. Despite the spectral width of about
4 eV, we identify oscillatory features in the positive part of the
difference spectrum within the first ~600 fs. From zero delay to
150 fs, the spectrum shifts to lower kinetic energies and the peak
of the spectrum widens. The shifts are most clearly visible in the
spectral region from 99 to 101 eV. In the ground state, the shake-
up peak at 96 eV has some spectral wing in this region. However,
we do not observe a UV-induced change on the shake-up peak in
its main part and lower energy wing. We thus assume that the
main spectral effects in the 99–101 eV range are solely due to the
UV-altered main photoelectron line.

After reaching minimal kinetic energies at 150 fs, the spectrum
shifts towards higher kinetic energies by about 0.5 eV and the
peak narrows reaching its extreme in the range between 200 and
300 fs. Subsequently, the spectrum shifts and widens again to
reach its other extreme at 400 fs. For larger delays, the spectrum
shifts again to higher kinetic energies. Further oscillations are not
observed, however, for reasons of scarce experimental time, the
delay steps are too coarse to follow additional oscillations (for
more details see Supplementary Discussion 3). The negative lobe
does not show systematic trends in this region and is therefore
not shown in Fig. 3.

Difference spectra simulations. We will interpret the experi-
mental results, casting them in the context of the rich literature

Fig. 2 Experimental time-resolved XPS spectra of 2-thiouracil. a UV-on (orange) and UV-off (blue) photoelectron spectra as well as the difference
spectrum (green) between UV-on and UV-off at a delay of 200 fs. b False-colour plot of time-dependent difference XPS with red indicating UV-induced
increase of the photoelectron spectrum and blue a UV-induced decrease. c Integrated signal of the positive (red) and negative (blue) parts of the difference
spectra (dots) and fit to the data (solid line). Source data are provided as Source Data file.
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on this molecule. Conclusions will also be drawn based on non-
relativistic quantum chemical coupled-cluster calculations of the
ground, valence-excited and core-ionised states of 2-tUra.

Previous calculations in the gas phase34 or in the presence of
water solvent molecules42 identified global, non-planar minima,
as well as nearly planar minima, which can be potentially visited
by the photoinduced wave packet.

Along the same lines, we optimised the geometry of the lowest
valence singlet (S0, S1, S2) and triplet (T1, T2, T3) states with and
without the constraint of planarity. Since the S0 minimum is
nearly planar, the excited state (unstable) planar minima are
likely to play a role in the short time dynamics and are marked
with an asterisk in Figs. 4 and 5. Fully-optimised, stable non-
planar minima could be found for the S1, S2 and T1 states. The
computational details are given in the Methods section and more
extended in Supplementary Discussion 4. For all the geometries
considered in this work the states S1, S2, T1, T2 and T3 have nπ*,
ππ*, ππ*, nπ* and ππ* character, respectively.

For each optimised geometry and each valence state we
calculated the binding energy of the electrons in the three 2p
core orbitals of the S atom. We estimated the ionisation cross
sections as proportional to the norm of the associated Dyson
orbitals and used this data to simulate pump-probe photoelec-
tron spectra at different geometries. The stick spectrum (shown
in the Supplementary Discussion 5) was convoluted with a
Gaussian of a FWHM of 3.5 eV, to match the width of the
experimental bands.

Discussion
We first discuss the experimental data without reference to the
XPS simulations. The difference spectra of Fig. 2, with their shift
towards lower kinetic energies, indicate an increased Ebind of the

UV excited states. The classical static XPS connects the Ebind of a
particular element on a particular site within a molecule to the
total charge at the probed atom, which is related to the electro-
negativity of the nearest neighbour atoms5. This connection is
known as a ‘chemical shift’. Accordingly, we anticipate that the
CS can be generalised to a dynamic context as an ESCS in form of
the difference of excited and ground state binding energy. The
long-lasting shift of the kinetic energy would then indicate that
the net effect of the photoexcitation is charge redistribution away
from the sulphur atom (see Fig. 1). The electronic states inducing
the strongest charge changes at the sulphur heteroatom are the
nπ* states. This is because the n (lone-pair orbital) is strongly
localised at the sulphur heteroatom (see Fig. 1b) and in the nπ*
states n is singly occupied with respect to double occupation in
the electronic ground state. Overall, this will lead to a strong
ESCS to higher binding energies. The 1nπ* state is generally
considered a doorway state, leading from the UV excited 1ππ* to
the triplet states37 and accordingly, we would expect an ESCS
induced by this state.

The π orbitals are less localised at the sulphur atom. Intui-
tively removal of an electron from a π orbital would not induce
as strong an ESCS as the n removal, but it will still lead to some
ESCS. These relative strengths of the ESCS can also be esti-
mated by a simple charge analysis of the molecular wavefunc-
tions, a method that can even be implemented with simple
Hartree-Fock orbitals. We performed a Löwdin-population-
analysis on the wavefunctions of the different electronic states
at different geometries, which yields partial charges on the
atoms of the molecule. In Fig. 4b, the calculated partial charge
on the S atom is plotted against the calculated ESCS, which we
will not use in the discussion yet as it is a much more complex
entity to calculate. We clearly identify the strongest local
positive charge on the sulphur atom with respect to the ground

Fig. 3 Experimental shifts and theoretical predictions on state population. a False-colour contour plot of the positive lobe in Fig. 2b, normalised on the
time-dependent area under the lobe. An oscillatory dynamic in the lineshape and position is visible for the first ~600 fs. At 150 fs and 400 fs delay, the
spectrum is shifted to lower kinetic energy, while it is shifted to higher kinetic energies in between and afterwards. b Comparison of the oscillation
dynamics with trajectory simulations. The population of the S1 (nπ*) state, obtained from CASPT2 calculations of Ref. 35 (blue line) and ADC(2)
calculations of Ref. 36 (orange line) are plotted. The dashed lines highlight the extrema of the oscillation observed in the experiment. The theoretical
simulations do not include finite time-resolution and we shifted them by 50 fs to smaller delays to induce a transient rise of the signal around zero delay.
The experimental 250 fs oscillation features have their counterparts in the simulated S1 population, indicating the observation of a population exchange
between the S1 state and other electronic states. Source Data (for a) are provided as Source Data file.
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states in the S1 (1nπ*) and T2 (3nπ*) states, confirming the
intuitive arguments given above. The S2 (1ππ*) state is char-
acterised by a relatively low positive charge on the sulphur atom
and the lowest T1 (3ππ*) state in its minimum geometry,
generally considered as the long-lasting state31,34, is lying in
between the nπ* and S2 (1ππ*) states. Thus, the permanent
ESCS to lower kinetic energies (higher binding energies) is
consistent with a relaxation cascade from the initially excited S2

(1ππ*) over the S1 (1nπ*) and possibly also T2 (3nπ*) states into
the lowest T1 (3ππ*) state.

Closer inspection of the short-time dynamics in Fig. 3a pro-
vides extraordinary experimental details on the molecular
relaxation dynamics. In the spectral shift dynamics, the strongest
ESCS to lower kinetic energies (higher binding energies) is found
at 150 and 400 fs, interrupted with an interval and followed by
delays of smaller ESCS. Intuition based on the lone-pair orbital
localisation, as well as the simple local charge analysis at the
sulphur atom mentioned above, indicate that this spectral shift
reflects changes in the electronic state of the molecule with
maximal nπ* contributions at 150 and 400 fs and consequently
minimal nπ* contributions in between and after. We compare
theoretical predictions of the S1 (1nπ*) state population dynamics
from the trajectory surface-hopping calculations of Mai et al.35,36.
in Fig. 3b. The S1 populations calculated using CASPT2 and
ADC(2) potentials show indeed dynamics that fit well to the
experimentally observed shifts. The oscillation period depends on
the theoretical approach, and the timing of the second S1 popu-
lation maximum fits the experimental data better in the case of
the ADC(2) approach. The simulations of Mai et al. predict a
population transfer among the S1, S2 and triplet states in a
coherent fashion and the details of states participating in the
population dynamics depends on the applied electronic structure
method. However, in both cases, the S1 state, having the highest
IP of all states, carries the largest oscillation. This comparison
strongly supports the experimental arguments for observing
population dynamics entering and leaving the S1 state in a
coherently modulated fashion.

Similar coherent modulations have been observed in the tran-
sient spectra for 4-tUra and 2-tUra and in liquid phase42,43. In case
of 4-tUra, much faster, sub-100 fs, coherent modulations have been
observed in fs transient absorption spectra and attributed to par-
ticular vibrational modes in the electronically excited state of
4-tUra43. For the case of 2-tUra, the same experimental methods
exhibit oscillations with a period very similar to ours42, which are
however not interpreted. We also checked the assignment to a
purely vibrational coherence by performing a normal mode analysis
at the calculated excited state minima. Only at the nonplanar
minimum of the S2 (ππ*) state we found a mode with a frequency
of 131 cm−1, thus compatible with a 250 fs modulation. However,
this would mean that the molecular population should be domi-
nated by the S2 state for the 600 fs of our modulated time-interval,
which is in contrast to all current literature suggestions. Also, for
short times, we suggest that the molecule remains mostly planar on
the S2 state, as will be shown below by comparison to calculated
difference spectra. Remarkably, valence photoelectron spectra of
2-tUra in the gas phase do not show these modulations31,
demonstrating that the ESCS in XPS is able to pick up molecular
dynamics beyond reach for valence electron photoemission.

On top of the coherently modulated signal, we find an
amplitude decay with a time-constant of 220–250 fs, being equal
on the positive and negative lobe of the difference spectra within
the error bars. Similar short decays have been observed in liquid
and gas phase studies of 2-tUra. In valence photoelectron spec-
troscopy, a time constant of around 300 fs is observed for the
excitation wavelength corresponding to the one used here31.
Based on the calculated valence IPs of the different states44, the
decay is attributed to relaxation from the S1(1nπ*) to the triplet
state manifold. Liquid-phase transient absorption spectra of
2-tUra in the same work show similar time constants and the
same interpretation is applied31. This is supported by a recent
joint experimental-theoretical investigation that includes calcu-
lated transient absorption windows at some of the molecule’s
crucial excited state positions42. The observed vanishing contrast
in our TR-XPS might need to be interpreted in a different way
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Fig. 4 Soft x-ray photoelectron probing of the excited-state dynamics of
2-thiouracil in a multi-electron picture. a Calculated electronic energies of
the valence excited states, in the range 0–6 eV, and the core ionised states,
in the range of 170–179 eV, for four geometries relevant in the short time
dynamics. The arrows illustrate the 2p−1 ionisation process associated with
the most intense transition. The core ionised states are grouped into sets of
three states, which follow the colour coding of the valence states, meaning
that their valence configuration is maintained with a 2px, 2py or 2pz core
hole. Accordingly, the electron kinetic energy Ekin refers to ionisations out of
S0, S1 (nπ*) and S2 (ππ*), depending on the geometry. b Partial charges on
the S atom are plotted against the excited state chemical shift of the 2p
electrons, calculated for the valence states at nine different geometries. For
each geometry, the graph includes three markers for each excited state (S1,
S2, T1, T2, T3); in addition, three dots are included for the ionisation from S0
at S*0,min, for a total of 9 × 3 × 5+ 3= 138 markers. Asterisks denote
restriction in the calculation of the states to planar geometries. Source Data
are provided as a Source Data file.
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than the S1(1nπ*)—triplet state relaxation, as we would expect to
still observe a ESCS leading to different features in the triplet
manifold. The state diminishing the modulation contrast of the
difference spectra would have to show a small ESCS with respect
to the ground state, and thus be electronically similar—or iden-
tical—to the ground state. We thus suggest an ultrafast molecular
decay of part of the population into the electronic ground state
and check it further by comparison to ESCS simulations below.

We now discuss the calculated ESCS and its connection to the
charge on the sulphur atom in the photoexcited states. We
observe the remarkable linear relation between binding energy
and charge, closely resembling the potential model introduced in
static XPS6. While many effects such as final-state charge
relaxation and core-hole screening13,45 shape the calculated
binding energy, the linear trend prevails. This provides a gen-
eralised concept for deducing local charge changes in electro-
nically excited states from the ESCS. Further well-established
corrections known from static XPS to this plot make the Ebind -
charge connection even more obvious (Supplementary
Discussion 6).

In addition, we can clearly distinguish drivers behind the
charge and ESCS shifts. The colours in Fig. 4 indicate the elec-
tronic state while the different symbols indicate geometries,
corresponding to minima or saddle points on different potential
energy surfaces. We clearly observe clustering according to elec-
tronic state, although very widely differing geometries have been
used. Thus, the main factor for local charge and therefore binding
energy is the electronic state of the molecule. This in turn gives
core-level photoelectron spectroscopy high electronic state sen-
sitivity. The exceptions of one S2 and T1 geometry are explained

in the Supplementary Discussion 7. The data for the S1 and T2

states (nπ*) are very well clustered in the upper right corner of
Fig. 4b, with the highest ESCS. As explained above, these states
have nπ* character and possess a high positive charge on the
sulphur atom, which is also illustrated in Fig. 1.

In Fig. 5, we assess details of the TR-XPS spectra by compar-
ison with the calculated spectra, extending our discussion of the
purely experimental features. The onset of the experimental dif-
ference feature around time-zero is shown in more detail in the
ridgeline plot of Fig. 5a. The difference signal gets stronger with
delay indicating an increasing f over the time-resolution of 191 fs.
We initially identify the development of the negative feature
sitting stable at 104 eV and a comparatively broader positive
feature at lower kinetic energies. The relative position of
the positive and negative bands is very well captured by the
simulation. Since similar Dyson norms were predicted for the
different initial valence excited states, the calculated spectra
essentially integrate to zero. According to model and intuition,
the positive feature should be attributed to electronic states with
higher positive charge on the sulphur atom.

We continue discussing the picosecond difference spectra,
comparing them to calculated difference spectra in Fig. 5b and c.
Among the states with highest local charge and thus highest Ebind
are the S1(nπ*), T1 (ππ*) and T2 (nπ*) states. The unstable,
restricted planar minima/saddle points of S1 and T2 (Fig. 5c)
could be responsible for parts of the difference spectra for a
limited time until relaxation into a non-planar geometry. Among
these non-planar geometries, both the S1 and T1 show agreement
with the experimental difference spectra (Fig. 5b). The missing
low-energy wing from 97 to 98.5 eV in the theoretical spectra can

Fig. 5 Comparison between experimental and theoretical difference spectra. a Ridgeline plot of experimental difference spectra for different pump-probe
delays between −0.2 and 3.32 ps. b–d Comparison of experiment (greyscale lines) with theoretical (coloured lines) difference spectra computed at the
coupled-cluster level of theory. All calculated difference spectra are shifted lower in kinetic energy by 1.3 eV. b and c Spectra with delays in the range
0.27–3.32 ps, (d) spectra with delays −0.2–0.49 ps. The theoretical spectra use the energies at the minima (S2 is the nonplanar, S2* is the restricted
geometry) and the Franck–Condon geometry. Asterisks denote restriction in the calculation of the states to planar geometries. Source Data are provided as
a Source Data file.
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likely be attributed to the fact that we neglect wave-packet and
incoherent thermal distribution effects resulting in extended
geometry coverage. The shake-up phenomena are also not
modelled. However, we do not observe a change of the shake-up
peaks and we would expect that the observation of UV-induced
effects on the weaker satellite lines requires better signal-to-
noise ratio. The theoretical simulations strengthen the arguments
given in the context of Fig. 3, showing that a strong ESCS due to
the S1 coherent dynamics is followed by a state with less ESCS.
We note that simulations/experiments on the pyrimidine
nucleobases call for the S1 1nπ* state to be occupied first after S2
relaxation46. Only thereafter will the triplet states gain popula-
tion. Based on the experimental features, we can exclude the
planar geometries of the T1 and T3 states to play a major role in
the relaxation process. A comparison to the ESCS in Fig. 4b
implies that the charge at the sulphur atom has reached about half
a positive value due to the molecular relaxation.

We now return to the initial 220–250 fs decay of the difference
feature, which can be an indication of relaxation of the charge
back to the ground state distribution, into states with negligible
photoionisation cross section, or into states with an IP equal to
the electronic ground state before photoexcitation. To obtain
more insight, we compare the experimental XPS to simulations in
Fig. 5b–d. Figure 5d shows the S2 (ππ*) state difference spectra in
three different molecular geometries. Figure 5c shows spectra
with ‘unstable’ planar geometries. The most important is the S1
(nπ*) state, others are expected to play a minor role in the
dynamics for short times35,36. Figure 5b shows difference spectra
for the S1 and T1 states at their respective potential energy
minimum geometry. The unstable T1* and T3* spectra are indeed
flat on our scale and could in principle explain the observed decay
in difference amplitude. However, these geometries cannot be
stable, and cannot explain the long-lasting reduction in amplitude
with the 220–250 fs exponential decay. In addition, the remaining
calculated non-flat difference spectra do not exhibit a large
enough difference. We therefore attribute the observed decay to
an ultrafast relaxation into the electronic ground state with net
zero charge change with a 220–250 fs time-constant.

Ground-state (GS) relaxation has been discussed before in the
solution as well as in the gas phase31,37,47. In earlier solution-
phase work, a remark on an incomplete triplet yield could be
interpreted in favour of an ultrafast ground state decay channel37.
More recent work in the gas phase has attributed time-constants
from 50 to 200 ps to ground state relaxation31. Our ground state
channel is close to the 300 fs decay observed in Ref. 31. which was
attributed to intersystem crossing previously.

We now compare early difference spectra to the calculated
spectra of the directly photoexcited S2 (ππ*) state in different
geometries in Fig. 5d. The best representation is given by the S2*
planar geometry. The Franck-Condon spectrum should be
included in the difference spectra, however, the short lifetime of
this point as compared to our time-resolution makes it a minor
contributor. We can, however, exclude a relaxation with major
contributions from the S2 out-of-plane minimum (green line), as
this would mean a shift in the zero-crossing feature by about 1 eV
to higher kinetic energies, which is not observed in the experi-
ment. This observation agrees with the predictions of trajectory
calculations when using a CASPT2 approach to electronic
structure35 but is in contrast to trajectory calculations with an
ADC(2) electronic structure approach36. While in the first
reference the S2 lifetime is below 100 fs and thus too short for the
molecule to effectively reach out of plane geometries, the latter
predicts an S2 lifetime of 250 fs which allows for out of plane
geometries.

In a recent theoretical-experimental solution phase study, two
1ππ* states with a slight energy gap are assumed to be populated

and while the upper one is predicted to relax via out-of-plane
geometries, the lower one is suggested to relax via planar
geometries42. We find that our calculated geometries are very
similar to the ones from Ref. 42. (see the Supplementary Dis-
cussion 4 for a full comparison) and thus our analysis above
would clearly advocate for initial planar geometries in the
relaxation path. However, as our study is performed on isolated
molecules instead of in solution phase it is not clear if we have
any appreciable admixture of the higher lying 1ππ* state.

We have introduced the concept of ESCS in TR-XPS and
shown that this powerful concept can be applied to deduce charge
distribution changes in excited molecules. We observe rich
dynamics on a sub-ps timescale. Based on intuitive arguments, we
can assign the spectral features to coherent population exchange
of the nπ* state, inducing a strong ESCS, with other electronic
states of less ESCS. In addition, we identify an ultrafast ground
state relaxation path based on decaying amplitude in the differ-
ential signal. The calculated ESCS as a function of electronic state
and geometry help in interpreting the geometric changes of the
molecule after UV excitation in terms of a planar relaxation path
on the photoexcited 1ππ* state. The connection between charge
change at the probe site and the exactly calculated ESCS can be
well approximated by a potential model, as in ground state XPS.
This will provide a methodological basis for an intuitive under-
standing of charge dynamics in photoexcited isolated molecules
on the femto- and attosecond timescale but also for photocatalytic
systems. In a next step, one can address more than one site of the
molecule using TR-XPS and map the charge flow induced by
photoexcitation over the whole molecule.

Methods
Time-resolved UV pump soft x-ray probe (photo-) electron spectroscopy. The
experiment was performed at the FL24 beamline of the FLASH2 facility at DESY
using the newly built URSA-PQ apparatus. A detailed description of the apparatus
and the experiment can be found elsewhere48,49. In short, the apparatus includes a
magnetic bottle time-of-flight electron spectrometer (MBES), a capillary oven to
evaporate the 2-thiouracil samples at 150 °C and a paddle with beam diagnostics on
top of the oven. UV pump pulses of 269 nm centre wavelength, 80 fs duration and
an energy around 1 μJ were focused to a 50 μm focus to pre-excite the molecules
into the ππ* state. Power scans on the time-dependent spectral features were
performed to assure that the signal is not over-pumped by the UV pulses (Sup-
plementary Discussion 8).

Tunable soft x-ray pump pulses were produced in form of SASE (self-amplified
spontaneous emission) radiation. Every second x-ray pulse was delivered without
UV excitation for obtaining a reference on the non-excited molecule. The mean
x-ray photon energy was set to 272 eV with a bandwidth of 1–2% (including jitter).
The x-ray probe was linearly polarised parallel to the axis of the magnetic bottle
spectrometer and the UV polarisation. The focal size of the x-ray beam was slightly
larger than the UV spot size. Systematic power scans were performed to exclude
nonlinear effects in the x-ray induced electron spectra (see Supplementary
Discussion 8). To increase energy resolution of the spectrometer, the speed of the
ejected electrons was reduced by an −80 V retardation voltage on an electrostatic
lens in front of the 1.7 m long flight tube which was kept at a constant potential.
The energy resolving power of the MBES (E/ΔE) has been determined with Kr
MNN Auger lines to be 40 at 0 V retardation. Based on the sulphur 2p-
photoelectron line, we estimate the resolution to be better than 30 with respect to
the total kinetic energy. The time-dependent spectra were measured for a series of
delays. In each scan, the delays were set randomly to avoid systematic effects. We
measure the difference spectra of UV excited to non-excited shots. The data
evaluation is described in Supplementary Discussion 9.

Theoretical calculations. The geometry optimisation of ground state 2-thiouracil
was performed using coupled-cluster theory with singles and doubles (CCSD) with
the 6–311++G** basis set50,51. Valence excited state optimisations and energy
calculations at specific geometries were performed using the equation-of-motion
formalism (EOM-CCSD) with the same basis set. All calculations were performed
using the package Q-Chem 4.452. At all computed geometries the valence excited
states’ wavefunctions are dominated by a singly-excited configuration. For the
states S1, T2 (nπ*) and S2, T1 (ππ*) the involved orbitals at the Franck-Condon
point are shown in Fig. 1. The structural parameters of the optimised planar and
non-planar geometries on the different electronic states are reported in the Sup-
plementary Discussion 4.
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The binding energy of the electrons in the 2p orbitals of the sulphur atom were
calculated using the equation-of-motion coupled-cluster method for IPs (EOM-IP-
CCSD)53 with the 6–311++G** basis set for the S atom and the 6–31++G basis
for all other atoms. Photoelectron intensities were approximated as the geometric
mean of the norms of the left and right Dyson orbitals associated with the
ionisation process10. The target core-excited states of the cation were identified as
the eigenstates which have the largest overlap with initial guess states, obtained by
applying the annihilation operator of the three 2p electrons on reference CCSD
wavefunctions, according to the procedure implemented in Q-Chem. To this end,
reference CCSD wavefunctions for the different electronic states of the neutral
molecule were calculated starting from unrestricted Hartree-Fock wavefunctions,
which were optimised using the maximum overlap method, in order to mimic the
(singly excited) orbital occupancy of the excited states. A similar strategy has been
recently validated by Coriani et al. to model pump-probe x-ray absorption spectra
of nucleobases at the coupled-cluster level54. Spin-orbit coupling, leading to a
splitting of the core-ionised states of the order of 1 eV (not resolved due to spectral
broadening) is not included in the calculations.

Data availability
Source data are provided with this paper. The FEL raw data, several TB in size, that
support the findings of this study are available from the corresponding authors upon
request. The processed photoelectron spectra are provided in the Source Data File. The
results of the theoretical calculations i.e. optimised geometries, ionisation potentials, state
energies and partial charges, are provided in the Source Data File. Source data are
provided with this paper.

Code availability
The codes used to generate the computational results of this study are highly adapted to
the hdf5 output of the FLASH free-electron laser. They are available from the
corresponding authors upon request.
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Abstract. We present time-resolved ultraviolet-pump x-ray probe Auger spectra of
2-thiouracil. An ultraviolet induced shift towards higher kinetic energies is observed
in the sulfur 2p Auger decay. The difference Auger spectra of pumped and unpumped
molecules exhibit ultrafast dynamics in the shift amplitude, in which three phases can be
recognized. In the first 100 fs, a shift towards higher kinetic energies is observed, followed
by a 400 fs shift back to lower kinetic energies and a 1 ps shift again to higher kinetic
energies. We use a simple Coulomb-model, aided by quantum chemical calculations of
potential energy states, to deduce a C–S bond expansion within the first 100 fs. The bond
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timescales, the subsequent dynamics can be interpreted in terms of S1 nuclear relaxation
and S1-triplet internal conversion.
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Abstract
We present time-resolved ultraviolet-pump x-ray probe Auger spectra of 2-thiouracil. An
ultraviolet induced shift towards higher kinetic energies is observed in the sulfur 2p Auger
decay. The difference Auger spectra of pumped and unpumped molecules exhibit ultrafast
dynamics in the shift amplitude, in which three phases can be recognized. In the first 100 fs, a
shift towards higher kinetic energies is observed, followed by a 400 fs shift back to lower
kinetic energies and a 1 ps shift again to higher kinetic energies. We use a simple
Coulomb-model, aided by quantum chemical calculations of potential energy states, to deduce
a C–S bond expansion within the first 100 fs. The bond elongation triggers internal conversion
from the photoexcited S2 to the S1 state. Based on timescales, the subsequent dynamics can be
interpreted in terms of S1 nuclear relaxation and S1-triplet internal conversion.
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(Some figures may appear in colour only in the online journal)

1. Introduction

Nucleobases are strong absorbers in the ultraviolet (UV)
domain and show ultrafast processes after photoexcitation.
Canonical nucleobases exhibit ultrafast relaxation to the sin-
glet and triplet ground states after UV excitation through

internal conversion and intersystem crossing [1–4]. Elec-
tronic energy is efficiently transferred into vibrational exci-
tation, a process that likely contributes to the remarkable
stability of nucleic acids against UV-induced damage [1–3].
The processes underlying the ultrafast transitions violate the
Born–Oppenheimer–Approximation (BOA), which allows for
separate treatment of the electronic and nuclear degrees
of freedom of a molecule, and is an important tool in

0953-4075/20/014002+10$33.00 1 © 2020 IOP Publishing Ltd Printed in the UK

109



Chapter 5 - Articles

J. Phys. B: At. Mol. Opt. Phys. 54 (2021) 014002 F Lever et al

modeling many molecular phenomena. In the case of close-
lying potential energy surfaces such as avoided crossings or
conical intersections, non-adiabatic coupling elements, which
are neglected in the BOA, become large and lead to mix-
ing of different Born–Oppenheimer electronic states. This
redistributes the molecular population over initially unexcited
potential energy surfaces [4, 5, 6]. The study of nucleobase
dynamics, that cannot be described within the framework of
the BOA, presents challenges both for theory as well as exper-
iments that have been faced in the past by many systematic
theoretical and experimental studies, reviewed for example in
references [1–3, 7].

Thionucleobases are obtained by replacing one or two oxy-
gen atoms by sulfur in canonical nucleobases, and exhibit
two major differences compared to their canonical counter-
parts. The absorption spectrum is shifted from the UVC region
into the UVA region [8, 9], which is much more abundant
on the earth surface. In addition, photoexcitation produces
long living triplet states in thionucleobases, leading to cross
linking [10, 11] and the creation of reactive singlet oxygen
via a reaction with the triplet oxygen molecules in the vicin-
ity [12, 13]. These properties create on one hand a higher
skin cancer risk for patients treated with thionucleobase med-
ication for immunosuppression [14], on the other hand they
might open the path for targeted photoinduced tumor therapy
[15, 16].

The special case of thiouracil can be used for sketching the
reaction pathway following UV excitation. The system is ini-
tially excited to the S2 state, with 1ππ∗ electronic character.
In solution, intersystem crossing has been determined to be on
a few hundred femtosecond timescale in 2-thiouracil and 4-
thiouracil, as well as doubly thionated 2–4-thiouracil [9]. The
S1

1nπ∗ state has been suggested to act as a doorway state to
the lower lying triplet states in excited-state absorption studies
in 2-thiouracil [13] as well as for 4-thiouracil. For the latter, the
lifetime of the 1nπ∗ state has been indirectly determined to be
225 fs in solution [13, 17] by looking at the mismatch between
the 1ππ∗ singlet decay and triplet rise times. In contrast, time-
resolved photoelectron studies in the gas phase deduce an 1nπ∗

lifetime in 4-thiouracil of several picoseconds via fit of the
photoelectron spectra [18]. This discrepancy is unlikely a sol-
vent effect, as similar comparisons of gas and condensed phase
techniques in 2-thiouracil give good agreements [19]. For 2-
thiouracil, a joint theoretical-experimental investigation using
Dyson orbitals in conjunction with gas-phase photoelectron
spectroscopy [20] deduced a very fast time constant of 50 fs
for 1ππ∗–1nπ∗ internal conversion and 500 fs for the 1nπ∗

lifetime; excited state absorption studies in condensed phase
report on a similar 1nπ∗ lifetime [9].

We now concentrate on the case of 2-thiouracil (2-TU), on
which we perform our studies. The mechanism for sub-100 fs
decay out of the initially photoexcited S2 state as well as the
ultrafast intersystem crossing from the S1

1nπ∗ state into triplet
states are illuminated by theoretical investigations (see refer-
ence [21] for a concise review). Cui and Fang suggest elec-
tronic states as well as crucial geometries for three different
pathways, one of which includes the 1nπ∗ state, while the other

paths involve transitions directly from the S2 to triplet states.
Calculations by Mai, Marquetand and González predict two
different pathways for S2–S1 internal conversion, involving
two different minima of the photoexcited state of 2-thiouracil
[22]. One minimum is attributed to a 1πsπ6

∗ electronic char-
acter possessing a nearly planar geometry, while the other
minimum is attributed to a 1πsπ2

∗ electronic character and it
is reached via elongation and out-of-plane pyramidalization
of the C–S bond. In nonadiabatic surface-hopping calcula-
tions at the CASPT2 level by the same group, both minima
are predicted to be transiently populated, although the major-
ity of the molecular photoexcited population is predicted to
pass through the 1πsπ6

∗ minimum within 60 fs to a conical
intersection connecting it to the 1nπ∗ state, which then is pop-
ulated for around 500 fs before decaying into triplet states [23].
A second dynamics paper from the same group on this topic
using ADC(2) comes to very similar results but a longer 250 fs
1ππ∗–1nπ∗ transition time due to pyramidalization occurring
in the 1ππ∗ state [24].

In this paper, we investigate the dynamics of 2-thiouracil
using ultrashort x-ray probe pulses. Generally, time-resolved
x-ray spectroscopy has been proven to be a useful tool for the
study of structural changes in isolated molecules [25]. The x-
rays interact with core electrons of the molecule, whose bind-
ing energies are strongly dependent on the element. Thus, x-
rays offer the advantage of an element-selective spectroscopic
view on molecular dynamics. In addition, due to the narrow
spatial confinement of core-electronic wavefunctions, the tran-
sitions are highly site-specific. In the gas phase, these advan-
tages have been used to follow for instance nucleobase internal
conversion [26], fragmentation [27], ring-opening [28] as well
as dissociation [29].

We use ultrafast x-ray induced Auger decay to investigate
2-thiouracil. This method has been applied before to investi-
gate the internal conversion of thymine [30]. The key feature
in this study was the change in molecular geometry on the pho-
toexcited state. This can be deduced from the delay-dependent
kinetic energy shift in the Auger spectrum. We used the fact
that the kinetic energy of emitted Auger electrons depends
strongly on the local bond distance of the molecule around
the core hole created by the x-ray probe pulse. Auger elec-
tron spectroscopy is particularly suited for the use with free-
electron lasers (FELs), since nonresonant Auger processes are
insensitive to the energy of the probing photon, rendering
the method immune against the energy fluctuation inherent
in the self-amplified spontaneous emission (SASE) process.
Moreover, for a given x-ray energy, several Auger decays
of different elements can be addressed separately by analyz-
ing different kinetic energy ranges, allowing the simultaneous
study of the dynamics for different locations in the molecule.

We use ultrashort x-ray pulses to probe the sulfur 2p core
electrons of UV-photoexcited 2-thiouracil. We measure a gen-
eral shift of the 2p Auger spectrum towards higher kinetic
energies. By comparison to simulations, we deduce that the
molecule does not return to the molecular ground state for the
maximal delay of our measurements of 2 ps. On the transient
Auger signal, we identify three different dynamic features.

2
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A first, sub-100 fs shift of the Auger band towards higher ener-
gies, followed by a 500 fs period with a slight shift towards
lower energies and finally a picosecond modulation with a shift
to higher kinetic energies. We show that the initial sub-100 fs
modulation in the Auger spectrum can be clearly attributed to a
C–S local bond elongation in the photoexcited S2 state as pre-
dicted in the theoretical literature [22–24]. The high-energy
edge shifts to lower kinetic energies in this time interval and
we show that an effective theoretical model can reproduce this
trend. The later modulations in the Auger spectrum fit dynam-
ics previously attributed to the S1 relaxation and S1-triplet
intersystem crossing.

2. Methods

The experiment was performed at the FLASH2 facility at
DESY, where the newly built URSA-PQ (German: Ultra-
schnelle Röntgenspektroskopie zur Abfrage der Photoen-
ergiekonversion in Quantensystemen, engl. Ultrafast x-ray
spectroscopy for probing photoenergy conversion in quan-
tum systems) experimental chamber [31] built by the
Potsdam group was connected to the FEL beamline FL24 (see
figure 1).

The sample was introduced via a capillary oven [32], heated
to a temperature of 150 ◦C, creating a molecular gas jet that
crosses the x-ray beam in the interaction region of the TOF
spectrometer. We have not observed degradation of the sample
in previous experiments with our capillary oven under the con-
ditions used. The 150 ◦C for sample evaporation have also been
used in other studies on 2-thiouracil [18, 33] as tautomerization
can be neglected in this regime [33].

The molecule is preexcited with a 269 nm laser pulse at the
maximum of its 1ππ∗ absorption band [18]. The pulse dura-
tion was about 80 fs as determined with an FROG (frequency
resolved optical gating) setup. In the interaction region, the
pulse was focused to a spot size of 50 μm by means of a
focusing mirror. Inside the beamline, the x-ray beam passed
unperturbed through the center of a holey mirror, while the UV
beam was directed onto the reflective section of the holey mir-
ror ( just off to the side from the hole) to produce near-collinear
trajectories for the two beams, as seen in figure 1. The UV laser
power was adjusted by means of a λ/2 plate–polarizer combi-
nation. In the experiments, the UV laser pulse energy was set
below 1 μJ. We performed systematic power scans on the time-
dependent spectral features to make sure that the UV induced
signal is not over-pumped.

The FEL produces frequency-tunable x-ray pulses via
SASE radiation. We used a mean photon energy of 272 eV with
a spectral bandwidth of 1%–2% (including jitter), as deter-
mined by the photoemission of rare gases in electron time-
of-flight spectrometers (eTOF) integrated into the beamline
[34]. The x-ray beam was linearly polarized parallel to the
axis of our magnetic bottle spectrometer and parallel to the
UV polarization. The x-ray pulses were focused by means of
Kirkpatrick–Baez mirrors to a spot size slightly larger than the
UV spot. We used systematic power scans to make sure that
the x-ray induced electron spectra did not exhibit nonlinear
phenomena.

Figure 1. Experimental setup at the FL24 beamline of FLASH2. The
UV pump and x-ray probe beams from FLASH2 are focused into the
URSA-PQ chamber and hit the sample in the interaction region of
the magnetic bottle spectrometer. The sample is evaporated using a
capillary oven (located above the interaction region, out of the plane
of the diagram) [31]. The photo- and Auger electrons generated by
the x-ray interaction are guided into the flight tube by the magnetic
bottle, detected using a multi-channel-plate (MCP) and their time of
flight is measured by a fast analogue-digital converter (ADC).

The URSA-PQ setup contains a magnetic bottle electron
spectrometer (MBES), providing high angular collection effi-
ciency for electrons [35]. We used a permanent magnet and
soft iron cone to reach a high magnetic field at the interaction
region, which adiabatically transforms into a homogeneous
magnetic field of a solenoid in a 1.7 m long flight tube. The
magnet defines a small volume from which the electrons are
guided into the flight tube. This volume is smaller than the
optical beam overlap along the beam propagation axis. A retar-
dation potential of 80 V was applied to the electrons using
an electrostatic lens in front of the flight tube, diminishing
their speed and increasing the time of flight and thus energy
resolution.

The flight tube is kept at constant potential. At the very end,
electrons are accelerated on the multi-channel-plate detector
by a 300 V potential drop over 3 mm. The amplified electron
signal trace is fully digitized using a 12 bit analog-to-digital
converter (ADC) with 2 Gs s−1 sample rate. The amplified
electron pulses have an FWHM of 10 ns, typical flight times
are on the order of 250 ns for the fast valence electrons and
410 ns for the slower Auger electrons. We chose to integrate
the ADC-traces to obtain our spectra, as individual electron
hits could not be distinguished in TOF regions of high signal
strength. The spectra were subsequently converted to a kinetic
energy scale.

Tests on the Kr MNN Auger lines at 0 V retardation demon-
strated an MBES resolution (E/ΔE) of 40. This is not yet
the maximum achievable resolution, as some x-ray beam-halo
problems at the beamline prevented us from positioning the
magnet closer to the interaction region which would allow for
a better optimised signal. We did not check the resolution at
the retardation used further below (80 V). We estimate the res-
olution based on the sulfur 2p photoline with 3.5 eV width at
103.5 eV to be better than 30 with respect to the total kinetic
energy or 7 relative to the retarded kinetic energy. The photo-
line itself is considerably broadened due to the FEL linewidth
and therefore our estimate is really an upper limit.
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Spatial overlap of the UV-pump and x-ray probe pulses
was obtained by viewing a YAG screen inserted in the inter-
action region through a large work-distance microscope lens.
Temporal overlap was established coarsely on a 50 ps scale
using a fast photodiode and high-bandwidth (13 GHz) oscillo-
scope checking the rising flank of the UV and x-ray induced
signals. Fine temporal overlap was found with the use of the
sample itself, utilizing the time-dependent behavior of Auger
and 2p-photoelectron lines. The width of the time-uncertainty
function is 180 fs, time zero can be found with an accuracy of
±20 fs.

The FLASH2 FEL delivers pulse-trains with a frequency of
10 Hz; we used 50 pulses at a 200 kHz repetition rate in each
pulse-train [36]. An eTOF spectrum is recorded and saved for
each FEL pulse. The UV laser is set to run at 100 kHz intra-
burst rep-rate, such that every second x-ray shot is pumped
by the optical laser, allowing the calculation of shot-by-shot
difference spectra. This results in 500 x-ray pulses per sec-
ond, with 250 pulses UV pumped. In the rest of the discussion,
we will refer to UV pumped shots as UV-on, while x-ray only
shots will be referred to as UV-off. FLASH2 instruments also
provide a shot-by-shot measurement of the x-ray pulse power
by means of a combined ion–electron detector. This data has
been used to rescale each eTOF spectra, therefore correcting
for fluctuations in the SASE pulse power.

A bunch arrival monitor (BAM) at the FEL measures the
time of arrival of each electron bunch, giving information on
the jitter of the x-ray arrival time [37, 38]. The width of the
arrival time distribution has been measured to be 140 fs. The
length of the x-ray pulse plus non-corrected jitter was esti-
mated to be 160 fs. Pump-probe delays have been corrected
with the BAM data and rebinned, exploiting the jitter and
allowing finer delay binning than the time steps chosen dur-
ing the measurement. The bin sizes are chosen by dividing the
shot distribution in discrete parts, so that each bin is popu-
lated by the same number of shots. That is, the delay length
of each bin is adjusted so that all bins have the same statis-
tics. The delay points have been measured by random scans in
repeated cycles over many hours. Thus any systematic drifts in
the data-acquisition would average out.

To facilitate the interpretation of the experimental data, we
make use of ab initio quantum chemical calculations to explore
the potential energy surfaces (PESs) of the neutral (2-TU),
core-ionized (2-TU+) and dicationic (2-TU++) molecule.
The ground and excited states of 2-TU and 2-TU++ were
computed using ground state coupled cluster theory with sin-
gles and doubles (CCSD) and the equation-of-motion formal-
ism for the excitation energies (EOM-EE-CCSD) with the
6–311++G∗∗ basis set [39]. In order to explore the high
lying states of 2-TU++, potential energy cuts along the C–S
bond distance were performed using time-dependent density
functional theory (TDDFT) with the B3LYP functional and
the 6–311++G∗∗ basis set. Geometry optimizations for the
ground and excited states of 2-TU were also performed at the
(EOM-)CCSD/6–311++G∗∗ level without geometrical con-
straints using Q-chem, and the stability was verified by fre-
quency calculations with the smaller 6–31++G∗∗ basis set.
Stable minima were found for the states S0, S1, S2 and T1.

The minimum of S0 has a nearly planar structure. Further-
more, optimizations where the molecule was constrained to
be planar were also carried out and additional (unstable) sta-
tionary points could be located for the states S0, S1, S2, T1

and T2. The core-ionized states were computed using the
equation-of-motion ionization potential formalism (EOM-IP-
CCSD) with the 6–311++G∗∗ basis set for the S atom and
the 6–31++G basis for all other atoms; in order to simulate
the ionization from the excited states of 2-TU, the reference
(neutral) CCSD wavefunction was obtained starting from an
unrestricted Hartree–Fock wavefunction optimized using the
maximum-overlap-method(MOM) [40]. All calculations were
performed using the package Q-chem 4.4 [41]. Spin–orbit
coupling, leading to a splitting of the core ionized states of
about 1 eV is not included in the calculations, instead we model
photoionization from the px, py, pz orbitals.

3. Results

The 272 eV photons used in the experiment allow for an ele-
ment and site-specific investigation of the molecular dynamics
from the perspective of the sulfur atom. An overview of the
electron kinetic energy spectrum without UV pre-excitation is
shown in figure 2. Various features are visible in the graph. A
sharp line at 103 eV in kinetic energy, corresponding to a bind-
ing energy of 169 eV, is attributed to photoemission from the
sulfur 2p ( j = 3/2 and 1/2) levels according to reference [33].
The ∼1 eV spin–orbit splitting [33, 42] cannot be resolved due
to insufficient spectral resolution determined by the bandwidth
of the SASE FEL and the MBES energy resolution. The neigh-
boring feature, spanning the range 115–150 eV is attributed to
the Auger emission caused by the 2p core vacancy. Scanning
the photon energy does not change this feature, as it is typical
for Auger decay. Furthermore, the energy levels with 2p core
hole binding energies around 170 eV and ten to a few ten eV
valence binding energies result in Auger features at this energy
band. No detailed structure is visible, even at higher MBES
resolution with higher retardations, due to many broad Auger
decay channels overlapping. Coarsely, the atomic Auger spec-
trum should divide into three larger groups belonging to sulfur
3p3p → 2p (highest energy), 3p3s → 2p and 3s3s → 2p (lowest
energy) type Auger decays. For molecules with mixed atomic
orbitals resulting in molecular orbitals, these groups can still
be identified in case of oxygen Auger decay [30], here it is less
pronounced.

In figure 3(a), we show the pump-probe difference spec-
tra in the energy range of the Auger features in false color-
representation. The spectra are obtained by subtracting UV-off
shots from the UV-on shots, accumulating data from ∼16 mil-
lion FEL shots over all delays. A positive differential signal
(rendered with red color in the figures) signifies that UV pump-
ing leads to more emitted electrons for that specific kinetic
energy, while negative values (rendered with blue color in
the figures) stand for a UV-induced depletion of the electron
signal. Time zero was determined by maximizing the cross-
correlation between a step function and the differential signal
intensity. The delay values should therefore be regarded as
relative to the appearance time of this feature.
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Figure 2. Overview of the photoemission spectrum of 2-thiouracil
at 272 eV photon energy on an electron kinetic energy axis. Two
main features are visible; the sulfur 2p photoline centered at 103 eV
and the Auger band in the 115-150 eV range. Inset: structure of
2-thiouracil.

Figure 3. (a) False-color representation of time resolved differential
Auger spectrum (UV-on–UV-off) for 2-thiouracil (red: positive
signal, blue: negative signal). A differential feature appears at t
∼−60 fs and remains visible for all recorded delays. The Auger
emission shifts to higher kinetic energies with UV-illumination and
ultrafast changes in the shape are visible around time zero. (b)
Spectra without UV excitation (UV off, blue) and spectrum of the
excited state at 0.2 ps delay (orange) recovered by the procedure
described in the text.

For positive delays, a general shift of the Auger spectrum
toward higher kinetic energies is visible. This coarse shift of
intensity in the difference spectrum related to the UV excita-
tion is about 4 eV, however, the shift undergoes dynamics on
an eV scale, as we will show below. We first investigate the
coarse shift closer. The UV-on spectrum is given as f ES + (1
− f )GS, where ES and GS are the excited state and ground
state Auger spectra respectively and f is the fraction of excited
molecules. The UV-off spectrum is given as GS. The differ-
ence UV-on minus UV-off is thus f (ES − GS). In the process
of photoexcitation, the f changes.

An estimate of the excited state Auger spectrum is shown
in figure 3(b). It has been obtained from the UV-on and UV-off
data. We need to model f as a function of delay to obtain ES.
Assuming that the fraction of excited molecules, f introduced

Figure 4. (a) Zero crossing and differential signal centroid positions
vs delay. Ultrafast dynamics is visible after time zero, with changes
occurring on timescales from 100 fs to 1 ps. Solid lines are 3 point
moving averages. (b) Differential signal intensity, calculated from
the cumulative sum of positive plus absolute of negative data points
for each delay value. (c) Negative Coulomb energy constructed from
the trajectory set of reference [24] using a simple Coulomb potential
as a function of C–S distance.

above, in the ensemble rises as an error function from 0 to 0.22
we succeeded to reconstruct the ES spectrum. The final f of
0.22 was chosen as the minimum possible value that does not
lead to negative amplitudes in the reconstructed excited spec-
trum ES. We identify that the shape of the Auger spectrum
changes by comparing the UV-off spectrum with the recon-
structed ES spectrum at 200 fs delay. The maximum in the
UV-off spectra is located at 138 eV. For the excited state spec-
trum at 200 fs, the region around the maximum flattens up to
about 142 eV, for higher energies the excited state spectrum
drops. This leads to the observed gross shift in the difference
spectra with a bleach at 138 eV and an increase from 140 eV
on with its maximum at 142 eV. The edge itself shifts only
by about 1 eV in the center of the edge and about 2 eV at the
very high energy region. Assuming that the ES spectrum is
completely static (no molecular dynamics after photoexcita-
tion), the difference spectrum would not show any dynamics,
apart from a changing scaling factor f . We however observe
a fine shift visible in the zero line, thus indicating the pres-
ence of ultrafast processes in the relaxation pathway of the
molecule.

In order to quantify the shift dynamics, the zero-crossing
position of the differential signal (white line in between blue
and red features) needs to be analyzed for each time delay. We
estimated this parameter by maximizing the cross-correlation
of the kinetic energy spectrum with a sign function. This
method delivers the blue datapoints in figure 4(a). In addition,
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Figure 5. Auger edge shift as a function of pump-probe delay. Edge
values are taken at the point where the signal rises over 20% of the
peak intensity. Data points are shown for delays where the excited
state population is above 1% of the final value. Solid line is a 3 point
moving average.

we calculated the center of mass of the positive and nega-
tive contributions and averaged their value (red datapoints in
figure 4(a)). The analysis of the centroid positions allows us to
be sensitive to changes in the overall spectral distribution that
might not affect the zero crossing point.

The aforementioned analysis technique does not give mean-
ingful results when no differential features are present as it
would be noise dominated. Therefore, we use the absolute
intensity of the differential signal in figure 4(b)) (positive con-
tribution + absolute of negative contribution) to select the
delay regions that can be interpreted. The onset of the differen-
tial feature is found at delay ∼−60 fs, and we clearly identify
the typical lineshape in this time bin in the false color plot of
figure 3(a).

The Auger dynamics shows three phases (see figure 4(a)).
First, a fast shift towards higher kinetic energies on a ∼100 fs
scale is visible, shifting the centroid difference as well as the
zero crossing up by about 1 eV in kinetic energy. Since the time
resolution of the experiment is in this regime, we cannot give
more precise estimates of the dynamics. After this initial rise in
the kinetic energy, a transient dip of ∼0.5 eV is visible, lasting
for about 400 fs. This is followed by a 1 ps rise in centroid/zero
crossing energy by 1 eV.

We now concentrate on the shift in the edge of the excited
state Auger spectrum at high kinetic energies. We therefore
analyze the time dependent ES spectra with the dynamic f
described above. Figure 5 shows the edge-position, defined
by the ES signal being above 20% of the peak signal for each
delay bin. The shifts are evaluated relative to the ES spectrum
at zero delay. Ultrafast dynamics on the same time scales as
presented above can be discerned here, with some differences
in the shift amplitudes.

The three phases mentioned above are discernible here
again. The initial 100 fs dynamics is characterized by a shift
of the edge position of −0.5 eV (relative to the first datapoint),
which is the opposite trend as shown in the zero position and
centroid. This is followed by a plateau and a further dip at the
400 fs mark. After the dip, a fast 1 eV blue shift is observed,
persisting for the remaining of the time evolution. The differ-
ent signs of spectral shift in the edge and at zero crossing in
the beginning actually indicate that the excited state Auger
spectrum undergoes changes in its shape.

4. Discussion

First, we discuss the results of the calculations. Table 1 reports
our calculated energies at different stationary points on the
excited states surfaces, and the corresponding value for the
C–S bond distance. Geometry optimizations have been car-
ried out with and without the constraint of planarity. Local
and global minima on the singlet and triplet potential energy
surfaces of 2-TU have been located by Mai et al using mul-
tistate complete active space perturbation theory calculations
and in the present study using EOM–CCSD theory [22]. The
calculated energies as well as geometry parameters are close
to those of Mai et al [21]. Surface-hopping trajectories calcu-
lated by Mai et al predict that in the first 50 fs the molecule
retains a near-planar geometry, and so do many trajectories
at subsequent times and after transitions from S2 to other
states.

In order to investigate the initial behavior of the Auger
signal at photoexcitation, we computed the energies of the
valence-excited, core-ionized and dicationic states in the
Franck–Condon region (see figure 6). We also calculated PESs
along a reaction pathway which linearly interpolates between
the unrestricted optimized minima of S0(reaction coordinate =
0) and the initially photoexcited S2 (reaction coordinate = 1)
states. This will help later in the interpretation of the high
kinetic energy Auger edge.

The data in the Franck–Condon region allows us to estimate
the change in the kinetic energy of emitted Auger electrons, as
Auger kinetic energy is equal to the difference between the
core ionized state (one electron missing from the sulfur 2p
shell) and the dicationic manifold (with two electrons miss-
ing in the valence orbitals). Auger emission from the non-UV
excited molecule occurs from the ground core-excited state
(black around 170 eV) to many different dicationic states,
of which only the lowest ones are calculated. Auger emis-
sion from the UV excited molecule occurs from the core ion-
ized S2–1ππ∗ state (green with an energy of 175 eV in the
Frank–Condon region). Assuming that the rates for the Auger
transitions do not change upon UV excitation, the model pre-
dicts a general shift towards higher kinetic energy of the Auger
spectrum in the range of 5 eV.

Molecular dynamics on the core-ionized states can be
neglected within the few fs-Auger decay timescale. All the
states visited by the molecule after UV excitation show a gap
with respect to the ground state. If efficient coupling to the
ground state is absent on our measured timescales, as predicted
by many previous papers [9, 20, 21], the measured Auger spec-
tra must show a long lasting blue shift that begins at time
zero and remains present for all probed delays. This is in gen-
eral agreement with the spectral trend observed in our mea-
surements, and thus serves as a confirmation of excited state
lifetimes longer than a few picoseconds.

The assumption of no Auger rate changes upon UV excita-
tion however is oversimplified. As the valence occupation of
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Table 1. Calculated electronic energies and C–S bond distances at planar (∗) and
non-planar minima of 2-thiouracil, optimized at the EOM–CCSD/6–311++G∗∗
level.

Planar geometries Non-planar geometries

Minimum S0
∗ S1

∗ S2
∗ T1

∗ T2
∗ S1 S2 T1

Energy (eV) 0.00 3.78 4.44 3.17 3.65 3.48 3.96 3.00
C–S distance (Å) 1.65 1.74 1.76 1.67 1.73 1.77 1.90 1.77

Figure 6. Calculated energy values for different electronic levels
and for various nuclear configurations interpolated between the S0
and S2 minima. The energy scale is divided in ground and valence
excited states (lower portion), 10 lowest energy dicationic states
(middle) and core ionized (2p−1) states (upper). The core excited
states follow the color coding of the valence states, meaning that
their valence configuration is maintained with a 2p core hole. The
core ionized states of each valence state are divided into three states,
according to px, py, pz ionization. SO coupling, leading to an
observed core-ionized state splitting of 1 eV, is not included in our
calculation. Singlet and triplet dicationic states are shown in orange
and violet, respectively. Auger features with the highest observable
kinetic energy can be calculated from the energy gap between core
excited and dicationic states.

two of the highest valence orbitals changes, there will be rate
changing effects. Similar to the resonant-Auger language, one
can define spectator and participator channels here but the cal-
culation of those rates is beyond the scope of this paper. We
expect the valence reorganization effects induced by the UV
excitation to be most effective at the high energy edge of the
Auger spectrum, with participation from the highest orbitals.
A comparison with the reconstructed ES spectrum (figure 3(b))
serves to support this point. The edge of the spectrum shows
a UV induced shift of only 1–2 eV. In the region around the
maximum, the redistribution of population is larger indicat-
ing shifts closer to those predicted by the gap between ground
cationic state and excited cationic states, thus rate changes due
to UV are less important in this region.

In order to interpret the initial ultrafast changes of the shift
in the Auger spectrum, we include a model for the more ener-
getic states of the dicationic manifold. The previously pre-
sented calculations on the lowest dicationic states will be used
further below in a comparison to the edge features presented
in figure 5. Upon sulfur 2p Auger decay, dicationic states with
electrons missing in orbitals localized at the sulfur atom will
be preferentially populated, as the decay matrix element is sen-
sitive on the overlap of core and valence holes [30, 43]. Those
orbitals promote the C–S bonding and thus the Auger decay
kinetic energy will be sensitive to the C–S bond [30]. Since
the missing valence electrons expose the nuclear charges, the
Auger manifold will be dominated by Coulomb repulsion. The
lowest energy dicationic states often show a binding character
as seen in figure 6. We performed a Löwdin population analy-
sis on the dicationic states of figure 6. Indeed, for most states
the computed charge on the S atom is in the range 0.8–1.0 e.
The electron hole on the S atom is present for all geome-
tries, suggesting that Coulomb repulsion should be present, at
least at longer C–S distances. From the kinetic energy differ-
ence between the maximum and the edge of the Auger band,
the Coulomb repulsive states should be located 7–8 eV above
the lowest (bound) states of 2-TU2+, therefore they are not
covered by our EOM–CCSD calculations. Repulsive potential
energy curves in this energy range are predicted by TDDFT
scans we performed along the C–S bond distance (not shown
here). Indeed, with higher potential energy, dicationic states
are increasingly dominated by Coulomb repulsion [44]. All
statements below are therefore valid for the majority of the
Auger decay channels, apart from the highest kinetic energy
ones. Figure 7 shows a sketch of the electrostatic energy e2/R
for a dicationic state as a function of C–S bond stretch R. Qual-
itatively speaking, this can be seen as the central energy of the
final state in the Auger decay process. Therefore, the decrease
of Coulomb energy with increasing C–S bond distance will
lead to an increase in Auger kinetic energy, given that the
core ionized starting state remains approximately constant in
energy along the reaction coordinate as seen in figure 6.

The data on the zero-crossing as well as the centroid in
figure 4 indicates an initial dynamic shift towards higher
kinetic energies around time zero by less than 1 eV. Assuming
that the ground and excited state spectra have similar shape,
the overall spectral shift will be double the zero crossing shift,
so between 1 and 2 eV. According to figure 7, the simple
Coulomb-potential model predicts a bond expansion. At the
Franck–Condon point, the molecule possesses a C–S bond
distance of 1.65 Å (table 1). The experimentally observed shift
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Figure 7. Electrostatic energy for a dicationic state for various bond
lengths. Numerical values for the bond lengths as in table 1. In the
suggested dynamics, the electrostatic contribution to the molecular
energy follows the highlighted path, caused by an ultrafast stretch
and subsequent contraction of the C–S bond.

would predict an expansion of the C–S bond by nuclear relax-
ation into an interval from 1.85 to over 2 Å within a delay range
limited essentially by our temporal resolution. This interval
does not include the calculated planar minimum at 1.76 Å.
Our planar minimum has a structure similar to the (slightly
non-planar) πsπ6

∗ minimum found by Mai et al [23], and
predicted to be the dominant pathway for nuclear relaxation
out of the Franck–Condon region on the S2 surface at short
times. The experimentally found interval includes the unre-
stricted minimum at 1.90 Å. This minimum has a structure
similar to the πsπ2

∗ minimum found by Mai et al [22]. It is
predicted to be populated, however with much less amplitude
compared to the other minimum. The ADC(2) calculations by
the same group however predict the internal conversion mostly
occurring through a pyramidal deformation [24].

Shortly after the maximum in spectral shift, there is a
reverse shift in the zero crossing and centroid towards lower
kinetic energies by about 0.5 eV, as observed in figure 4. The
feature is then stable for about 400 fs. The ADC(2) based tra-
jectory calculations indeed show a reverse trend. In order to
compare the results to our data, Mai et al kindly sent us the
C–S distance of their trajectories [24]. We used those to cal-
culate the dicationic energies and show them in figure 4(c)).
We clearly identify the reverse trend indicating shrinking C–S
bond length over 400 fs. In the framework of the ADC(2) cal-
culations, this period is dominated by dynamics on the S2 state
[24]. In comparison to these simulations, we seem to pick up
the trends in the bond extension well. The rising kinetic energy
after 400 fs does not find its counterpart in any of the calculated
C–S bond data of [24]. Thus it would need to be attributed to
electronic state effects. On this timescale the triplet T1 state is
predicted to take over in referene [24].

The CASPT2 trajectory calculations of Mai et al [23], dis-
play a S2–S1 internal conversion on the order of 60 fs (below
our time-resolution), with an S1 state lifetime of 400–500 fs
[23]. This interpretation is also chosen in previous experiments
[18, 19, 40]. Afterwards, the T1 and T2 states become popu-

lated via an intersystem crossing with the S1. In this frame-
work, the fitting time scales suggests that the pump-probe
Auger signal in the interval between 50 fs and 400 fs is most
likely due to the population in the S1 (1nπ∗) state. According
to the Coulomb-potential model, the decrease in kinetic energy
should be associated with a slight contraction of the C–S bond.
However, at the S1 minimum, optimized at the EOM–CCSD
level, the C–S distance is 1.77 Å, i.e. very similar to the bond
length at the S2 planar minimum. Therefore, the C–S bond
contraction could be explained by allowing that a relevant frac-
tion of molecules on the S2 surface either evolve towards the
1πsπ2

∗ minimum (a barrierless pathway as shown in figure 6,
but less relevant according to the simulations of reference [23])
or undergo a large C–S elongation while retaining planarity,
before undergoing the internal conversion. On the other hand,
many of the nonadiabatic dynamics trajectories of reference
[23] evolve along planar configurations also on the S1 sur-
face. Optimizing the S1 state with the constraint of planarity
we obtained a stationary point with a shorter C–S distance
(1.74 Å), which might also explain the observed decrease in
kinetic energy. This model of course neglects all changes in
the Auger spectra induced by electronic transitions. While our
assumptions are justified on the initially photoexcited state, a
transition from S2 to S1 can equally alter the Auger kinetic
energies on the eV level. In order to make more precise state-
ments about the competition of electronic vs nuclear relaxation
in shaping the Auger spectrum, further simulations need to be
accomplished, which are beyond the scope of this work.

As stated above, we assumed that only nuclear geometry
is able to influence the Auger kinetic energy. This is certainly
justified for the initial relaxation of the molecular vibrational
wave packet out of the Franck–Condon window. At later times,
there might be an increasing influence of the electronic state
changes on the Auger spectrum, and the argument will become
more intertwined. However, we note that for Auger decay of
the lighter oxygen, we have observed this strong electronic
state dependence before as a massive redshift of the Auger
band [30]. This is obviously lacking in our current experi-
ment. We thus speculate, that the Auger decay of the much
heavier sulfur, due to its increased density of states on the dica-
tionic manifold will be less susceptible to those electronic state
effects.

Regarding the dynamics of the high energy Auger edge,
we can compare the excited state spectrum inferred from the
experimental data to a synthetically constructed spectrum from
the calculated potential energy curves of figure 6. It is impor-
tant to note, that the computational results do not give us any
information on the relative strengths of the various transitions;
therefore, the constructed spectrum should be regarded as a
qualitative guideline, and not as a predictive tool. Assuming
a linear relaxation along the S2 potential surface on a time
scale of 60 fs, a time dependent excited state spectrum from
the data in figure 6 can be constructed. The energy difference
between the core excited S2 state and each of the calculated
dicationic states is taken as a function of time, and all the con-
tributions are broadened and summed together to generate the
time dependent spectrum. Convolving the result with an error
function in order to model the non-simultaneous excitation of

8

116



J. Phys. B: At. Mol. Opt. Phys. 54 (2021) 014002 F Lever et al

Figure 8. (a) Reconstructed high kinetic energy band of the Auger
spectrum for the calculated energy levels, convoluted with an error
function to account for non-simultaneous excitation of the molecular
ensemble. (b) Auger edge shift in the reconstructed spectrum as a
function of pump-probe delay. Dashed line shows values where the
excited fraction is below 1% (compare to figure 4(b)).

the ensemble, we obtain an estimate for the dynamics of the
Auger edge.

The calculated spectrum is shown in figure 8(a). Analyzing
the edge shift in the same way as in figure 5, we deduce a red-
shift of the edge position (figure 8(b)) in agreement with the
experimental result in figure 5. The calculated value is 0.3 eV,
while the experimental shift in the edge is 0.5 eV with a dis-
crete bin interval of 0.2 eV. According to the simulation, the
energies of the lowest dicationic states and of the core-ionized
states accessed from S2 increase and decrease respectively,
along the reaction pathway of figure 6. This is associated with
a highest kinetic energy of the Auger electrons. Therefore,
the short-time observed redshift of the Auger band edge pro-
vides further evidence for an ultrafast nuclear relaxation of the
molecule out of the Franck–Condon region on a sub 100 fs
timescale.

On a longer time scale, for delays in the range 0.4 to
1.5 ps, the shift to higher kinetic energies observed on both
the zero crossing and the edge position points to further ultra-
fast processes in the molecular dynamics (figures 4 and 5).
The detailed interpretation of those features however requires
a deeper understanding of the Auger processes in the molecule,
due to the aforementioned electronic state effects.

5. Summary

In this work, we have used Auger spectroscopy to investi-
gate the ultrafast dynamics of 2-thiouracil after UV excitation,
using a UV pump—x-ray probe setup. The experiment has
been carried out at beamline FL24 at the FLASH2 free elec-
tron laser. We observe a shift in the overall Auger emission
pattern, as well as ultrafast dynamics in the shift amplitude,
providing evidence for ultrafast processes in the molecule. The
dynamics of the zero-crossing/centroid of figure 4 in conjunc-
tion with our quantum chemical calculations and the trajectory
simulations by Mai et al [23, 24] strongly suggests that the

time-resolved Auger signal is capable of capturing the main
relaxation pathway of 2-thiouracil, which involves three steps:
(i) an ultrafast, <100 fs, process likely associated with an over-
stretching of the C–S bond, which leads to the S2–S1 internal
conversion; (ii) an intermediate evolution on the S1 surfaces,
for approximately 400 fs [23] or alternatively a shrinking C–S
bond dominated by S2 dynamics [24]; (iii) the final intersys-
tem crossing and subsequent relaxation in the triplet manifold.
The C–S bond elongation in step (i) can be deduced from
the observed zero line/centroid Auger shift towards higher
kinetic energies using a simple Coulomb-model for dicationic
states. Additional support for this behavior is delivered by
an observed edge shift towards lower kinetic energies, which
is predicted by our model using the lowest dicationic states.
Experimental evidence for (ii) and (iii) comes from an agree-
ment of timescales in the zero line/centroid Auger shift, the
details of the shift required additional Auger spectrum mod-
eling involving electronic and nuclear dynamics, which is
beyond the scope of this work.
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6 | Conclusions & Outlook

In this thesis based on six publications, I summarize my contributions in the field ultrafast
molecular dynamics. It covers the x-ray and UV spectroscopy of thionated uracil as well as
the relaxation dynamics of 2-thiouracil as studied with time-resolved x-ray spectroscopy.

Understanding photoinduced dynamics is crucial as biomolecules like 2-tUra are used
for medical and research purposes. However, it is challenging to decipher the ultrafast
relaxation mechanism in molecules as the time-scales are incredibly short (fs) and the
response of the molecule is not necessarily due to one singular mechanism. The method
of choice to address this problem during this work was ultrafast UV-pump x-ray probe
electron spectroscopy. Using ultrashort pulses on the natural time-scales of the process
of interest provides the temporal resolution necessary to study them. The UV serves for
the direct excitation of the molecule 2-tUra and initiates the relaxation process. The x-ray
pulses deliver site- and element-specific probing reducing the problem to a specific atom
and its surrounding (here: the only sulfur atom in the molecule).

In order to do those experiments, one needs to establish first the states that are involved
in the process (article 1). Then, a suitable apparatus needs to be built that provides the
requirements for UV-pump x-ray probe spectroscopy (article 2). With that one can
establish the x-ray spectroscopy of the molecule (article 3) to understand the features that
are going to be studied in time-resolved experiments. These reveal that time-resolved
XPS is best to track the charge flow over the molecule (article 4 & 5). However, the
molecular dynamics is made up by the coupled electron and nuclear dynamics. Auger
spectroscopy can give insight into these nuclear dynamics to a certain extent (article 6).
In more detail, we present in article 1 the experimental as well as theoretical UV ab-

sorption spectra of thionated uracil in the gas-phase. For 4-thiouracil and 2,4-dithiouracil,
these are the first experimental gas-phase spectra published. By comparing the experi-
mental spectra, it is possible to predict the localisation of certain orbital transitions. The
coupled-cluster calculations performed compare well to the experimental spectra and
back the prediction made from the experimental data. A comparison to literature spectra
shows that some solution phase spectra that are supposed to resemble the pure gas-phase
spectrum show significant differences to our measurements. A further comparison shows
that basic environments tend to affect each thiouracil differently while acidic and neutral
environments don’t.
In article 2, I present the apparatus used at the beamtimes at FLASH. We describe

the details of the magnetic bottle time-of-flight spectrometer which is the heart of the
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instrument. With measurements on krypton, we determine a resolution of 40 for our
MBES at a retardation of 0 V. Using the 2-thiouracil S 2p line, we determine temporal
resolution of 200 fs in the pump-probe measurements.

The NEXAFS and core-level electron spectra of the sulfur L edge of 2-tUra are presented
in article 3. Within a photon energy window from 150 to 250 eV, main sulfur related
features emerge i.e., the dispersing S 2p photoline and the corresponding Auger-Meitner
band as well as the S 2p photoline and the corresponding Coster-Kronig decay. By
scanning the above window, we determined the first NEXAFS (x-ray absorption) spectra
at the sulfur L-edges.
Article 4 and 5 cover the x-ray photoelectron spectroscopy performed on the 2-tUra

molecule. Technical aspects concerning the data analysis are described in article 4. Here,
we show the influence of different FEL jitters i.e., photon energy and timing jitter, on the
photoelectron spectra of 2-tUra. We describe how shot-to-shot measurements of beam
arrival times and self-referencing of a photoline in absence of shot-to-shot photon energy
measurements can improve the data quality.

Based on these analysis techniques, article 5 covers the observed relaxation behaviour
of the S 2p photoline. We introduce the model of the excited-state chemical shift to
connect the observed UV-induced shift of the photoline with the electronic charge flow
during the relaxation. Coupled-cluster calculations verify this model and show, further,
that the partial charge on the sulfur atom is dominated by the character of the electronic
state the molecule is in. Observed oscillations in the binding energy shifts are attributed
to coherent oscillations between electronic states and an ultrafast decay in the intensity
of the signal gives rise to a ground-state relaxation channel. In summary, we prove in this
article that ultrafast x-ray photoelectron spectroscopy gives insight into the electronic
character of the states involved in a relaxation process.
The corresponding time-resolved Auger-Meitner spectroscopy is covered in article 6.

Similar to the XPS, a shift is observed in the S 2p Auger-Meitner band. With a simple
Coulomb model, we are able to correlate the shift within the first couple of 100 fs to an
elongation in the C=S bond distance. Previously performed ADC calculations by S. Mai
et al. confirm the prediction from the Coulomb model. Thus, we show that time-resolved
Auger-Meitner spectroscopy can give insight into geometrical changes at early stages of
the relaxation process.

The static spectroscopy performed in article 3 suffers from large bandwidth of the FEL
as well as jitter correlated issues and for these measurements it is more reasonable to
perform them at a synchrotron source as shown in chapter 3 and 4. However, article 5 and
6 show the capabilities FELs provide for time-resolved x-ray electron spectroscopy. The
site and element selectivity allows one to focus on very specific regions of the molecules
e.g., a single atom as shown herewith the spectroscopy at the sulfur L edge. In combination
with the short fs pulses, it is possible to concentrate on geometric and electronic changes
at a particular site of the molecule of interest. The (photon energy) stability issues of
SASE FELs as FLASH are starting to be addressed e.g., by seeding mechanism in the SASE
process [94] and a more thorough shot-to-shot tracking of FEL parameters. Improving the
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control over the experiment creates also more opportunities for the data analysis as new
techniques can be applied such as “spooktroscopy” [115–117] or machine learning [121,
122]. These can help to improve the resolution of the experiments and thus one may gain
even more insight into molecular dynamics by utilising x-ray (electron) spectroscopy.
Further, the thesis shows that – from the point of view of the sulfur atom – we can

follow the charge flow over the molecule that is associated with its internal conversion
and can even reflect great details on the oscillatory character of this. The reasonable
step forward would now be to investigate where the charge that is abstracted from the
sulfur in the 𝑛𝜋∗ state actually flows. Follow-up experiments that point on atoms on the
pyrimidine ring (C and N) and track the charge flow there can provide a full picture on
the redistribution of electrons during the molecular relaxation.
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1 Fitting of the thiouracil spectra  

 
Figure S1: Gaussian fits of the thiouracil spectra. Contributing components are shown in 

grey. The sum of the components (orange) matches well with the measured spectrum (blue) 

as can be seen by the flat residual (green). 
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Table S1: Fitted Gaussian parameters for 2-thiouracil. 

amplitude  centre (nm)  width (nm)  

0.9588 +/- 0.0041 204.091 +/- 0.029 7.134 +/- 0.045 

0.3623 +/- 0.0013 225.93 +/- 0.12 11.00 +/- 0.19 

0.4756 +/- 0.0088 260.74 +/- 0.16 11.86 +/- 0.15 

0.5332 +/- 0.0055 285.89 +/- 0.29 15.27 +/- 0.13 

 

Table S2: Fitted Gaussian parameters for 4-thiouracil. 

amplitude  centre (nm)  width (nm)  

4 +/- 10 170 +/- 52 17 +/- 14 

0.039 +/- 0.017  203.99 +/- 0.17 1.5245 +/- 0.3732 

0.0966 +/- 0.0093 209.034 +/- 0.051 1.472 +/- 0.083 

0.225 +/- 0.051 221.2 +/- 1.7 8.65 +/- 0.99 

0.0397 +/- 0.0081 227.66 +/- 0.23 3.03 +/- 0.45 

0.0417 +/- 0.0036 233.43 +/- 0.12 1.56 +/- 0.13 

0.3863 +/- 0.0054 242.26 +/- 0.34 12.22 +/- 0.16 

1.0000 +/- 0.0005 311.667 +/- 0.019 22.191 +/- 0.025 

0.0315 +/- 0.0010 353.32 +/- 0.31 10.00 +/- 0.33 

 

Table S3: Fitted Gaussian parameters for 2,4-dithiouracil. 

amplitude  centre (nm)  width (nm)  

0.293 +/- 0.022 198.0 +/- 4.7 12 +/- 13 

0.0074 +/- 0.0074 203.11 +/- 0.39 1.16 +/- 0.76 

0.0398 +/- 0.0049 208.2310 +/- 0.099 1.38 +/- 0.13 

0.15 +/- 0.17 219.2 +/- 1.6 6.7 +/- 2.8 

0.0153 +/- 0.0076 224.31 +/- 0.29 1.69 +/- 0.41 

0.150 +/- 0.025 230.14 +/- 0.31 3.58 +/- 0.33 

0.0696 +/- 0.0085 235.861 +/- 0.062 1.653 +/- 0.092 

0.055 +/- 0.014 238.0 +/- 1.5 4.25 +/- 0.68 

0.853 +/- 0.055 275.07 +/- 0.16 14.82 +/- 0.19 

0.359 +/- 0.022 305.9 +/- 1.1 22.5 +/- 3.3 

0.156 +/- 0.035 343.2 +/- 1.6 17.11 +/- 0.48 
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2 Natural transition orbitals  

 

Table S4. Natural transition orbitals for uracil. 

State Occupied NTO Virtual NTO 

S1 (nπ*) 

  

S2 (ππ*) 

  

S3 (nπ*) 

  

S4 (ππ*) 

  

S5 (πσ*) 

  

S6 (ππ*) 

  

S7 (nπ*) 

  

S8 (nπ*) 

  

S9 (ππ*) 

  

S10 (πσ*) 
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Table S5. Natural transition orbitals for 2-thiouracil. 

State Occupied NTO Virtual NTO 

S1 (nπ*) 

  

S2 (ππ*) 

  

S3 (nπ*) 

  

S4 (ππ*) 

  

S5 (nπ*) 

  

S6 (ππ*) 

  

S7 (πσ*) 

  

S8 (nπ*) 

  

S9 (nσ*) 

  

S10 (ππ*) 

  
 

 

 

 

 

 

  

138



A - Supplementary Information to Article 1

Table S6. Natural transition orbitals for 4-thiouracil. 

State Occupied NTO Virtual NTO 

S1 (nπ*) 

  

S2 (ππ*) 

  

S3 (ππ*) 

  

S4 (nπ*) 

  

S5 (ππ*) 

  

S6 (nπ*) 

  

S7 (πσ*) 

  

S8 (nπ*) 

  

S9 (nσ*) 

  

S10 (ππ*) 
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Table S7. Natural transition orbitals for 2,4-dithiouracil. 

State Occupied NTO Virtual NTO 

S1 (nπ*) 

  

S2 (nπ*) 

  

S3 (ππ*) 

  

S4 (ππ*) 

  

S5 (nπ*) 

  

S6 (ππ*) 

  

S7 (nπ*) 

  

S8 (ππ*) 

  

S9 (πσ*) 

  

S10 (nσ*) 

  

S11 (πσ*) 

  

S12 (nσ*) 
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3 Calculated spectra in the Franck -Condon approximation

 
Figure S2. Comparison between the theoretical Franck-Condon (black line) and the 

experimental (gray dashed line) absorption spectrum of (a) Uracil; (b) 2-thiouracil; (c) 4-

thiouracil; (d) 2,4-dithiouracil. For each molecule the contributions of the individual electronic 

states are shown separately with different colors. The theoretical spectra are computed at 

the TD-CAM-B3LYP/Def2-TZVP level with the Franck-Condon approximation. 
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Figure S2 shows the theoretical spectra computed without including the Herzberg-Teller 

(HT) contribution, i.e. using the Franck-Condon (FC) approximation. Comparison with Figure 

3 of the main paper shows that HT terms have little relevance for Ura and 2,4-dtUra. For 2-

tUra, the FC approximation fails to reproduce the  minor band around 230 nm, which is due 

to intensity borrowing of the states S6 (ππ*) and S9 (nσ*). For 4-tUra, the HT contribution 

corrects the too low intensity for wavelengths < 260 nm. 

 

4 Cartesian coordinates of  the ground state structures [Angstrom], optimized at the 

CAM-B3LYP/Def2 -TZVP level  

 

Uracil  

    O          -2.278390    0.944443    0.000000 

    O           2.260594    1.075575   -0.000000 

    N          -0.000000    0.984757   -0.000000 

    N          -1.133894   -1.018512    0.000000 

    C          -1.223620    0.360432    0.000000 

    C           1.266681    0.390081   -0.000000 

    C           0.054469   -1.695320    0.000000 

    C           1.231445   -1.062709   -0.000000 

    H          -0.021364    1.994596   -0.000000 

    H          -2.014603   -1.504939    0.000000 

    H          -0.026050   -2.773260    0.000000 

    H           2.167794   -1.595161   -0.000000 

 

2-Thiouracil  

     S          -0.453077    2.450209    0.000000 

     O          -1.472490   -2.354521    0.000000 

     N          -0.873437   -0.172939    0.000000 

     N           1.310808    0.482668    0.000000 

     C          -0.000000    0.868403    0.000000 

     C          -0.578225   -1.545085    0.000000 

     C           1.717442   -0.822450    0.000000 

     C           0.843699   -1.834034    0.000000 

     H          -1.855126    0.066101    0.000000 

     H           1.979769    1.234950    0.000000 

     H           2.787768   -0.972824    0.000000 

     H           1.157651   -2.864507    0.000000 

 

4-Thiouracil  

     O         -2.091986    1.766836    0.000000 

     S          2.514925    0.102217   -0.000000 

     N          0.000000    0.868101   -0.000000 

     N         -1.858338   -0.494827    0.000000 

     C         -1.376321    0.797543    0.000000 

     C          0.899613   -0.176147   -0.000000 

     C         -1.045148   -1.593499    0.000000 

     C          0.289243   -1.479574   -0.000000 
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     H          0.382858    1.803316   -0.000000 

     H         -2.861103   -0.580545    0.000000 

     H         -1.548699   -2.549715    0.000000 

     H          0.928073   -2.346068   -0.000000 

 

2,4-Dithiouracil  

     S          2.648906    0.810211    0.000000 

     S         -2.601781    1.024763    0.000000 

     N          0.000000    0.657935    0.000000 

     N          1.108270   -1.338762    0.000000 

     C          1.206454    0.022944    0.000000 

     C         -1.258878    0.087743    0.000000 

     C         -0.083723   -2.006240    0.000000 

     C         -1.251273   -1.349578    0.000000 

     H          0.036563    1.668023    0.000000 

     H          1.984519   -1.834773    0.000000 

     H         -0.015620   -3.084554    0.000000 

     H         -2.192815   -1.871703    0.000000 
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Supplementary Discussion 1: Fits of the delay -dependent 

signals  

The integral of the difference signal and the amplitudes from the double Gaussian fit show 

similar delay-dependent behaviour and have thus been fitted with the same function: 

𝑆(𝑡)  =  ∑ 𝐴𝑖 ⋅𝑒𝑥𝑝 {−𝜏𝑖
−1 ⋅ (𝑡 − 𝑡0)} 𝑒𝑥𝑝 {0.5 ⋅ 𝜏𝑖

−2 ⋅ 𝜎2}

2

𝑖=1

⋅ [1 +  𝑒𝑟𝑓 (
𝑡 − 𝑡0 − 𝜏𝑖

−1 ⋅ 𝜎2

√2𝜎
)] 

 
 
 

(1) 

 

The equation represents a Gaussian time-uncertainty function convoluted with two 

exponential decays. Here, Ai and τi are the amplitude and decay constant of the i-th 

component. t0 is the time-zero i.e., the overlap between pump and probe pulse, and σ 

describes the temporal resolution (with σ2 being the variance of the Gaussian function). The 

erf is the Gauss error function. The fitting range was restricted to -0.2 to +10 ps. 

First, the integral of the absolute difference signal (𝑆int
abs) was fitted. The fitted t0 value was 

used to correct the delays. Then, the integral of the positive (𝑆int
+ ) and negative (𝑆int

− ) 

contributions to the difference spectra were fitted with a fixed time uncertainty using the value 

from 𝑆int
abs. The results of all five fits are summarised in Supplementary Table 1. 

The full width at half maximum of the Gaussian time-uncertainty function is 190 ± 10 fs. This 

value includes the pulse duration of the UV pump and the x-ray probe pulse as well as 

temporal jitter 1,2. The time constant of the first decay component τ1 lies between 200 and 300 

fs for all fits with an average value of 235 ± 10 fs. For the second decay constant τ2, only two 

fits give values within the picosecond range (~200 ps). The other values are within nano- or 

even microsecond range with similarly large fitting errors (noted with >1000 in table S1). 

Increasing the delay range for the fit does not improve the values for τ2. The values for τ1 stay 

similar. A normalized plot in Supplementary Figure 1, allowing for a better comparison of the 

positive and negative signal decay, confirms that the observed decays on the positive and 

negative lobe are equal. 
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 𝑆int
abs 𝑆int

−  𝑆int
+   

σ / fs 81± 5 - - 

t0 / fs -56 ± 4 2.0 ± 4.0* -6 ± 6* 

A1 43 ± 4 31 ± 2 12 ± 2 

τ1 / fs 225 ± 30 250 ± 20 220 ± 40 

A2 46.5 ± 2 28.2 ± 0.8 17.5 ± 0.6 

τ2 / ps 200 ± 140 >1000 >1000 

offset 1.8 ± 1.0 1.0 ± 0.6 0.70 ± 0.6 

Supplementary Table 1 . Fitted parameters of delay 
dependent amplitudes and integrals. “-” indicates that the 

value from 𝑆int
abs has been used. t0 values with an asterisk 

(*) are evaluated after correcting the delays with t0 value 

from 𝑆int
abs. 

 

 

 
Supplementary Figure 1.  Integrated (absolute) signal for positive (red) and negative lobe 

(blue) of the S 2p difference spectrum normalized on the maximum. 
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Supplementary Discussion 2: Magnetic bottle sensitivity  

The data shown in the following plots (Suppl. Fig. 2 to 4) were recorded on a follow up 

beamtime to investigate the influence of different experimental parameters on the 

photoelectron spectra. 

In Suppl. Fig. 2, the solenoid (coil) current and thus the magnetic field inside the flight tube 

was changed. The electron spectra were recorded with a photon energy of 272 eV at a delay 

of 200 ps and a retardation voltage of -80 V. Panel a) shows the normalised difference spectra 

of the sulphur 2p photoline. The positive (red) and negative (blue) contributions broaden with 

increasing magnetic field and also shift towards lower kinetic energy. Additionally, panel b) 

shows the integrals of the positive and negative contributions of the spectra. The two lobes 

change signal strength in a counter-oscillatory way. Especially the negative lobe is stronger 

than the positive one at 200 mA which was the value also used for the data presented in this 

paper. 

In Suppl. Fig. 3, the coil current was kept constant at 200 mA and instead the retardation 

voltage was scanned across -80 V, while the kinetic energy is corrected for the change in 

retardation potential. Again, panel a) shows the difference spectra and b) the integrals of the 

positive and negative contributions. The counter-oscillation of the two lobe integrals is again 

observed. This is also the case for a photon energy scan around 272 eV shown in Suppl. Fig. 

4 where the coil current and retardation voltage are kept constant at values of 200 mA and -

80 V, respectively. 

Our systematic investigations of the difference spectra for various experimental settings 

exhibit the influence of cyclotron resonances on the relative amplitudes in the MBES, an 

aspect which is well known for this kind of electron spectrometer1. In future runs, the 

characterisation might be used to calibrate the MBES sensitivity. 

 
Supplementary Figure 2.  Scan of the coil current on the flight tube at 272 eV x-ray photon 

energy and -80 V retardation. a: false-color representation of the difference spectra of the 

photoline. b: integrated signal of positive (red) and negative (blue) contributions. 
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Supplementary Figure 3.  Scan of the retardation voltage at 272 eV and 200 mA coil 

current. a: false-color representation of the difference spectra of the photoline. b: integrated 

signal of positive (red) and negative (blue) contributions. 

 
Supplementary Figure 4.  Scan of the photon energy at 80V retardation and 200mA coil 

current. a: false-color representation of the difference spectra of the photoline. b: integrated 

signal of positive (red) and negative (blue) contributions. 
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Supplementary Discussion 3: Spectral oscillations  

To reduce the complexity of the data shown in Fig. 3, we show lineouts at the positive lobe's 

low and high kinetic energy edges at 98.8 eV (blue) and 101.2 eV (orange) in Suppl.  Fig. 5. 

In the delay region described above, both lineouts show an oscillation. They occur with 

opposite phase as expected for spectral shifts. At 150 and 400 fs, the underlying photoelectron 

signal shifts to lower kinetic energies, increasing the lineout at 98.8 eV while decreasing the 

lineout at 101.2 eV. In between these times, the photoelectron signal shifts to higher kinetic 

energies, reducing the lineout at 98.8 eV and increasing the 101.2 eV lineout.  At higher 

delays, the step size is too coarse to resolve such oscillation. 

 

 
Supplementary Figure 5 . Lineouts for the delay-dependent difference signal at 98.8 eV (blue 

line) and 101.2 eV (orange line). The two curves show out-of-phase oscillation within the first 

600fs. The grey dashed vertical lines mark the same positions as the dashed lines in Fig. 3. 
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Supplementary Discussion 4: Quantum chemical results  

The structure and the atom numbering of 2-thiouracil is shown in Suppl. Fig. 6. The most 

relevant molecular orbitals involved in the valence excitations are depicted in Suppl. Fig. 7 for 

the Franck-Condon geometry. The singlet states S1 and S2 have nπ* and ππ* character, 

respectively. At planar geometries, they originate from 27a’→7a’’ and 6a’’→7a’’ transitions. 

The triplet states T1 and T2 originate mainly from the same transitions of S2 and S1, apart from 

the spin-flipping, and therefore they have ππ* and nπ* character, respectively. T3 has a ππ* 

character and is mostly contributed by the transitions 5a’’→7a’’ and, to a lesser extent, 

6a’’→8a’’. 

Table S2 reports the main structural parameters of the optimized geometries. The planar 

equilibrium structures are indicated by an asterisk (S*
0,min, S*

1,min, etc.); the non-planar 

geometry optimization of the states T2 and T3 did not converge to a stationary point. At all 

minima, except for T*
1,min, the C‒S bond is elongated by ≈ 0.1 Å as compared to S0,min. A larger 

elongation of about 0.25 Å is found in the state S2. In the ground state the difference between 

the planar and non-planar minima S*
0,min and S0,min is negligible. In contrast, the states S1, S2 

and T1 have non-planar minima which are depicted in Suppl. Fig. 8 and involve an out-of-plane 

distortion of the C‒S bond, with pyramidalization angles in the range ≈ 35°‒50°. The 

stabilization energy, associated with this out-plane distortion, is 0.30 eV, 0.48 eV and 0.17 eV 

for S1, S2 and T1, respectively. 

The comparison between Supplementary Table 2 and Table 2 of Ref. 2 shows that the present 

optimized gas phase geometries agree very well with those obtained using the multi-state 

CASPT2 method. The main notable difference is a somewhat higher value of the 

pyramidalization angle p10324, around the N atom bridging the C=S and C=O groups. 

Supplementary Table 3 reports instead the non-planar and nearly planar minima obtained in 

Ref. 3 for 2-thiouracil in the presence of water solvent charges, which also agree nicely with 

the structures found in this work. This suggests that the same sets of geometries can be in 

principle visited by the wave packet both in the gas phase and in solution. 

 

 
Supplementary Figure 6.  Structure and atom numbering of 2-thiouracil. The carbons are 

gray, the nitrogens are blue, the hydrogens are white, the oxygen is red and the sulphur is 

yellow.  
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Supplementary Figure 7.  Most relevant orbitals involved in the valence excitations of 2-

thiouracil, evaluated at the S*
0,min geometry. 

 

 
Supplementary Figure 8.  Optimized structures of the non-planar minima of the excited states 

of 2-thiouracil. 

 

  planar geometries 

S*
0,min S*

1,min S*
2,min T*

1,min T*
2,min T*

3,min 

energy 
[eV] 

0.00 3.78 4.44 3.17 3.65 3.76 

r12 1.37 1.39 1.32 1.36 1.40 1.41 

r23 1.37 1.40 1.35 1.39 1.41 1.37 

r34 1.41 1.40 1.47 1.41 1.39 1.41 

r45 1.47 1.47 1.42 1.44 1.47 1.44 

r56 1.35 1.36 1.41 1.47 1.36 1.41 

r61 1.38 1.37 1.39 1.36 1.37 1.39 

r27 1.65 1.74 1.76 1.67 1.73 1.70 

r48 1.21 1.22 1.22 1.22 1.22 1.23 

α127 122.8 122.1 120.5 121.7 122.2 121.3 

α348 120.4 120.3 116.0 120.2 120.3 119.7 
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  non-planar geometries 

S0,min S1,min S2,min T1,min     

energy 
[eV] 

0.00 3.48 3.96 3.00     

r12 1.37 1.40 1.37 1.40     

r23 1.37 1.40 1.38 1.41     

r34 1.41 1.40 1.41 1.40     

r45 1.47 1.47 1.47 1.47     

r56 1.35 1.35 1.35 1.36     

r61 1.38 1.38 1.38 1.37     

r27 1.65 1.77 1.90 1.77     

r48 1.21 1.21 1.21 1.21     

α127 122.8 116.8 110.6 113.6     

α348 120.4 121.0 120.9 121.2     

p7213 -1.5 34.0 48.8 42.5     

p8435 -0.6 -3.2 0.8 2.1     

p10324 8.0 19.8 -10.8 -22.1     

p12651 1.5 -2.5 0.5 0.7     

Supplementary Table 2.  Geometrical parameters of the planar and 

non-planar equilibrium structures of the lowest electronic states of 2-

thiouracil, optimized at the (EOM-)CCSD/6-311++G** level. The 

largest structural changes with respect to S0,min  are highlighted in 

boldface. The bond distances rij are given in Å, the valence angles 

αijk and the pyramidalization angles pijkl are in degrees. pijkl is defined 

as the angle between the vector of the i‒j bond and the jkl plane. The 

dimension for the bond lengths is Å, for angles it is degrees. 

 

 

  (nearly) planar geometries 

S*
0,min 

1nπ*min 
1ππ*min 

3ππ*min 
3nπ*min  

r12 1.36 1.34 1.33 1.35 1.32  

r23 1.37 1.37 1.34 1.39 1.35  

r34 1.38 1.44 1.46 1.41 1.45  

r45 1.43 1.40 1.39 1.41 1.39  

r56 1.36 1.41 1.41 1.44 1.41  

r61 1.36 1.37 1.41 1.35 1.40  
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r27 1.65 1.74 1.73 1.69 1.74  

r48 1.25 1.25 1.27 1.25 1.25  

α127 123.9 122.3 120.8 123.1 121.2  

α348 120.5 116.2 115.9 117.2 115.9  

p7213 0.0 -1.2 -0.2 0.1 -1.6  

p8435 0.3 1.2 -0.2 1.3 1.1  

p10324 -9.0 -19.1 -11.2 -10.7 -11.2  

p12651 -0.3 -6.6 -7.8 -4.1 -3.5  

              

  non-planar geometries 

S0,min 
1nπ*’min 

1ππ*’min 
3ππ*’min 

3nπ*’min    

r12 1.36 1.39 1.37 1.39 1.39    

r23 1.37 1.41 1.39 1.41  1.41   

r34 1.38 1.38 1.38 1.37  1.37   

r45 1.43 1.44 1.44 1.44  1.45   

r56 1.36 1.37 1.37 1.38  1.37   

r61 1.36 1.35 1.36 1.34  1.36   

r27 1.65 1.79 1.86 1.77  1.78   

r48 1.25 1.25 1.24 1.25  1.25   

α127 123.9 118.4 112.6 115.8  111.2   

α348 120.5 119.7 120.9 120.6  120.9   

p7213 -0.0 32.2 45.6 37.5  41.5   

p8435 0.3 -1.5 0.3 0.4  0.0   

p10324 -9.0 9.5 4.2 6.7  6.5   

p12651 -0.3 -0.1 0.6 0.2  -0.4   

Supplementary Table 3.  Geometrical parameters of the nearly 

planar and non-planar equilibrium structures of the lowest electronic 

states of 2-thiouracil, reported by Teles-Ferreira et al.5. The largest 

structural changes with respect to S0,min  are highlighted in boldface. 

The bond distances rij are given in Å, the valence angles αijk and the 

pyramidalization angles pijkl are in degrees. pijkl is defined as the 

angle between the vector of the i‒j bond and the jkl plane. The 

dimension for the bond lengths is Å, for angles it is degrees. 

 

 

The EOM-CCSD electronic energies at the planar and non-planar minima of the different 

electronic states are reported in Supplementary Table 4 and plotted in Suppl. Fig. 9. The 

excitation energies at the ground state equilibrium (S0,min) are larger by ≈ 0.4 eV compared to 
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those obtained by multi-reference calculations, although the spacing between the levels is 

similar. Indeed, the S2 ← S0 vertical excitation energy agrees quite well with the experimental 

gas phase UV absorption spectrum of thiouracil 4. As shown in Suppl. Fig. 9, the potential 

energy surfaces of the states S1 and T2, both of nπ* character, are nearly parallel. 

 

 
 

Supplementary Figure 9.  EOM-CCSD/6-311++G** electronic energies of the lowest singlet 

and triplet states of 2-thiouracil, calculated at the planar and non-planar minima of the different 

states. 

 

 

 

 

 

  State 

  S0 S1 S2 T1 T2 T3 

  - 1(27a’→7a’’) 1(6a’’→7a’’) 3(6a’’→7a’’) 3(27a’→7a’’) 3(5a’’→7a’’) 
3(6a’’→8a’’) 

S*
0,min 0.00 4.00 4.77 3.43 3.86 3.98 

S0,min 0.00 3.99 4.76 3.43 3.85 3.98 

S*
1,min 0.24 3.78 4.57 3.29 3.65 4.09 

S1,min 1.34 3.48 4.34 3.19 3.21 5.03 

S*
2,min 0.46 4.10 4.44 3.46 4.02 4.05 

S2,min 1.86 3.68 3.96 3.16 3.40 5.48 

T*
1,min 0.39 4.19 4.69 3.17 4.06 3.97 

T1,min 1.25 3.53 4.13 3.00 3.32 4.87 
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T*
2,min 0.22 3.78 4.59 3.29 3.65 4.08 

T*
3,min 0.19 3.96 4.65 3.29 3.82 3.76 

Supplementary Table 4.  EOM-CCSD/6-311++G** electronic energies (in eV) of the lowest 

singlet and triplet states of 2-thiouracil, calculated at the planar and non-planar minima of 

the different states. For each state the dominant orbital transitions are reported. Energies 

are given in eV. 
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Supplementary Discussion 5: Calculated state - and geometry -

dependent pump -probe XPS spectra  

Photoelectron spectra are calculated at different geometries considering an ionisation process 

starting from the states S1, S2, T1, T2 and T3. The reference “pump-off” spectrum, with 

ionisation starting from S0, is calculated only at the ground state minimum. For each geometry 

x the spectrum 𝜎𝑛
𝑥(𝐸) from the state n is given as a sum of contributions associated with the 

three 2p orbitals, 

 𝜎𝑛
𝑥(𝐸)  =  𝐶 ∑ 𝐴𝑖𝑛

𝑥  𝑔(𝐸 − 𝐸𝑖𝑛
𝑥 )3

𝑖 = 1  , 

where C is a constant, 𝐸𝑖𝑛
𝑥  is the ionization potential from the 2pi orbital for the state n at the 

geometry x, evaluated by the EOM-IP-CCSD approach, and 𝐴𝑖𝑛
𝑥  is the ionization probability, 

approximated as the geometric average between the norms of the left and right Dyson 

orbitals5. The function g(·) is used to broaden the stick transitions in order to allow the 

comparison with experiment; the calculated profiles are obtained by applying a Gaussian 

broadening with a standard deviation of 1.5 eV. Since in the EOM-IP-CCSD procedure the 

valence excited states are described by unrestricted wavefunctions, the two binding energies 

for the α and β electrons differ by 0.0-0.1 eV and have been averaged in the calculation of 𝐸𝑖𝑛
𝑥 . 

The (geometry-dependent) pump-probe signal 𝑆𝑛
𝑥(𝐸), associated with population on a given 

state, is obtained as the difference 

 𝑆𝑛
𝑥(𝐸)  = 𝜎𝑛

𝑥(𝐸)  −  𝜎𝑆0

𝑆0,𝑚𝑖𝑛(𝐸)  . 

The calculated pump-probe spectra are shown in Supplementary Figures 10 and 11 for the 

planar and non-planar geometries, respectively. Note the general trend for the binding 

energies T3 < S2 < T1 < S1 ≈ T2. 
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Supplementary Figure 10.  Binding energies of the 2p electrons (top panels) and pump-probe 

spectra (bottom panels) evaluated for different electronic states and different planar stationary 

geometries. The ionization intensities are estimated using Dyson orbital norms. 

Supplementary Figure 11.  Binding energies of the 2p electrons (top panels) and pump-

probe spectra (bottom panels) evaluated for different electronic states and different fully 

optimized geometries. The ionization intensities are estimated using Dyson orbital norms.  
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Supplementary Discussion 6:  Potential model fits  

We extend the discussion of Figure 4b of the main text. Although the linear trend is already 

visible in Figure 4b, the relation between the local charge and binding energy (or excited state 

chemical shift) becomes even more obvious, when taking geometrical effects into account. In 

this, we closely follow the potential model as introduced by Gelius6. 

We fit two different versions of the potential model. Model A is a simple linear relation between 

the binding energy Ebind and local charge at the probed atom (sulphur) QS: 

𝐸bind =  𝑘 ⋅ 𝑄S + 𝑙,  

with k and l as fit constants.  

We use the calculated Löwdin charges to perform a fit and deduce k and l from the dataset in 

Figure 4b. The values from this fit are plotted against the model potential binding energy on 

the x-axes and the ab initio binding energy on the y-axis in Supplementary Figure 12. This 

model leads to an R2 of 0.82.  

A better fit can be obtained when taking the charge and geometry of the environment of the 

sulphur atom into account: 

𝐸bind = 𝑘 ⋅ 𝑄S + ∑ 𝑄𝐴/𝑅𝐴S𝐴≠S + 𝑙, 

where the 𝑄S are the charges at all other atoms at their respective distances to the probed 

sulphur atom 𝑅𝐴S. The result of the fit is shown in Supplementary Figure 13. It makes the fit 

even better, increasing the R2 from 0.82 in the simple linear potential model to 0.92 in the 

more sophisticated potential model.  

The remaining discrepancies between the potential model and the ab initio binding energies 

are due to final state effects including electronic relaxation. These effects have been discussed 

in the static literature (see for example Ref. 7). 

 

 
Supplementary Figure 12. Binding energy from the ab initio calculations vs binding energy 

from the simple potential model for the dataset in Figure 4b.   
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Supplementary Figure 13.  Same as Supplementary Figure 12 but using a geometrically 

corrected potential model.  
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Supplementary Discussion 7: Exceptions in the clustering 

according to electronic state  

The data of Suppl. Table 2 allows us to explain the exceptions in the clustering according to 

electronic states reported in Figure 4(b) of the main text. For example, the dots for the T1 state 

at the planar T1 minimum (T*1,min) are quite separated from the rest of the T1 cluster. A probable 

reason is that this geometry is quite similar to the Frank-Condon (FC) point, except for a slight 

elongation of the C=C bond. In particular, in contrast to the other excited state minima, the C-

S bond distance is relatively short. Therefore, it is easier for the electron hole created by UV 

excitation on the S atom to redistribute partially on the neighbouring atoms. Then, the 2p 

binding energy decreases.  

The opposite is true for the dots of the S2 state at the planar S2 minimum (S*2,min). Indeed, 

among the planar geometries, this is the one with the largest C-S bond distance, so that the 

hole is more likely to localize on the S atom. 

Note that, although these points shift away from their clusters, the shift always correlates with 

the electron binding energy: the higher the partial charge on the S atom, the higher the 

ionization potential. 
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Supplementary Discussion 8: Pulse energy scans  

Power-dependent scans were performed for x-ray only probing (Suppl. Fig. 14) to assure that 

the x-ray induced photoelectron signal is not saturated. The resulting x-ray pulse energy 

distribution used in the experiment is shown in Suppl. Fig. 14c. Similarly, UV-power scans 

were performed (Suppl. Fig. 14) to avoid UV induced saturation effects. Here, the absolute of 

the total difference intensity is plotted as a function of UV pulse energy. The resulting pulse 

energy histogram with energies in the linear excitation regime is given in Suppl. Fig. 14d. 

 
Supplementary Figure 14 . Pulse energy scans for UV pump and x-ray probe pulse. a: X-ray-

only S 2p photoelectron signal as a function of x-ray pulse energy. b: Integrated absolute 

difference signal at S 2p photoline as a function of UV pulse energy. c and d: X-ray and UV 

pulse energy distribution for the experimental data shown in the paper. The vertical black lines 

mark the centre of gravity of the distributions. They are also inserted in a & b for comparison 

to the pulse energy scans. 
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Supplementary Discussion 9: Data handling  

Data handling procedure.  The data presented covers about 8 million FEL shots. All electron 

time-of-flight traces have been normalised on FEL pulse energy prior to further processing. As 

shot-to-shot FEL photon energies are not delivered by FLASH, long term drifts and trends over 

the FEL pulse train have been tracked with the sulphur 2p photoline itself and corrected via 

self-referencing the photoline using the following procedure. 

In order to determine the photoline position in the time-of-flight spectra better, a number of 

200 consecutive pulse trains (20s of data, 50 pulses per train) were averaged pulse-wise. The 

resulting 50 spectra were fitted with a Gaussian function within a 200 ns window around the 

expected photoline position. However, only every second shot can be used to evaluate the 

influence of the FEL on the spectrum as the other half was additionally influenced by the UV 

pump. The trend over pulse train of the remaining 25 values is fitted with a second order 

polynomial. The resulting curve is used to shift the original 10,000 raw spectra. To track not 

only the trends over the pulse trains but also long-term shifts, the overall mean of the photoline 

position of the first of those processed data chunks is set as a global reference. The raw 

spectra for all data chunks are shifted towards this reference utilizing the (for each chunk 

determined) pulse train trend of the average spectra. 

After that, shot-to-shot difference spectra were calculated and the resulting spectra were 

binned by delay. The delays were corrected by means of the bunch arrival monitor (BAM) 

which measures the arrival of the electron bunches and thus gives information on the arrival 

time jitter of the x-ray pulses8,9. The delay binning was chosen in such a way that all bins have 

similar statistics (~73,000 shot pairs per bin). In combination with the delay correction via BAM, 

this allows a finer binning for delays close to time-zero than experimentally set. 

 

Influence of the data handling on the experimental  spectra . Both the spectral fluctuations 

of the x-ray pulse and the pump-probe delay fluctuations are potentially smearing out spectral-

temporal signatures of the molecule. These fluctuations are resulting from the fact that the 

free-electron-laser is starting its lasing process from noise, part of the temporal jitter is due to 

other stabilization issues. Several papers have been devoted to investigate the issues of delay 

jitter (in Suppl. Refs. 8,9) and we systematically investigated the effect of spectral and timing 

jitter on time-resolved photoelectron spectra in Suppl. Ref. 10.  

The delay time jitter in our data is about 300 fs. While the photon energy jitter primarily 

changes the position and the width of the photoline, this delay jitter may also change the shape 

of the observed photoline. Applying a correction to the delays by tracing the arrival time of the 

x-ray pulses already eliminates a significant part of the random fluctuations in the time-

dependent difference spectra. This has been demonstrated before in Suppl. Refs. 8,9. For the 

difference spectra here, it makes the spectral oscillations in the region between 100 and 

101 eV become visible (see Figure 4b in Suppl. Ref 10). 

The most obvious ‘missing’ spectral feature is the sulphur photoelectron line spin-orbit splitting 

of 1.2 eV, that cannot be identified in our data. Since we do not have a single-shot spectral 

tool available, we used self-referencing for spectral correction. Based on a combination of 

simulations and data, we found that shot-to-shot correction by self-referencing of the photoline 

can correct the jitter and drifts in the static case. For pump-probe difference spectra, however, 

the correction of unpumped shots can only be achieved by well-adapted averaging of the data 

and utilising correlations in the pulse train of the FEL. Nonetheless, this allows to correct long-

term drifts of the FEL photon energy. Thus, our method does not influence the shot-to-shot 

statistics, but narrows the long-term averaged statistics and improves it by a factor of 2-3. 
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