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Abstract

Understanding the changes that follow UV-excitation in thionucleobases is of great im-
portance for the study of light-induced DNA lesions and, in a broader context, for their
applications in medicine and biochemistry. Their ultrafast photophysical reactions can
alter the chemical structure of DNA - leading to damages to the genetic code - as proven
by the increased skin cancer risk observed for patients treated with thiouracil for its
immunosuppressant properties.

In this thesis, I present four research papers that result from an investigation of the
ultrafast dynamics of 2-thiouracil by means of ultrafast x-ray probing combined with
electron spectroscopy. A molecular jet in the gas phase is excited with a uv pulse and
then ionized with x-ray radiation from a Free Electron Laser. The kinetic energy of the
emitted electrons is measured in a magnetic bottle spectrometer. The spectra of the
measured photo and Auger electrons are used to derive a picture of the changes in the
geometrical and electronic configurations. The results allow us to look at the dynamical
processes from a new perspective, thanks to the element- and site- sensitivity of x-rays.

The custom-built URSA-PQ apparatus used in the experiment is described. It has
been commissioned and used at the FL24 beamline of the FLASH2 FEL, showing an
electron kinetic energy resolution of ∆E/E ∼ 40 and a pump-probe timing resolution of
190 fs. X-ray only photoelectron and Auger spectra of 2-thiouracil are extracted from
the data and used as reference. Photoelectrons following the formation a 2p core hole
are identified, as well as resonant and non-resonant Auger electrons. At the L1 edge,
Coster-Kronig decay is observed from the 2s core hole.

The UV-induced changes in the 2p photoline allow the study the electronic-state dy-
namics. With the use of an Excited-State Chemical Shift (ESCS) model, we observe a
ultrafast ground-state relaxation within 250 fs. Furthermore, an oscillation with a 250 fs
period is observed in the 2p binding energy, showing a coherent population exchange be-
tween electronic states. Auger electrons from the 2p core hole are analyzed and used to
deduce a ultrafast C−S bond expansion on a sub 100 fs scale. A simple Coulomb-model,
coupled to quantum chemical calculations, can be used to infer the geometrical changes
in the molecular structure.
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Introduction

Deoxyribonucleic acid, or DNA, is the blueprint of life. It contains the information used by
cells to produce the structures needed for their functioning by encoding the arrangement
of amino acids in proteins [1].

The information is represented as a sequence of nucleobases (Adenine, Cytosine,
Thymine and Guanine) forming a code for the amino acid sequences that constitute
proteins. DNA is formed by a double-helix of two strands of nucleobases, each strand
consisting of a dextrose-phosphate backbone linking the nucleobases in sequence. The
two strands are bound together by hydrogen bonds between pairs of nucleobases, with
Adenine binding to Cytosine and Thymine to Guanine [2, 3].

Mutations and damage to the DNA molecule break the integrity of the genetic infor-
mation. Although in rare occasions these mutations are beneficial to the carrier (after
all, this is the process that drives evolution), a large fraction of these mutations have
unfavorable effects such as cancer [4] or cell death. Highly energetic albeit non ionizing
radiation such as UV light can induce chemical changes in DNA [5,6], where the electronic
excitation caused by the absorption of UV light induces the rearrangement of chemical
bonds, leading to mutations.

A prominent example of such UV induced damages is the cross linking of neighboring
pyrimidines (cytosine, thymine and uracil) by the formation of Cyclobutane Pyrimidine
Dimers (CPD) [7–9]. In humans, skin tissue takes the blunt of UV irradiation from sun-
light, and thus CPD formation is the most common source of skin cancers [10,11].

Active repair mechanisms for this kind of lesions are used by the cell [8] to reduce the
incidence of mutations, but a first barrier that reduces the rate of photodamage is built
into the pyrimidine basis themselves. A hint for this mechanism was first observed by
Daniels and Hauswirth [12] in 1971, with the measure of the low quantum yield for UV
induced fluorescence in pyrimidines. Further research showed that the effect is caused by
ultrafast electronic relaxation back to the ground state, converting the excitation energy
from electronic energy into heat and suppressing fluorescence [13–16], as the initially ex-
cited fluorescent state is no longer active. Such fast relaxation allows the molecule to
spend little time in the active excited state that can lead to the formation of CPD, sup-
pressing the rate of formation for UV induced DNA lesions [17–19].

This defense mechanism is inhibited in thionucleobases, a class of molecules derived
from canonical nucleobases by substituting one or more oxygen atoms with the chemically
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similar sulfur [20]. They show a high UV-induced yield of the long-lived, chemically active
triplet state, leading to much higher rates of lesion formation [21, 22]. Thionucleobases
can function as substitutes for their canonical counterparts in nucleic acids [23], have
been suggested as components of primordial RNA molecules [24, 25]. They are actively
used in medicine as immunosuppressants [26], and are of interest in biochemistry for their
cross-linking capabilities [27].

Substituting oxygen atoms with the much heavier sulfur leads to changes in the pho-
tophysics [28]. Firstly, a shift of the UV absorption from the UVC to the UVA region is
seen [29,30], leading to a higher likelihood of photoexcitation due to the higher abundance
of UVA in the sun irradiation. Second, UV-excited thionucleobases produce the afore-
mentioned long-lived triplet states, leading to cross linking [21, 22] and to the formation
of reactive singlet oxygen [31,32].

These changes negatively affect the ability of nucleic acid containing thionucleobases
to resist UV-induced photodamage, as shown by the increased skin cancer risk for patients
treated with these molecules for immunosuppression [33]. On the other hand, the high
reactivity of the triplet state could open another route to targeted photoinduced cancer
therapy [34,35].

Ultrafast transitions such as the one observed in pyrimidines proceed through phase-
space configurations that do not allow the use of the Born-Oppenheimer Approximation
(BOA), one of the most useful tools in molecular physics [36]. The BOA allows for separate
treatment of the electronic and nuclear degrees of freedom of a molecule, significantly sim-
plifying the study of the molecular dynamics. However, non-radiative ultrafast transitions
require explicit modeling of the energy interplay between the electronic and nuclear mo-
tion. This complicates the theoretical study of the molecular dynamics [37,38], as well as
introducing challenges in the experimental investigation of such phenomena [13,14,16,39].

The strong differences in triplet state yield observed between canonical and thionucle-
obases must be due to different electronic relaxation pathways following UV excitation.
We chose 2-thiouracil (2TU) as a sample to study such molecular dynamics. The absence
of tautomerization [40] and the amount of information already available on 2TU makes
it a natural choice for further study. It has been the focus of many recent experimental
investigations, both in solution and gas phase [30, 41, 42], as well as theoretical studies
with different computational methods [43–46]. From the available studies, a sketch of
the reaction pathway that follows UV absorption can be constructed. Light excites the
molecule to the S2 state, with 1ππ∗ electronic character: the molecule then undergoes an
ultrafast transition, on a time scale of 60-80 fs, to the 1nπ∗ S1 state. The S1 state acts as a
doorway to the triplet states via intersystem crossing, with a time constant of about 500fs.

In this work, the ultrafast dynamic of 2TU is investigated by the use of gas phase
UV-pump, x-ray probe electron spectroscopy [47]. In our case, a UV ‘pump’ pulse is
used to excite 2TU to the S2 state. After a controllable delay, an x-ray ‘probe’ pulse is
used to ionize core orbitals in the target molecule, and the kinetic energy of the resulting
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photo and Auger-Meitner electrons is measured. Repeating this investigation for a range
of pump-probe delays, we can reconstruct the dynamics that follows UV excitation from
the recorded kinetic energy electron spectra.

The use of a gas phase target allows direct comparison of the obtained results to
ab initio quantum simulations, allowing experiments to be used as a benchmark for the
theoretical calculations. It also enables charged-particle methods for probing, such as
electron spectroscopy [48]. Moreover, gas phase experiments have enhanced sensitivity to
quantum coherence effects, a kind of measurement that is not feasible in the liquid phase
due to water-induced decoherence.

Using x-rays as probe pulse allows for a different kind of investigation when compared
to other setups where photoionization is carried out by UV or visible light. Due to their
high energies, x-rays can target localized core orbitals on the sample, as opposed to the
spread-out valence orbitals, and can therefore be used for site-specific studies. Photoelec-
tron experiments focusing on valence electrons are affected by both electronic and nuclear
dynamics, complicating the interpretation of the results. The use of x-rays enables the
study of the dynamics from a different point of view, with higher sensitivity to local elec-
tronic structure changes.

This local sensitivity derives from the difference in the electron emission spectra of
each element present in the sample. Each element in the sample can be identified by the
characteristic spectrum of the emitted electrons, and since the electronic binding energies
of an atom depend also on its chemical environment, this technique gives site-selective
information [49].

The development of coherent, high-brilliance FEL sources enabled this new type of
investigations. Ultrafast x-ray spectroscopy has been initially developed on molecular
metal centers at the K-edges in the hard x-ray [50–52] and L-edges in the soft x-ray
region [53, 54]. More recently, studies at the soft x-ray edges of oxygen, nitrogen and
carbon have employed this technique on purely organic molecules [55, 56].

By observing the variations in the photoelectron spectra on an ultrafast time scale, it
is possible to follow changes in the electron distribution during reactions [57]. Results in
thymine have tracked ultrafast relaxation from the UV excited 1ππ∗ to 1nπ∗ state [58].
Moreover, a CO bond expansion has been inferred from the changes in the observed
Auger-Meitner electrons [59].

The results contained in this thesis have the objective of investigating the ultrafast
dynamics of 2-thiouracil. The papers presented explore the nuclear and electronic changes
that follow UV-excitation, using data from photoelectron and Auger emission from the
sulfur L-edge.

Chapter 1 introduces concepts of molecular and ultrafast physiscs, and provides the
foundations for the following discussion. Chapter 2 describes the experimental setup and
the details of its operation. The results are exposed in chapter 3, through four research
papers. A x-ray only static study concentrates on the x-ray electron spectra of sulfur in
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2TU; while x-ray data on sulfur is readily available, this is the first time (to my knowledge)
such data is made available for 2TU. Two dynamical studies are presented, focusing on
the nuclear and electronic dynamics respectively. The electronic dynamics is investigated
by following changes to the binding energy, sensing the chemical environment [60]. The
nuclear geometry changes are followed by studying Auger electrons, on the basis that
their energy spectrum depends on the spatial distribution of the charge of neighboring
atomic cores. An additional paper describing the construction and commissioning of the
experimental apparatus is also presented. The two appendices focus on the experimental
control and data analysis techniques that I developed and used to obtain the results
shown.
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Chapter 1

Elements of molecular and ultrafast
physics

The goal of this chapter is to provide the reader with the elements of molecular and
ultrafast physics needed to understand the research papers contained in chapter 3. An
overview of molecular physics and of the Born-Oppenheimer Approximation is given in
section 1.1. Section 1.2 introduces the biological and physical properties of nucleobases
and analyzes their ultrafast behaviour. Section 1.3 concentrates on light-matter inter-
actions, focusing on the UV and x-ray parts of the electromagnetic spectrum. Finally,
section 1.4 shows how ultrashort light pulses can be used in a pump-probe setup to create
‘molecular movies’ of ultrafast phenomena. This technique can be used to shed light on
the ultrafast dynamics of thionucleobases.

1.1 Molecules and Born-Oppenheimer Approxima-

tion

Describing the structure and behaviour of molecules can shed light on a variety chemical
and biological processes, and is therefore one of the most important tasks in molecular
physics. Except for the simple case of the hydrogen atom, with one electron and one proton
only, describing more complex atomic and molecular systems requires the introduction of
many-body interactions. Therefore, approximations have to be used to model molecules.
The Born-Oppenheimer Approximation (BOA) is a most useful tool in the study of such
systems, allowing separate treatment of the electronic and nuclear degrees of freedom.
However, most ultrafast molecular transitions proceed through violation of the BOA, with
radiationless transitions dissipating energy without the emission of light. This section
will introduce the basic techniques used to model this type of quantum systems and their
limitations.

1.1.1 Molecular Hamiltonian

The fist step for the construction of a quantum mechanical model for a molecule is the
description of the degrees of freedom (DOF) available to the system, and their different
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16 CHAPTER 1. ELEMENTS OF MOLECULAR AND ULTRAFAST PHYSICS

contributions to the overall energy. Treating the atomic nuclei as point particles, we iden-
tify the nuclear and electronic coordinates and their relative momenta as the DOF. Since
the system is translation invariant, only relative coordinates are needed.

As an example, we will treat the case of a diatomic molecule composed of two atoms
A and B, with nuclear masses MA and MB and atomic numbers ZA and ZB respectively.
A full treatment for the general case can be found in [61]. Letting RA = (xA, yA, zA) be
the position vector for A and similarly for RB, the kinetic energy of the two nuclei is then
described as:

T̂N = −∇
2
RA

2MA

− ∇
2
RB

2MB

= −∇
2
R

2µ
(1.1)

Where R = RA−RB is the relative coordinate and µ =
(

1
Ma

+ 1
MB

)−1
is the reduced

mass. ∇ = ( ∂
∂x
, ∂
∂y
, ∂
∂z

) is the gradient vector.

The electronic component to the kinetic energy can similarly be written as:

T̂el = −
N∑
i=1

∇2
ri

2me

(1.2)

Where i iterates over electrons, up to a total of N . Regarding electrostatic poten-
tial energy, we have three types of interactions: nucleus-nucleus, electron-electron and
nucleous-electron. Respectively:

V̂NN =
1

4πε0

ZAZB
|R| ; V̂ee =

1

4πε0

N∑
i,j=1, i<j

1

|ri − rj|
;

V̂Ne = − 1

4πε0

(
N∑
i=1

ZA
|RA − ri|

+
N∑
i=1

ZB
|RB − ri|

) (1.3)

Using atomic units, where me = 1 and 1
4πε0

= 1, we can now write the full Hamiltonian
by combining together equations 1.1, 1.2 and 1.3:

Ĥ = −∇
2
R

2µ
−

N∑
i=1

∇2
ri

2
−

N∑
i=1

ZA
|RA − ri|

−
N∑
i=1

ZB
|RB − ri|

+
ZAZB
|R| +

N∑
i,j=1, i<j

1

|ri − rj|
(1.4)

Solving Eq. 1.4 provides many challenges to both analytic and numerical approaches.
A multitude of methods and approximations have been proposed, the most notable is
perhaps the Born-Oppenheimer Approximation (BOA), first introduced in 1927 by M.
Born and J. R. Oppenheimer [36].
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1.1.2 Nuclear dynamics in the Born-Oppenheimer Approxima-
tion

The idea at the core of the BOA is to decouple the motion of the nuclei from the one of
the electrons, with the former being virtually motionless on the time scales of electronic
motion. This is justified by the large mass difference between electrons and nuclei, giving
very different inertias to the two subsystems while the forces acting on them are the same
(coulomb interactions).

Continuing the derivation of the previous section, we can divide the Hamiltonian in
Eq. 1.4 in two components, isolating the nuclear kinetic energy from the rest:

Ĥ = T̂N + Ĥel; Ĥel = T̂el + V̂NN + V̂ee + V̂Ne (1.5)

Let ϕi(R, r) be a complete and orthonormal set of eigenvectors for Ĥel with eigenval-
ues Vk. Note that Ĥel(R, r) depends only parametrically on R, since it does not contain
any differential term in R. The same will hold for the eigenvalues Vk(R).

Without loss of generality, we can write all solutions to Ĥ as:

Ψ(R, r) =
∑
i

Φi(R)ϕi(R, r) (1.6)

with:
ĤΨ(R, r) = EΨ(R, r) (1.7)

Multiplying both sides of Eq. 1.7 by ϕ†k(R, r) and integrating over r, we get:

〈ϕ†k(R, r)|T̂N + Ĥel|
∑
i

Φi(R)ϕi(R, r)〉r = 〈ϕ†k(R, r)|E|
∑
i

Φi(R)ϕi(R, r)〉r (1.8)

The ϕk are eigenvectors of Ĥel, and 〈ϕi(R, r)|ϕk(R, r)〉r = δik, therefore:∑
i

〈ϕ†k(R, r)|T̂N |Φi(R)ϕi(R, r)〉r + Vk(R)Φk(R) = EΦk(R) (1.9)

Let us first calculate explicitly the term:

T̂N |Φi(R)ϕi(R, r)〉 = − 1

2µ
|∇2

R [Φi(R)ϕi(R, r)]〉

= − 1

2µ

[
|Φi(R)∇2

Rϕi(R, r)〉+ |∇Rϕi(R, r)∇RΦi(R)〉+ |ϕi(R, r)∇2
RΦi(R)〉

]
= − 1

2µ

[
|Φi(R)∇2

Rϕi(R, r)〉+ |∇Rϕi(R, r)∇RΦi(R)〉
]

+ |ϕi(R, r)〉T̂NΦi(R)

(1.10)

Combining equations 1.9 and 1.10, we arrive at a set of coupled eigenvalues equations for
the nuclear wavefunctions Φi(R):[

Ĥk + T̂N + Vk(R)
]

Φk(R) = EΦk(R) (1.11)
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Where the coupling operator Ĥk is given by:

Ĥk = − 1

2µ

∑
i

[
〈ϕk(R, r)|∇2

R|ϕi(R, r)〉r + 〈ϕk(R, r)|∇R|ϕi(R, r)〉r∇R

]
(1.12)

The Born-Oppenheimer Approximation consists in neglecting the coupling Ĥk. In this
case, Eq. 1.11 reduces to a set of decoupled equations for nuclear motion, one for each
electronic state: [

T̂N + Vk(R)
]

Φk(R) = EΦk(R) (1.13)

The absence of the coupling term given in Eq. 1.12, that involves the nuclear gradient
operator acting on the electronic part of the wavefunction, means that the electronic
wavefunction is considered to be instantaneously adapting to nuclear motion, without
memory of past nuclear positions.

Therefore, the electronic energies Vk(R) act as external potentials, and are usually
referred to as Born-Oppenheimer Potential Energy Surfaces (PES), since they define the
energetic landscape for nuclear motion.

In most cases, the approximation is justified. Since 1
2µ

is a small number1, the terms

Ĥk are small and can indeed be safely neglected. However, when the energies of different
electronic states are close to degeneracy, the first term in Eq. 1.12 diverges. This fact can
be made explicit by calculating the coupling operator element:

〈ϕk|∇2
R|ϕi〉r =

〈ϕk| [∇2
R, Hel] |ϕi〉r

Vk(R)− Vi(R)
(1.14)

Therefore, for nuclear configurations that correspond to degenerate (or close to de-
generate) electronic energies, the BOA breaks down. In such configurations, the nuclear
motion cannot be decoupled from the electronic dynamics, and the full coupled equations
must be used.

Figure 1.1 a) shows an example of PES for various electronic states in a diatomic
molecule. In this case, the surfaces are one dimensional since there is only one internu-
clear coordinate; for larger molecules, the PES become a multidimensional manifold.

1We remind the reader that we are using atomic units where me = 1. In usual unit, this term would
be proportional to the ratio of me to µ



1.1. MOLECULES AND BORN-OPPENHEIMER APPROXIMATION 19

0.5 1.0 1.5 2.0 2.5 3.0 3.5
Internuclear Distance [a.u.]

0

1

2

3

4
En

er
gy

 [a
.u
.]

a)

0.5 1.0 1.5 2.0 2.5 3.0 3.5
Internuclear Distance [a.u.]

0

1

2

3

4 b)

Figure 1.1: a) Potential Energy Surfaces (PES) Vk(R) for various elec-
tronic levels in a diatomic molecule. b) Eigenfunctions Φk(R) of one of
the shown PES.

In Fig. 1.1 b) the eigenstates of one of the PES are shown. Since the PES act as
potentials for nuclear motion, vibrational excitations can be described as a population
of one or more of the so-obtained vibronic levels. When a coherent superposition is
constructed (e.g. through excitation with an ultrafast laser pulse), the excited population
evolves as a wavepacket oscillating in the potential well. Due to the anharmonicity of the
potential, dispersion and revival phenomena are observed [62].

1.1.3 When BOA breaks down: ultrafast dynamics

The previous section introduced the BOA and its uses for modeling molecular dynamics.
However, Eq. 1.14 shows how in some configurations this approximation breaks down,
giving rise to interesting phenomena where the electronic and nuclear degrees of freedom
are coupled and able to exchange energy. This happens when the potential energy surfaces
of neighboring electronic states become degenerate and/or cross.

Section 1.1.2 shows the derivation of the BOA for a diatomic molecule. In this case, the
PES of states with the same spin symmetry cannot cross due to the Von Neumann non-
crossing rule [63]. For larger molecules, this constraint is lifted, and the multi-dimensional
landscape defined by the PES can include crossing.

An example of such configurations is shown in Fig 1.2, where the PES correspond-
ing to two different electronic states cross each other. In the crossing region, the energy
states are close to degeneracy and the nuclear and electronic motion are coupled. Such
a region is referred to as a Conical Intersection (CI) [37, 64]. Some other configurations,
called Avoided Crossings, lead to manifolds that never reach degeneracy due to symmetry
constraints, but are still in violation of the BOA assumptions [63,65,66].
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Conical Intersection Avoided Crossing

Figure 1.2: Example of Conical Intersection and Avoided Crossing. The
horizontal plane represents the multi-dimensional configuration space of
the molecule, while the vertical axis shows the electronic energy for each
configuration. The two potential energy surfaces, drawn in blue and red,
undergo a conical intersection (left side) and an avoided crossing (right
side) when viewed along a molecular coordinate. The green arrow shows
a potential pathway for a molecular transition through the CI.

These configurations allow the molecule to transfer population between electronic
states non-radiatively, i.e. without emitting photons. Transitions usually happen on
an ultrafast timescale when compared to the radiative lifetime of electronic states [67,68],
and give rise to many interesting molecular phenomena.

Figure 1.3: Example of branching spaces in conical intersections for two
different topologies. In this view of the multi-dimensional landscape, the
electronic states are degenerate only in a single point. The two main
patterns for CI, Peaked (left) and Sloped (right) are shown. Image used
with permission from [69].
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It can be shown that for a given CI, the energy degeneracy occupies a N − 2 dimen-
sional space, where N is the number of atomic degrees of freedom [38]. The remaining
2-dimensional space in which the degeneracy is lifted (with the exception of a single point)
is called the branching space, and can be thought as the reaction-coordinate space for the
non radiative transition. Figure 1.3 shows examples of such spaces, where the PES de-
generacy is lifted except for a single point. Along the remaining N − 2 dimensions the
degeneracy is preserved, and the conical intersection appears as a seam between the PES.
Such space is named the seam space.

The probability of a transition is affected by the topology of the branching space [70].
Figure 1.3 shows the main classes of patterns: peaked (P) or sloped (S) intersections,
highlighting how the shape of the PES can guide the wavepacket in the vicinity of the
CI. In the case of sloped intersections, transitions from the lower to the upper surface are
also conceivable, provided the wavepacket approaches the intersection from the downhill
direction.

Moreover, the dynamical properties of the wavepacket as it approaches the CI play a
role in the transition probability (Laundau-Zener formula) [71, 72]. Since the Rabi oscil-
lation frequency between coupled states depends on the energy gap, the velocity at which
the two energies converge affects the relative phases of the wavepacket components that
cross the barrier at different energy gaps. This phase interplay creates a dependency of
the overall transition probability on the speed at which the system approaches the inter-
section.

The branching space can be determined from the energy structure of the intersecting
electronic states, and is spanned by the so-called h and g vectors, respectively the energy
difference and non-adiabatic coupling vector [73].

g =
1

2

(
〈Ψ1(R, r)|∇Ĥel|Ψ1(R, r)〉 − 〈Ψ2(R, r)|∇Ĥel|Ψ2(R, r)〉

)
h = 〈Ψ1(R, r)|∇Ĥel|Ψ2(R, r)〉

(1.15)

As an example of such degrees of freedom, Fig. 1.4 shows the h and g vectors for the
S2/S1 conical intersection in thymine. See section 1.2 for a more detailed discussion of
such ultrafast transitions in nucleobases.

Fig 1.5 shows a representation of such non-radiative transitions in a energy diagram.
They are usually classified as Internal Conversion (IC) or Inter System Crossing (ISC) de-
pending whether the transition happens between states with the same (for IC) or different
(for ISC) molecular spin.
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Figure 1.4: Basis vectors for the branching space of the S2/S1 coni-
cal intersection in thymine. The red arrows indicate the direction and
magnitude of the displacement of each atom in the molecule along the
given coordinate. Reprinted with permission from [74]. Copyright 2009
American Chemical Society.
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T1
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S0

Figure 1.5: Comparison between Internal Conversion (IC) and Inter
System Crossing (ISC). Excited singlet state are drawn in blue, triplet
states in red. IC moves population between states with the same spin
multiplicity, while in ISC the molecular spin state is changed. Other
possible transitions are shown, with dashed lines representing vibronic
relaxation and solid vertical lines corresponding to radiative transitions.

Since ISC is formally forbidden in non-relativistic quantum mechanics (as spin-orbit
coupling is a relativistic effect), selection rules favour transitions between states with the
same spin multiplicity. As a consequence, IC usually happens on much faster time frames
than ISC [75,76]. However, when an ISC transition involves a change in molecular orbital
type, the rate of ISC is significantly increased (a fact known as El-Sayed rule) [77] and
can be so high to compete with IC transitions [78,79].
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1.2 Thionucleobases

The photophysics of nucleobases is of particular importance in the understanding of pho-
toinduced DNA lesions such as CPD. This section will introduce canonical and noncanon-
ical nucleobases and their ultrafast UV-induced dynamics.

1.2.1 Nucleobases in DNA

The DNA (Deoxyribonucleic Acid) double-helix, discovered in 1953 by Watson and Crick
[2] on the basis of Rosalind Franklin’s ‘photo 51’ [80], is perhaps the most iconic molec-
ular structure in history. This structure, as shown in Fig 1.6 (right) consists of two long
strands of nucleotides joined together.

Each nucleotide is formed by a phosphate group, a deoxyribose sugar, and one of the
four nucleobases: adenine, cytosine, guanine and thymine [81] (respectively: A, C, G and
T). In RNA, thymine is substituted by uracil (U). The sugar and phosphate groups al-
ternate forming a backbone that links together the nucleotides in each strand. Hydrogen
bonds among pairs of nucleobases link together the two DNA strands, and together with
base-stacking interactions between neighboring nucleobases contribute in giving DNA its
double-helix structure [82]. This structure is shown in Fig 1.6 (left).

Nucleobases are heterocyclic aromatic compounds, derived from purine and pyrim-
idine. The purine-derived nucleobases are adenosine and guanine, while thymine and
cytosine are pyrimidine derivatives. In DNA, each base pair consists of a purine-derived
nucleobase bonded to a pyrimidine-derived one. The different bonding patterns of each
base-pair (two vs three hydrogen bonds) ensures that adenine bonds only to thymine and
guanine only to cytosine. [85]. As result of this complementarity, each strand contains
the full genetic information, allowing for the construction of the full DNA molecule based
on one strand only [81].

One of the functional roles of DNA is to store the information needed for protein
production in the cell [1,81]. Triplets of base-pairs, known as codons, are used to encode
the sequence of amminoacids in a polypeptide chain, with each codon corresponding to
one amminoacid. After transcription from DNA into RNA [86], ribosomes read the genetic
information and assemble proteins by bonding amminoacids in sequence. Once produced,
the protein folds into a functional three-dimensional structure. Errors in this process can
result in non-functional proteins, causing diseases or leading to cell death [87–90].

In nucleic acids, the cross linking of nucleobases can lead to lesions to the genome
such as the formation of cyclo pyrimidine dimers (CPD) or the so-called 6-4 dimers [6–9].
Since skin tissue receives most of the UV irradiation from the sun, the formation of CPD
is the leading cause of skin cancer in humans [10,11].
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Figure 1.6: Left: Double helix arrangement of the nucleotides strands
to form DNA. Image used under Creative Commons License from [83]).
Right: Structure of nucleotides and hydrogen bonding patterns between
nucleobases. Orange: deoxyribose, green: adenine, purple: thymine,
blue: guanine, red: cytosine. Image used under Creative Commons Li-
cense from [84].

1.2.2 Thionucleobases

In addition to the aforementioned nucleobases, other nucleobases are found in DNA and
RNA performing a variety of roles, from encoding epigenetic information to regulating
gene expression [20, 91]. They are known as non-canonical nucleobases, and are found in
both DNA and RNA [92, 93]. The first non-canonical nucleobase to be discovered was
5-methyl-cytosine [94], obtained from cytosine by the addition of a methyl group in posi-
tion 5.

Thionucleobases are a class of nucleobase analogues obtained by substituting one or
more oxygen atoms with sulfur, as shown in Fig 1.7 for 2-thiouracil (2TU). The chemical
similarities between oxygen and sulfur allow for thionucleobases to have similar chemistry
to their canonical counterparts, maintaining function when used as substitutes in nucleic
acids [23]. They are of interest in medicine for their use as immunosuppressants [26] and
in cancer therapy [29,34], and are used in biochemistry for their high cross linking ability,
especially towards pyrimidines such as thymine [23,27].
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Figure 1.7: Chemical structure of Uracil (a), 2-Thiouracil (b) and 2,4-
Thiouracil (c). One or both of the oxygen atoms is substituted with a
sulfur atom.

The presence of sulfur shifts the UV absorption spectra towards lower photon ener-
gies, from the UVC into the UVA region [29, 30], as shown in Fig. 1.8. The relatively
higher abundance of UVA radiation in earth’s atmosphere, together with the increased
tissue penetration depth of UVA radiation, makes thiated nucleobases more susceptible
to photoinduced damage than their canonical counterparts.

Figure 1.8: Molar absorptivity of canonical uracil (purple) and of thi-
ated uracils (green, blue, red), in aqueous phosphate-buffered saline so-
lution. A general shift of the absorption spectrum towards longer wave-
lenghts is observed for the sulfur substituted compounds. Image used
with permission from [30].

This shift in absorption is accompanied by a notable shift in the photophysics: thionu-
cleobases have a remarkably high yield for UV-induced triplet state generation. The long
lived triplet state can react with neighboring oxygen molecules leading to highly reactive
triplet oxygen. Moreover, the reactive triplet state catalyzes cross-linking reactions, with
the thiobase bonding to neighboring nucleobases or to amminoacids, creating lesions in
the genome [29].
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1.2.3 UV-induced ultrafast dynamics in thionucleobases

The high triplet state yield of thiated nucleobases is in contrast with the processes oc-
courring in canonical nucleobases following UV excitation, where ultrafast relaxation to
the ground state limits the time spent in active excited states [13–16], contributing to the
protection of DNA from UV-induced lesions. [17–19]. The discrepancy between thiated
and canonical nucleobases is caused by the different utrafast dynamics brought on by
the changes in the molecular potential energy surfaces caused by the oxigen-sulfur sub-
stitution [28]. Moreover, the classically-forbidden singlet to triplet transition is enhanced
by the presence of the heavier sulfur, since it features a stronger relativistic spin-orbit
coupling (a phenomenon known as the heavy-atom effect) [95].

In order to characterize the light-induced ultrafast processes in nucleobases, it is nec-
essary to study the changes in electronic configuration brought on by UV excitation. For
thionucleobases, UV absorption genreally excites the so-called S2 state, from which the
population quickly transfer to the lower laying S1 through a conical intersection [28]. The
subsequent population transfer to the triplet manifold happens through a variety of chan-
nels, with differences between each particular species. The complex topology of the PES
makes the study of such processes extremely challenging, both from a theoretical and an
experimental point of view. Occasionally, contrasting results make the interpretation of
the dynamics a difficult task. In 4-thiouracil, a transient absorption study measures a ISC
lifetime to the triplet manifold of 225fs [96]. However, another gas phase photoelectron
investigation from the same year infers a time constant for the same transition of several
picoseconds [97]. This discrepancy is unlikely to be solvent effect, as similar comparisons
between gas and condensed phases for 2-thiouracil studies agree quite well [42]. The use
of x-rays to probe such system may open a new avenue for giving insights on such complex
phenomena.

We now concentrate on the case of 2-thiouracil (2TU). S. Mai et al [44] have calculated
various molecular orbitals for 2TU, shown in Fig 1.9, that can be used as a reference for
understanding excited state electronic configurations.

The initial UV excitation populates states with 1πSπ
∗
2 and 1πSπ

∗
6 character [44], usually

referred to as S2 states [98,99], although it is worth noting that there is not yet a consensus
on the energy ordering of the Frank-Condon states [44,95,100]. They describe excitations
from the πS orbital, localized on the sulfur atom, to the π∗6 and π∗2 orbitals respectively,
localized on C6 and C2. In the case of 2TU, the relative contribution of these two states
to the total absorption is still object of debate [44].

The lowest singlet excited state, the 1nSπ
∗
2 S1, denotes excitation from the nS orbital

to the π∗2 orbital. In the relaxation dynamics following UV excitation, this state is thought
to act as a doorway for the long lived triplet states via inter system crossing (ISC) [41].

A possible relaxation pathway, obtained with nonadiabatic dynamics simulations at
the CASPT2 level [45] is shown in Fig 1.10. They predict the majority of the population
to excite the 1πSπ

∗
6 state, undergoing IC to the 1nSπ

∗ within 59fs, with the remaining
population flowing through the 1πSπ

∗
2/

1nSπ
∗ CI. Interestingly, an oscillation in the popu-
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Figure 1.9: Molecular orbitals for 2-thiouracil, numerically calculated
at different levels of theory (as indicated by the colored backgrounds).
Image used under Creative Commons License from [44].

lation interplay between the S1 and T1 states can be see for times > 200fs. The electronic
state transitions are accompanied by geometrical changes, most notably an elongation of
the C2 − S bond (detailed data of such elongation from [45] is shown in the paper of
section 3.4).

Figure 1.10: Simulated relaxation dynamics of 2-TU. After photoexci-
tation, population flows from the ππ∗ to the nπ∗ state through the S2/S1

canonical intersection. The triplet state is subsequently populated via
ISC from the nπ∗. Left: proposed relaxation pathway. Right: excited
state population interplay after UV excitation. Image used under Cre-
ative Commons License from [45].

A later study from the same group, using surface-hopping ADC(2) simulations, pre-
dicts a similar de-excitation pathway. However, a longer 250fs time constant for the
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S2/S1 transition is observed, as well a larger population transfer through the 1πSπ
∗
2 state,

leading to a pyramidization of the sulfur atom out of the molecular plane.

Different experimental studies have investigated the ultrafast dynamics with different
methods. Pollum et al. [101], in a UV transient-absorption study (TRAS), measure a sub-
200fs transition from the S2 to the S1 state, that then transfers population to the triplet
T1 state with near unity yield. A time-resolved photoelectron spectroscopy (TRPES)
study from Mai et al. [43] measured a time constant for the S2 → S1 transition of 45fs,
and observed inter system crossing to the triplet manifold on a 500fs time scale (shown
in Fig 1.11).

A joint TRPES-TRAS study from Sánchez-Rodriguez et al. [42] compares gas and
condensed phase data and systematically studies the effect of pump wavelength, show-
ing a inverse dependency of the singlet-triplet transition time constant on UV excitation
energy. In gas phase, this effect is attributed to excess excitation energy helping the
wavepacket overcoming a barrier to access the ISC seam.

Figure 1.11: Left: Time-Resolved photoelectron spectra of 2-thiouracil,
293 nm excitation and 194 nm one-photon ionization. Right: Integrated
TR-PES signal divided in its S2, S1 and triplet state component. A
ultrafast (45 fs) transition from S2 to S2 is observed immediately after
photoexcitation, with subsequent S1 → T1−3 ISC on a 554 fs time scale.
Image modified under Creative Commons from [43].

A sketch of the potential energy surfaces along the relaxation coordinate for canonical
and thiated nucleobases is shown in Fig 1.12. The locations and relative slopes of the
conical intersections along the reaction coordinate can illustrate the observed difference
in triplet state yield. For thiated nucleobases, the ππ∗ to nπ∗ transition happens through
the S2/S1 conical intersection on a sub 100 fs scale. In their canonical counterparts, this
transition is believed to happen on a longer timescale, and has to compete with population
converting to the ground state S0 through the S2/S0 conical intersection [41].

These differences in the relaxation pathways provide evidence for the different rates
of triplet generation observed between canonical and sulfur-substituted nucleobases.
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Figure 1.12: Comparison between the potential energy surfaces in-
volved in the the UV-induced dynamics between canonical and thiated
nucleobases. For the case of 2TU, nearly all the population flows from
the ππ∗ to the nπ∗ state. For uracil and thymine, this process competes
with ultrafast internal conversion to the ground state. Image used with
permission from [41].

1.3 Light-matter interactions

Modeling the exchange of energy between matter and the electromagnetic field is an
extremely important task for the understanding of many physical phenomena. Our study
of 2TU involves both UV and x-ray light, coupling respectively to the valence and core
electrons of molecules. We will therefore introduce two different models to describe such
interactions.

1.3.1 Light in quantum mechanics

Unlike the case of strong-field phenomena, the absorption/emission of single photons by a
molecule, such as the case of UV excitation, requires a quantum mechanical description of
light-matter interactions. Therefore, a quantum model of the electromagnetic field has to
be constructed. As this is a fairly complex topic, we will only show parts of the derivation,
with the intent of providing the reader with an intuition for the steps and approximations
taken. We refer to [102] for the full derivation.

The starting point for the quantization of electrodynamics is the formulation of the
electric and magnetic fields E and B in terms of the vector and scalar potentials A and
ϕ. The fields can be determined from the potentials as:

B = ∇×A; E = −∇ϕ− ∂

∂t
A (1.16)

The potentials A and ϕ have an extra degree of freedom, so that E and B remain
unchanged under a gauge transformation: A→ A−∇f and ϕ→ ϕ+ ∂

∂t
f , where f is an
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arbitrary function of position r and time t. We chose f so that ∇ ·A = 0, this is known
as the Coulomb gauge.

In this gauge, the field equations read:

−∇2A +
1

c2
∂

∂t
∇ϕ+

1

c2
∂2

∂t2
A = µ0j; −∇2ϕ =

ρ

ε0
(1.17)

where j and ρ are the current and charge densities respectively. In free space (j = 0
and ρ = 0), the electric field is purely transverse (that is, ∇ · E = 0) and the energy of
the EM field is:

EEM =
1

8π

∫
dr
(
E2 + B2

)
=

1

8π

∫
dr

(
α2

[
∂A

∂t

]2
+ [∇×A]2

)
(1.18)

In this gauge, only the vector potential A is quantized, corresponding to the trans-
verse component of the electromagnetic field. Electrostatic interactions (described by the
longitudinal component) are modeled by the ϕ potential, and are not quantized.

By expanding A as a sum of plane waves in a box of volume V (called the quantiza-
tion cavity), EEM can be expressed as a sum of contributions from uncoupled harmonic
oscillators, one for each cavity mode k. These oscillators can be quantized as usual. We
can therefore write the Hamiltonian for the free (transverse) field as:

ĤEM =
∑
k

ωkâ
†
kâk (1.19)

Where â†k and âk are the photon creation and destruction operators for mode k. The

quantized Â operator becomes:

Â(r, t) =

√
~

2ε0V ωk

[
âke

−iωkt+ik·r + â†ke
iωkt−ik·r

]
(1.20)

Under minimal coupling2, the Hamiltonian for a system of charged particles reads:

Ĥ =
N∑
i=1

1

2mi

[
∇ri + αqiÂ(ri)

]2
+

N∑
i=1

qiϕ(ri) +
∑
k

ωkâ
†
kâk (1.21)

where the scalar potential ϕ is not quantized and takes the usual form:

ϕ(ri) =
N∑
j=1

qj
ri − rj

(1.22)

The last term of Eq.1.21 is the free field Hamiltonian ĤEM . The second term cor-
responds to the electrostatic coulomb energy, while the first term contains a mix of the

2The term minimal coupling refers to a Lagrangian where the coupling terms involve only the charge
distribution and not higher multipole moments. Together with the Euler-Lagrange Equations, it produces
the Lorentz force law
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particles kinetic energy and their couplings to the electromagnetic field. A unitary trans-
formation [102,103] allows us to rewrite it in a form where the coupling is explicit:

Ĥ =
N∑
i=1

1

2mi

∇2
ri

+
N∑
i=1

qiϕ(ri) +
∑
k

ωkâ
†
kâk +

∑
i

P(ri) · ÊT (ri) (1.23)

where P̂(r) =
∑

i qir̂δ(r− ri) is the polarization vector arising from the charges, and ÊT

is the transverse component of the electric field operator (derived from Â).
In the context of molecular physics, the coupling term

∑
i P̂(ri)·ÊT (ri) is approximated

by expanding the polarization vector as a Taylor series, and taking into account the dipole
term only. This is justified if the wavelength of the radiation is larger than the size of the
molecular system. Such approximation is known as the dipole approximation, and the
last term of Eq.1.23 becomes:

Ĥint = D̂ · ÊT (0) (1.24)

where the dipole operator D̂ is the first term in the multipole expansion of the polarization.

In the context of light-induced molecular transitions, we can now use the dipole approx-
imation to calculate the transition rate between molecular eigenstates. Let 〈gk| = 〈ϕgΦgk|
and 〈fl| = 〈ϕfΦfl| be two eigenstates of the molecular Hamiltonian, where we used the
Born-Oppenheimer approximation to write them as product states of their electronic (ϕ)
and nuclear (Φ) wavefunctions. g and f label the electronic state, while k and l label the
vibronic eigenstates for each of the electronic configurations.

Using Fermi’s golden rule, we have that the transition probability is proportional to:

p ∝ |〈gk|Ĥint|fl〉|2 = |〈ϕgΦgk|Ĥint|ϕfΦfl〉|2 (1.25)

By dividing the dipole operator D̂ = D̂n + D̂el in its nuclear and electronic contributions,
we can rewrite Eq.1.25 as: (note that ÊT (0) is constant and can be factored out):

p ∝ |〈ϕgΦgk|D̂n + D̂el|ϕfΦfl〉|2 = |〈Φgk|D̂n|Φfl〉�����:
0〈ϕg|ϕf〉+ 〈Φgk|Φfl〉〈ϕg|D̂el|ϕf〉|2 (1.26)

The first term vanishes due to the orthonormality of the electronic wavefunctions. In
the second term, we have assumed that the electronic dipole term 〈ϕg|D̂el|ϕf〉 does not
depend on the nuclear coordinates and can be factored out (in the BOA, the electronic
wavefunctions do have a parametric dependence on the nuclear coordinates). This is
known as the Condon approximation.

Equation 1.26 tell us that for transitions between two different electronic levels, the
vibronic component of the state is excited according to the factors Fgfkl = 〈Φgk|Φfl〉 (known
as the Frank-Condon factors) between the vibronic levels.

That is: the vibronic state |ν〉 resulting from a molecular transition is constructed
by projecting the initial state |Φgk〉 on the space spanned by the set of final state eigen-
functions (Eq.1.27). Figure 1.13 shows a sketch of this process, where the ground state
wavepacket is excited ‘vertically’ onto the PES defined by the final electronic state.
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|ν〉 =
∑
l

|Φfl〉〈Φfl|Φgk〉 =
∑
l

|Φfl〉Fgfkl (1.27)
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Figure 1.13: Diagram of a molecular transition between two different
electronic states. The nuclear component of the wavefunction (depicted
as a nuclear wavepacket) is ‘vertically’ excited to the final state PES.
The nuclear dynamics that follows photoexcitation depends on the initial
state wavepacket and on the shape of the final state PES.

The Dipole and Condon approximation presented above are particularly useful in the
context of infrared and optical transitions, where the photon wavelength is significantly
longer than the size of the atoms. Representations such as Fig. 1.13 provide a powerful
intuitive tool for modeling such transitions.

In a classical picture, transitions between two electronic levels are allowed only if the
nuclear position and momentum are conserved. In Fig. 1.13, the transition from the
ground state leads to the inner turning point of the excited state; that is, the nuclear
wavefunction (and therefore its position and momentum) is unchanged during the elec-
tronic transition.

1.3.2 X-ray Spectroscopy

The x-ray band of the electromagnetic spectrum is usually considered to cover photon
energies ranging from ∼ 100 eV to ∼ 100 KeV . Such a broad energy range corresponds
to a broad spectrum of phenomena. This section will focus on some of the effects that
soft x-ray (energies up to ∼ 1 KeV ) induce in atoms and molecules.

The interaction of soft x-ray photons with molecules produce remarkably different ef-
fects from the phenomena induced by optical and UV radiation. The higher energy of the
photons allow interactions with atomic core orbitals, making soft x-rays an ideal probe to
study localized changes in molecular structures.

The short wavelengths of x-ray radiation are only slightly larger than the interatomic
distances in molecules, and the dipole approximation introduced in subsection 1.3.1 is not
longer fully justified.
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In the mathematical description, we do not transform Eq. 1.21 in the multipolar form
given in Eq. 1.23. For the phenomena introduced in this section, only the p · A com-
ponent in the expansion of the first term in equation Eq. 1.21 is considered as part of
the interaction Hamiltonian Ĥint. The remaining A2 term describes one-photon scatter-
ing processes, and is therefore ignored in the context of absorption spectroscopy. For a
formal derivation of the theoretical framework used to describe such interactions, see [104].

In Near Edge X-ray Absorption Fine Structure (NEXAFS) spectroscopy, the over-
all absorption of the probe is measured as a function of x-ray wavelength, producing a
spectrum. Fig 1.14 shows an example for OCS at the sulfur L-edge (that is, for photon
energies in the region of the sulfur 2p binding energy) [105].
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Figure 1.14: Left: NEXAFS spectrum of OCS at the sulfur l-edge.
The 2p edge at 171eV is preceded by pre-edge resonance peaks, due to
the absorption of light to unoccupied valance orbitals. Right: energy
diagram highlighting the transitions responsible for the NEXAFS reso-
nances. Data source: [105].

Broad absorption is seen for energies above the photoionization threshold of ∼ 171 eV ,
where the molecule is left in a cationic state corresponding to a vacancy in the 2p core
orbital. Pre-edge features appearing at around ∼ 164 eV are also visible. These peaks
correspond to excitation of a 2p core electron to one of the unoccupied valence orbitals,
and are therefore not caused by photoionization. Their relative intensities are dictated by
the difference in their corresponding excitation matrix element

∫
Ψ∗(r)ĤintΨ(r)dr, where

Ψ∗ and Ψ are the final (excited) and initial wavefunctions respectively. The lifetime of
the core-hole state left behind after the excitation determines the observed linewidth,
according to the well-known time-energy uncertainty relation. The ∼ 1 eV spin-orbit
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splitting of the 2p orbital is visible between lines A−B and C −D.
In the context of molecular dynamics, this technique can be used to probe the electronic

configuration of a molecule. The appearance/disappearance of a particular absorption
line can be used to infer the lack/presence of an electron in the corresponding valence
orbital [58].

The paper attached in section 3.2 shows NEXAFS spectra for 2TU at both sulfur
L-edges. Pre-edge features are not resolved, due to the the broad bandwidth of the x-ray
radiation used to excite the sample.

Since x-ray radiation has sufficient energy to ionize the molecule from one of its atoms
core orbitals, so-called core-hole vacancies can be created. The resulting electron is ejected
with a kinetic energy corresponding to the difference between the photon’s energy and
the orbital binding energy, so that Ekin = hν − B.E. as in the photoelectric effect. An
electron spectrometer can be used to measure the kinetic energy of such ejected electrons
and obtain information on the state of the molecule.

First order perturbation theory can be used to estimate the transition rate of the
photoionization process. According to Fermi’s golden rule, we have:

ΓFI = 2πδ(EF − EI)|〈F |Ĥint|I〉|2 (1.28)

Where, F and I are the initial and final states for the atom-electric field system, EF
and EI their energies.

Since different atomic species have vastly different binding energies for their core elec-
trons, this technique offers element specific sensitivity when applied to molecules. E.g.,
Figure 1.15 shows the photoelectron spectrum of 2TU, where the emission lines from
multiple elements are visible. For sulfur 2p electrons two peaks are visible, as their bind-
ing energy is modulated by spin-orbit coupling, splitting the emission in two separate
lines [40].

Moreover, the chemical environment of atoms (neighboring atoms and chemical bonds)
influences electron binding energies, and therefore electron spectroscopy will also give
site selective information: e.g. it will be able to distinguish two different carbon atoms
in a molecule, based on the different bonds they form with the rest of the molecule.
For this reason, this technique is known as Electron Spectroscopy for Chemical Analy-
sis (ESCA) [49], as it relies on the observation of the so-called chemical shifts to obtain
structural information on molecules. The most emblematic example of this phenomenon
is given by ethyl trifluoroacetate, where the 1s binding energies for the four carbon atoms
show a spread over 8 eV [106,107].

For the case of 2TU, Fig. 1.15 shows how carbon 1s emission is affected by the
chemical environment. The lowest binding energy of 290.8 eV is found for C5 (we refer
to Fig. 1.7 b) for atom numbering ), as this carbon is entirely bound to other carbon
atoms. Carbons 4 and 2 have a significantly higher binding energy (294.1 eV ), due to
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Figure 1.15: X-ray photoelectron spectrum of 2TU. Peaks from O 1s,
C 1s, N 1s and S 2p are visible, with each element characterized by a
specific binding energy. In the case of sulfur, two lines are visible, corre-
sponding to the spin-orbit split components of the 2p1/2 and 2p3/2 states.
For carbon, different peaks originating from different carbon atoms in
the molecule are identified, showing how the chemical environment af-
fects the binding energy of the 1s orbital. Inset: 2TU structure. Data
source: [40].

being bound to the more electronegative oxygen and nitrogen, leading to a shift of the
electronic density away from the carbon. The chemical environment of C6 is in between
this two cases, as reflected by its binding energy of 292.7 eV .

The spin-orbit splitting of the sulfur 2p orbital is also visible in the XPS spectrum,
as highlighted by the two peaks at 168.2 eV and 169.4 eV . As for the case of NEXAFS
spectroscopy, the lifetime of the core-hole state generating the photoelectrons influences
the linewidth in the observed spectrum.

The sensitivity of X-ray Photoelectron Spectroscopy (XPS) to the chemical environ-
ment of an atom makes it a prime tool for probing changes in the electronic and nuclear
configurations of molecules, as the electron binding energy will be directly influenced by
such changes. XPS is therefore well suited for the study of ultrafast phenomena, such as
the ultrafast dynamics of nucleobases discussed in subsection 1.2.3 [57].

Accompanying the main emission line of a certain core orbital, another ‘satellite’ emis-
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sion line can in some cases be observed at lower kinetic energies [108–110]. Since the va-
lence configuration of the neutral atom is not necessarily maintained in the ion, one of the
valence electrons might be promoted to an unoccupied orbital during the photoionization
process, if one thinks about this in an orbital picture. This additional excitation removes
some of the energy available to the ejected electron, lowering its kinetic energy [111]. The
relative intensities of main and satellite photolines depend on the overlap between the
valence and cationic state wavefunctions. Since the two states have different number of
electrons, the overlap calculation takes the form of a Dyson orbital [112].

Fig 1.16 shows the sulfur 2p photoline (spin-orbit splitting is not resolved) with the
adjacent electron correlation satellite. With a photon energy of 272 eV , we observe a
peak in the electron signal corresponding to a kinetic energy of 102.6 eV , preceded with
a satellite peak at 96.4 eV .

Figure 1.16: Sulfur 2p photoline and satellite for 2TU, measured in the
URSA-PQ spectrometer. Satellite photoemission is seen with a lower
kinetic energy than the main photoline, due to the energy lost to the
shake-up process in the valence orbitals.

In order to construct intuitive models for the satellite lines, two approaches are possi-
ble: the so-called single and multielectron pictures (see Fig. 1.17). In the single electron
picture, a simple ladder of energy levels is used to represent the molecular orbitals, with
electrons filling the available levels.

In the multielectron picture, a full set of energy eigenstates is calculated for every
nuclear configuration. In the context of the BOA, this process can be repeated for different
positions of the atomic nuclei, and PES for the nuclear motion can be built for every
electronic eigenstate. This allows for predictions that take the nuclear geometry into
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account, and that can be used to follow dynamical processes in the molecule.
Figure 1.17 compares the two models in the case of photoionization, exemplifying the

processes underlying the emission of both the main and satellite photolines.

Reaction coordinate
E
n
e
rg

y

hν

a) b)

Main emission

Satellite emission

Figure 1.17: a) Photoionization in the single electron picture. The
photon ejects an electron from a core level and the excess energy is re-
leased as kinetic energy. In the case of satellite emission, another valence
electron is promoted in the process. b) Photoionization in the multielec-
tron picture. PES for ground state (black) and core-ionized states (blue)
vs nuclear geometry. The main and satellite emission energies can be
calculated as the difference between the photon energy and the different
core excited states.

1.3.3 Auger spectroscopy

Following photoionization, the atom is left with one of the core orbitals unoccupied. Such
states are unstable, and in most cases the atom undergoes a de-excitation cascade that
leaves it in a dicationic state, with two electrons missing from its valence orbitals. Elec-
trons decay from higher laying states into the hole left by the missing core electron,
releasing energy that is used to eject another electron from the valence shells. The kinetic
energy of the outgoing electron is therefore given as Ke = ∆E − B.E., where ∆E is the
energy gap of the decay and B.E. is the binding energy of the ejected electron.

This class of phenomena is known as Auger decay (first observed independently by
Pierre Auger and Lisa Meitner [113–115]) when the transition happens between levels
with different main quantum number e.g. 3d → 2p, and Coster–Kronig decays [116] for
transition between levels with the same main quantum number e.g. 2p→ 2s.
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The transition rate for such decays can be derived considering the Coulomb interaction
between the electrons [117,118]. To first order, the matrix element reads:

Γ =
2π

~

∫
d3k |〈Ψk|

∑
i 6=j

e2

rij
|Φ〉|2 (1.29)

Where |Φ〉 is the initial core-hole state, and |Ψk〉 is the final state with a new electronic
cofiguration and an outgoing Auger electron of momentum k.

Since Coster-Kronig involves a decay between states with large wave function overlap,
it is generally much faster than Auger, a fact that is reflected in the much broader spectral
bandwidth of Coster-Kronig decay. Fig 1.19 sketches these type of decays in the single
electron picture.

IP

LUMO
HOMO

Core Levels

Kin Energy

Kin Energy

Auger Coster-Kronig

Figure 1.18: Comparison between Auger and Coster-Kronig decays in
the single electron picture. Auger processes involve a valence electron
decaying to fill a core hole. For the Coster-Kronig case, the decay hap-
pens between core levels with the same main quantum number.

In the multielectron picture, we can model the Auger kinetic energy as the gap be-
tween core-hole and dicationic states. For the case of sulfur in 2TU, the lowest dicationic
state has a binding energy of about 24 eV , as shown in Fig.1.19 left. In combination with
the aforementioned 168 eV binding energy for the 2p we expect the highest Auger feature
to have a kinetic energy of circa 144 eV . More energetic dicationic states (not shown in
Fig.1.19), contribute to the overall Auger emission in the lower kinetic energy part.

Fig.1.19 right shows the measured sulfur Auger spectrum in 2TU, spanning the energy
range 110 − 145 eV . Such a broad and spectrum is caused by the high density of dicationic
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state that contribute to the overall emission. Such high density is to be expected in
molecules with a relatively large number of atoms. As an example of this phenomenon
we can point to the UV-induced fragmentation of thymine. The smaller fragments have a
lower dicationic state density than the parent molecule, and as a consequence, the Auger
spectrum becomes increasingly structured as the fragment separate [119].

Auger emission

Figure 1.19: Left: Calculated potential energy surfaces for 2TU, along
the S1 → S2 reaction coordinate, for neutral (bottom), core-ionized (top)
and dicationic (middle) states. Only the 9 lowest laying dicationic states
are shown. Image Source: David Picconi, private communication. Right:
Measured Auger spectrum of 2TU.

1.4 UV pump/X-ray probe spectroscopy

In order to experimentally study ultrafast phenomena, a similarly ultrafast technique has
to be used. Pump-probe spectroscopy is a powerful tool able to follow such dynami-
cal phenomena. The Zewail group pioneered this technique with femtosecond studies on
ICN [120–123], NaI [124–126] and I2 [127], for a review of the topic, see [128].

Two short pulses are employed: a pump pulse excites the sample to the desired state,
starting the process under scrutiny. After a controllable time delay ∆T , during which the
sample undergoes dynamical changes, a probe pulse is used to ‘read’ the new state of the
system. By repeating the experiment with different delays between the two pulses, we
can record the response of the sample to the probe pulse at all time delays. A ‘movie’
of the dynamics can then be constructed by interpreting the response to the probe pulse
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together with other known properties of the sample.

The results presented in this thesis use a UV-pump, x-ray probe setup to follow the
dynamics of 2-TU. Different x-ray probing methods are possible, such as transient ab-
sorption, photoemission, Auger decay, or photoions detection [55,56,58,59,129,130]. Fig.
1.20 sketches the measurement scheme in the single electron picture. A ultrafast UV
laser is used to excite the molecule to the S2 state, launching the molecular dynamics
discussed in section 1.2.3. The molecule undergoes Internal Conversion (IC) and Inter
System Crossing (ISC), changing its electronic configuration and nuclear geometry in the
process.
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Figure 1.20: Single-electron picture of the pump-probe photoionization
scheme for 2TU. Changes in the valence structure affect the ionization
energy (dashed lines), allowing core-level photoelectron spectroscopy to
probe the ultrafast relaxation dynamics. Image Source: David Picconi,
private communication.

A soft x-ray (SXR) pulse from a Free Electron Laser (FEL) is the used to probe
the system via photoemission. The electrons emitted by the molecule after the SXR
excitation are measured in a magnetic bottle time of flight spectrometer, in order to
obtain information on their kinetic energy. By following changes in the electron spectrum
as a function of UV-SXR delay, we are able to study the ultrafast relaxation discussed in
subsection 1.2.3 from a novel point of view.
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In analogy with the concept of chemical shift presented in section 1.3.2 , we can model
such changes with the introduction of an Excited State Chemical Shift (ESCS). The
observation of a shift in the photoline energy can be used as a marker for the presence of
an excited state. The paper attached in section 3.3 develops this concept and shows how
the magnitude of the shift can be directly linked to the local charge present on the atom.
This allows a computationally efficient interpretation of time-resolved XPS spectra as a
way to image the charge transfer dynamics during ultrafast processes.

Reaction coordinate

E
n
e
rg

y

x-ray

UV

Ekin

Δt
valence excited

core ionized

Figure 1.21: Photoelectron kinetic energy Ekin dependence on pump-
probe delay ∆t. The molecule is excited by the UV to a valence orbital,
where it undergoes nuclear dynamics and IC/ISC. The x-ray probe pulse
ionizes the molecule into a core-ionized state, with the excess energy
released as kinetic energy of the photoelectron.

Both photo and Auger electrons are detected and studied, as they provide information
on the process from two different point of views. The photoelectron spectrum shows a
high dependence on the electronic dynamics, being particularly sensitive to changes in
the local distribution of electronic charge. Fig 1.21 shows how the measured observable
(electron kinetic energy) changes as the molecule undergoes electronic transitions in the
multielectron picture.

Auger electrons are emitted due to the decay of the core-hole into a dicationic state. In
general, such states display a repulsive character with a strong dependence of the binding
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energy on the nuclear separation, according to coulomb repulsion: E ∝ 1/r. This is due
to the positive nucleic charges being exposed by the missing electrons, pushing the nuclei
apart.

This feature makes Auger electrons particularly suited to study changes in the ge-
ometric configuration, as their kinetic energy directly depends on the dicationic state
potentials. Intuitively, a bond length increase leads to a decrease in the amount of po-
tential energy stored in the bond. This energy is made available to the outgoing electron
once the molecule transitions from the core-hole to the dicationic state.
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Figure 1.22: Auger electron kinetic energy as a function of nuclear
internuclear distance. Auger electron kinetic energy corresponds to the
energy gap between the core-ionized state in the dicationic manifold. The
repulsive character of dicationic states on internuclear distance makes
Auger electrons particularly well-suited for following geometrical changes
in an ultrafast reaction.

For the case of 2TU, changes in the C − S bond length are followed as the molecule
relaxes after UV excitation (see the paper in section 3.4). Since the Auger decays happens
on much faster timescales than the nuclear dynamics, we can use Auger electrons to cap-
ture snapshots of the geometric changes throughout the relaxation process. After the UV
pulse, the nuclear wavepacket travels along the valence excited PESs, and the subsequent
x-ray induced Auger decay probes the system in different geometric configurations.



Chapter 2

Experimental Setup

This chapter provides an introduction to the experimental techniques used to obtain the
data on which the papers of chapter 3 are based. Section 2.1 introduces the principles of
operations of Free Electron Lasers, with a particular focus on the FLASH FEL. Section
2.2 provides an overview of some of the features of the URSA-PQ measurement apparatus.

2.1 Free Electron Laser

Free Electron Lasers (FEL) are sources of high-brilliance, ultrashort x-ray pulses. Initially
used in the IR domain, they have been developed for x-ray generation in the early 2000s,
with the first user facilities becoming available in the late 2000s [131,132]. They improve
on previous synchrotron sources by coherently amplifying radiation through spontaneous
emission, not unlike the amplification process of an optical laser. The high brilliance1

that can be obtained in this way makes FELs the ideal light source for probing gas phase
targets. This section will provide a basic overview of FELs functioning principles, focusing
on the specific case of the FLASH (Free electron LASer in Hamburg) FEL.

2.1.1 Principles of FEL operation

A Free Electron Laser consists in a electron source, an electron accelerator and a undula-
tor. Figure 2.1 shows a typical FEL layout. An ultrashort optical laser pulse hits a metal
target, extracting an electron bunch via the photoelectric effect. These electrons are then
accelerated through the use of RF (Radio Frequency) cavities, where an oscillating electric
field is synchronized to the passage of the electrons in order to increase their kinetic en-
ergy. As a last step, the electrons fly through an undulator. This is a linear arrangement
of magnets with consecutively alternating polarity. The undulator magnetic field causes
oscillations in the electrons trajectory. These accelerated trajectories cause the emission
of radiation, through the same mechanism underlying bremsstrahlung [131,133]. After the

1The Brilliance b = N/(t · d · A ·∆E) is a measure of an x-ray source quality. It takes into account
the number of generated photons N per unit of time t, angular divergence d, beam cross-section A and
spectral range ∆E.

43
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undulator, the electron bunch is dumped and the generated x-ray radiation is delivered
to the experimental station.

Figure 2.1: Example of a Free Electron Laser (FEL) layout. The red
line highlights the path of the electrons through the apparatus. In the
undulator, coherent buildup of x-ray radiation occurs, depicted as blue
lines. Image used with permission from [133].

At first glance, it might appear that there is not much difference between a synchrotron
source and a FEL. After all, in both cases the radiation is generated by the bremsstrahlung
of relativistic electrons traveling through oscillating magnetic fields. However, making this
analogy would be akin to claiming that there is not much difference between a light emit-
ting diode (LED) and a diode laser. Synchrotrons produce incoherent radiation that scales
linearly2 with respect to the number of electrons per bunch Ne. In contrast, FELs are
able to create pulses of coherent radiation through amplified spontaneous emission, with
a brilliance scaling (in ideal conditions) as N2

e .

This is due to the ability of FELs to induce Self Amplified Spontaneous Emission,
or SASE, by exploiting the so-called electron microbunching instability of the electrons-
radiation-undulator system [134]. The initial process is similar to a synchrotron: incoher-
ent radiation is produced from the motion of the electrons in the undulator. The electric
field of this radiation is parallel to the transverse velocity of the oscillating electrons. De-
pending on the position within the bunch, the undulations of the electrons will be in phase
(red shaded regions of Fig. 2.2) or out of phase (blue shaded regions of Fig. 2.2) with
the electric field of the emitted radiation. Therefore, the interaction of the electrons with
their own emitted field produces modulations in the electron energy across the bunch, on
the scale of the radiation wavelength λr. The electrons oscillating in phase gain energy,
conversely, the ones oscillating out of phase loose energy.

2In second-generation synchrotron sources, the intensity scales linearly in both electron number and
undulator length. Third-generation synchrotron sources allow for quadratic scaling with respect to un-
dulator length, with each electron in the bunch emitting in phase with respect to its own field
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Figure 2.2: Interaction between the electron bunch and the generated
electric field. The Z axis is the undulator longitudinal direction, along
which the electron bunch travels. The oscillation induced by the undu-
lator occurs in the transverse X axis. Depending on the position within
the bunch, the transverse oscillation of the electrons will be in phase (red
shaded region) or out of phase (blue shaded region) with the electric field.
This introduces energy modulations within the bunch, with electrons in
the red region gaining energy and electron in blue regions losing energy.

As shown in Fig 2.3, electrons with different energy travel along different paths in
the undulator, due to the different bending radius: higher energy electrons have shorter
paths. The path length difference produces bunching of the electron on the scale λr, with
the electrons moving towards the nodes of the electric field, which are stable with respect
to the energy modulation.

Z

X
γ1 γ2>

λu

Figure 2.3: Trajectory of electrons in a undulator, oscillating around
the propagation direction with a wavelength equal to the step of the
undulator magnets, λu. More energetic electrons (represented by a higher
relativistic γ factor) have a smaller bending radius and therefore travel
a shorter path in the undulator, moving them forward in the bunch with
respect to less energetic electrons.

Since electrons clustered within a wavelength λr emit in phase, the bunching leads
to more intensity, producing more modulation and more bunching. This produces an
exponential increase in the intensity of the emitted radiation: the phenomenon known as
SASE [133]. Figure 2.4 shows the exponential increase in radiation power as the electrons
travel through the undulator, as well as the increase in electron bunching.
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Figure 2.4: Exponential growth of the radiation power along the un-
dulator length. The electron bunch structure is shown, with electron
microbunching increasing as the beam propagates in the undulator. Im-
age used with permission from [135].

In order for SASE to be possible, the system has to satisfy several conditions on the
undulator length and electron beam quality [136] that make the use of linear accelerators
(as opposed to storage rings) a necessity.

The wavelength of the SASE radiation depends on the accelerator/undulator param-
eters as follows:

λr =
λu
2γ2

(
1 +

K2

2

)
; K =

eB0λu
2πmec

(2.1)

The dimensionless K parameter is known as undulator strength, where λu is the step
of the undulator magnets and B0 is the applied magnetic fields. λu is usually a few cm
and the field B0 as large as 1 T , so that K ∼ 1.

Notice that λr is scaled by a factor of 1
γ2

with respect to λu, where γ =
[
1− v2

c2

]− 1
2

is

the relativistic gamma factor. From the point of view of the electrons, the spacing of the
undulator magnets appears length contracted by a factor of γ; furthermore, the radiation
emitted in the electron bunch frame is Doppler shifted by another γ factor to the lab
frame, giving the overall 1

γ2
scaling.

2.1.2 The FLASH FEL

The Free electron LAser in Hamburg, or FLASH, is one of the few user-accessible FELs
in operation around the world. It began routine operations in 2005, and produces radi-
ation covering the soft x-ray range, from ∼ 20 to ∼ 300 eV [137, 138]. Figure 2.5 shows
the layout of the facility. The electron gun and linear accelerator are connected to two
different sets of undulators, FLASH1 and FLASH2, so that two FELs can be operated
simultaneously by the same electron accelerator [139].
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Figure 2.5: Layout of the FLASH facility at DESY in Hamburg, Ger-
many. Two FELs, FLASH1 and FLASH2 are operated with the same
electron accelerator. Two distinct lasers are used to produce the elec-
tron bunches for the two FELs. The electrons are then accelerated in
stages; bunch compressors are used between each stage to pack together
electron with different kinetic energies and reduce the temporal length
of the packet. The electrons are routed to either FLASH1 or FLASH2,
where the undulators generate the x-ray radiation. The electrons are
then dumped, while the x-ray are delivered to users in one of the ends
stations. Photon diagnostic station are inserted along the photon beam-
line, to provide information on the status and quality of the generated
radiation. Image used under Creative Commons License from [139].

The FLASH1 FEL was the first to become operational, with FLASH2 being built
later on as an expansion. FLASH1 uses fixed gap undulator, meaning that the distance
between the two opposing sets of magnets is constant. In this case, the K parameter
of the undulator is fixed, and the photon energy is controlled by changing the electron
kinetic energy and therefore the relativistic γ factor in Eq 2.1.

In the case of FLASH2, variable gap undulators are used. Actuators control the dis-
tance between the two sets of magnets, changing the magnetic field strength B0 and
therefore the K parameter. This allows FLASH2 to tune the photon energy without
requiring changes to the electron accelerator, allowing the two FELs to operate inde-
pendently. Figure 2.6 shows the relationship between wavelength and undulator gap for
different electron energies.

The electron accelerator delivers trains of electron bunches with a repetition rate of
10 Hz. Each train consists of multiple bunches, with a spacing that can be varied between
5 − 25 µs. Figure 2.7 shows the bunch pattern generated by the accelerator, delivering
electron bunches to both FLASH1 and FLASH2.

The data presented in this thesis has been obtained at FLASH2, with a 4.6 nm wave-
length and a 5 µs bunch spacing. A total of 50 electron bunches per train were used,
giving a total rate of 500 x-ray pulses per second.
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Figure 2.6: Photon wavelength vs undulator gap for FLASH2. Lower
electron energies produce longer wavelengths. By varying the undulator
gap, a wide range of wavelengths can be generated from a single acceler-
ator setting. Image used with permission from [140].

Figure 2.7: Bunch train structure at FLASH. A 800 µs RF (radio fre-
quency) pulse is available to accelerate electrons, repeating at 10 Hz.
Within this window, both FLASH1 and FLASH2 bunch trains are gen-
erated, with a 50 µs pause between them to allow for the switch in
RF frequency. For each macropulse, up to 250 electron bunches can
be injected in FLASH2. Image used under Creative Commons License
from [139].
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2.1.3 FLASH2 Beamlines and photon diagnostic

The FLASH2 experimental hall is subdivided in multiple beamlines, where the x-ray
light can be routed to different experimental end stations. The layout is shown in Fig
2.8. Currently, beamlines FL22, FL24 and FL26 are operational, with the last two being
available for user access [140].

Figure 2.8: Layout for the planned beamlines at FLASH2. Currently
only FL22, FL24 and FL26 are operational. Image used with permission
from [140].

Before the beam reaches the experimental hall, a 20 m long gas attenuator is inserted
in the beamline to allow fine control on the x-ray flux reaching the experiment [?,141]. A
differentially-pumped section of the beamline allows the insertion of controlled quantities
of gas in the path of the photons, in order to attenuate the beam intensity by absorbing
some of the radiation with the gas target. To cover the available range of wavelengths,
different gas targets with different absorption cross sections are available: Xe, N2, Kr
and Ar. By controlling the pressure of the target gas, different attenuation levels can
be obtained, allowing for fine-tuning of the photon flux reaching the experimental end
station [141].

A non-invasive Online PhotoIonization Spectrometer (OPIS), shown in Fig 2.9, is also
present, in order to measure the wavelength of the produced radiation [142,143] without
affecting the beam downstream of the spectrometer. A dilute reference gas target is
inserted in the beamline, and the kinetic energy of the emitted photoelectron is measured,
allowing for estimation of the photon energy.

A bunch arrival monitor is installed on the FLASH electron beamline, measuring the
arrival time of each electron bunch [144,145]. This data allows to estimate the arrival time
of the x-ray pulse, and therefore to increase the resolution of pump-probe experiments
that depend on the x-ray timing (see subsection 2.1.4 for a description of the synchronous
laser system).

The results presented in this thesis have been obtained at the end station FL24, where
focusing Kirkpatrick-Baez (KB) optics [146, 147] and an optical pump-probe laser are
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Figure 2.9: Schematics of the OPIS instrument. Four photoelectron
spectrometers (eTOF) surround the beamline, where a dilute gas target
is inserted in a differentially-pumped section. The four spectrometers
measure the time of flight of emitted electrons. From this data, the
horizontal and vertical location of the beam can be inferred, together
with the electron kinetic energy. Image used under Creative Commons
License from [142].

integrated in the beamline [148]. KB optics, shown in Fig 2.10, allow for controlled
focusing of the x-ray beam, by utilizing two bendable mirrors in sequence, with each
mirror focusing the light along one axis (horizontal and vertical). The focal length can
be controlled by bending the mirrors, changing their curvature [149].

2.1.4 Pump-probe optical laser at FL24

A ultrafast < 100 fs infrared laser is present at FLASH2 [148], with a wavelenght tunable
in the range 700 − 900 nm. It is synchronized to the FEL with a timing jitter < 5 fs,
and a controllable delay stage allows for its usage in pump-probe experiments [151]. The
laser is distributed to beamlines FL24 and FL26, where Modular Optical Delivery stations
(MOD) can be set up for beam diagnostic and incoupling in the x-ray beamline.

For the data presented in this thesis, a triple harmonic generation setup was used to
bring the wavelength from the IR into the UV range, at 266 nm, with a UV pulse duration
of ∼ 80 fs. As showing in Fig 2.11, the UV pump light was coupled to the x-ray probe
via a holey mirror.

After the THG (Third Harmonic Generation) setup, a motorized waveplate and po-
larizer combination was used to control the UV pulse energy reaching the sample. Figure
2.12 shows the measured relation between waveplate angle and pulse energy.
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Figure 2.10: Schematics of Kirkpatrick-Baez (KB) focusing optics at
beamline FL24. A pre-mirror (blue) deviates the beam upward before
the KB mirrors, in order to keep the output beam horizontal. The two
bendable mirrors (red) are used to adjust the focal length of the beam
along the horizontal and vertical axes. Image used with permission from
[150].

UV Pump x-ray Probe

Holey mirror
THG

IR laser
FEL beamline

Figure 2.11: Generation of UV from IR laser and incoupling of the
pump beam into the FL24 beamline. The UV pulse is generated from
the IR laser in a THG setup is situated in the FL24 MOD. The UV beam
is then incoupled in the vacuum beamline and spatially overlapped to the
x-ray beam through a holey mirror.
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Figure 2.12: Relationship between waveplate angle and UV laser pulse
energy, as measured at the focal point. Shaded area represents the shot-
to-shot standard deviation.

2.2 URSA-PQ

The URSA-PQ (German for ‘Ultraschnelle Röntgenspektroskopie zur Abfrage der Pho-
toenergiekonversion an Quantensystemen’, Engl. ‘ultrafast x-ray spectroscopy for probing
photoenergy conversion in quantum systems’) chamber was developed in the Experimen-
tal Quantum Physics group at the University of Potsdam. It’s equipped with a magnetic
bottle electron spectrometer (MBES) and a capillary oven for sample delivery.

The results on the ultrafast dynamics of 2TU contained in this thesis are based on data
obtained with the URSA-PQ chamber im march 2019 at the beamline FL24 at FLASH2.
This section will will introduce the principles of operation of the various components and
systems, in order to provide a foundation for the technical description of the apparatus
given in the paper attached in section 3.1. Subsection 2.2.1 will give an overview of the
chamber layout, while subsection 2.2.2 and 2.2.3 will describe the operation of the sample
delivery oven and of the magnetic bottle spectrometer.

2.2.1 Vacuum apparatus

The experimental setup consists in a portable vacuum chamber that can be connected to
the beamline, shown in Fig. 2.13. The sample is introduced from the top via a capillary
oven [152], and exits the capillary as a gas jet a few mm above the interaction region.
The oven is mounted on a three-axis motorized manipulator, in order to allow fine tuning
of the oven positioning. A diagnostic paddle with a ultrafast diode and a YAG screen is
mounted over the oven and can be inserted in the interaction region using the manipulator.
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The generated photoelectrons are detected in a Magnetic Bottle Electron Spectrometer
(MBES) [153] via a Multi Channel Plate (MCP) detector. The spectrometer is oriented
horizontally, at 90◦ from both the sample delivery oven and the incoming x-ray beam.

MCP Detector

Flight Tube
Sample jet

Magnet e-

   Readout

oscilloscope

Diagnostic Paddle

Capillary Oven

Magnet

Interaction

   region

Figure 2.13: Schematics of the URSA-PQ apparatus. A vacuum vessel
contains the magnetic bottle spectrometer and the sample delivery oven.
The oven is mounted on a rod together with a diagnostic paddle, and
the entire unit can be translated in all three dimensions via a motorized
stage. A permanent magnet and a µ-metal flight tube form the electron
spectrometer.

2.2.2 Sample delivery oven and diagnostic paddle

At room temperature, 2-thiouracil is a white powder with very low vapour pressure [154].
In order to create a dense molecular jet that can be used as a target, the sample needs
to be evaporated and collimated. A purpose-built oven, shown in Fig. 2.14 was used for
this task. A similar oven design was used in [152]. It consists of three sections: a main
body, a capillary tube and a screw-on cap.
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Figure 2.14: (Left) Sample delivery oven. The solid sample powder
(dark blue) is heated and evaporates, filling the volume of the body
(light blue). It then flows down the capillary and leaves the oven as a
gas jet. (Right) Diagnostic paddle. Six 1 cm x 1 cm slots are available
for instruments, two of witch are currently used for an ultrafast diode
and a razor blade (for beam shape profiling). Below, a 1-inch fluorescent
YAG screen is mounted. The paddle can be lowered via a motorized
manipulator mount, and the various instruments can be brought into the
beam.

The cap can be removed to allow for pre-filling the oven, the oven is then mated to
the diagnostic paddle on the manipulator rod and inserted in the apparatus. To provide
the heat for sample evaporation, three cylindrical heating elements are mounted around
each section, together with thermocouples for temperature monitoring. The evaporated
sample fills the internal volume of the body and travels down the capillary. This creates
a gas jet that exits the capillary a few mm above the interaction region.

Each heating element is individually controlled by a PID (Proportional Integral Deriva-
tive) filter, allowing an easy operation of the oven. The oven tip is kept at a higher tem-
perature to avoid a build up of condensed sample that could block the capillary.

Typical operating temperatures are 150◦C (423◦K) for body and cap, and 170◦C
(443◦K) for the capillary tip. A similarly designed oven, using [152] thymine at 175◦C
(448◦K) showed a jet divergence of 40◦ with an estimated molecular density of 1.7 ·
1013cm−3. We expect our design to have similar characteristics.

At the operating temperatures of our oven 2TU maintains its chemical structure, with
no evidence of tautomerization3 up to a temperature of 163◦C (435◦K) [40].

Fig. 2.15 shows the vapour pressure curve of 2TU compared to other chemical com-
pounds.

3isomerization due to relocation of one or more hydrogen atoms
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Figure 2.15: Vapour pressure curve of 2TU compared to other reference
compounds. Data sources: [154–156].

A diagnostic paddle (Fig 2.14) is mounted above the oven, and can be inserted into
the beam to aid with spatial and temporal optimization of the pump and probe beams. A
fluorescent YAG screen (viewed through a telescope camera) can be used to ensure spatial
overlap of the UV and x-ray beams; an ultrafast photodiode can be used to measure the
time of arrival of the two pulses, in order to optimize their temporal overlap.

2.2.3 eTOF spectrometer

After the x-ray pulse interacts with the gas jet, electrons are ejected from the molecular
sample. The eTOF (electron Time Of Flight) spectrometer measures the kinetic energy
of the emitted electrons by measuring the time taken by the electrons to travel trough a
tube of known length. The electrons enter the flight tube through an opening near the
interaction region, on the other side of the tube a Micro Channel Plate (MCP) detec-
tor [157] measures their arrival. The time delay between the x-ray pulse and the electron
detection can be used to calculate the speed of the emitted electron, and therefore their
kinetic energy.
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Figure 2.16: Schematics of a magnetic bottle electron spectrometer.
The electrons are emitted in the interaction region (red dot) and are
guided by the magnetic field (dotted lines) into the flight tube. The
red line represent the electron’s trajectory. A MCP detector is used to
measure their arrival time. The magnetic bottle field is generated by a
solenoid in conjunction with a permanent magnet, and is shielded from
external fields by a µ-metal tube. A retardation potential can be applied
to the flight tube to increase the energy resolution.

In order to improve the collection efficiency of such a spectrometer, a magnetic field
can be used to guide the electrons into the flight tube. A magnetic bottle [153] allows
a collection angle up to 4π, allowing the detection of electrons that would otherwise
fly off without entering the flight tube. The high magnetic field in the vicinity of the
permanent magnet acts as a magnetic mirror and pushes the electrons towards the flight
tube entrance. In the flight tube, the electrons follow a spiral trajectory around the
magnetic field lines, and are guided by the magnetic field towards the MCP detector.

Figure 2.16 shows a schematics of the spectrometer with the magnetic filed lines and
electron trajectory overlayed.

The presence of the magnetic bottle decreases the resolution of the spectrometer, since
electrons with the same kinetic energy that are emitted in different direction will have
slightly different time of flight due to the different paths traveled. However, the high
angular collection efficiency given by Magnetic Bottle Electron Spectrometers (MBES)
makes them the ideal choice for use with dilute gas targets.

In order to increase the time resolution of the spectrometer, an electric potential can
be applied to the flight tube. This potential, called retardation voltage, fights against
the motion of the electrons and slows them down. E.g. a retardation voltage of 20 V
would lower the kinetic energy of incoming electrons by 20 eV , increasing their total time
of flight and allowing for a more precise estimate of their kinetic energy (see Fig 2.17).
Electron with a kinetic energy lower than the retardation potential are repelled out of the
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flight tube and cannot be measured.

To calibrate the spectrometer, a time-of-flight to kinetic energy function has to be
chosen. This function is obtained by numerically inverting the kinetic energy to time-of-
flight relation shown in Eq. 2.2.

t(E) =

√
me

2e

[
l1√
E

+
l2√

E − Vret
+

l3√
E + Vmcp

]
(2.2)

This equation is built from three terms, with each term corresponding to one of three
phases in the electrons path along the flight tube. Between the interaction region and the
mouth of the flight tube, the electrons do not feel any retardation voltage. l1 is therefore
the distance between the interaction region and the beginning of the flight tube. For the
entire length of the flight tube l2, the electrons encounter the retardation potential Vret.
The final term in Eq. 2.2 models the last few mm of the electrons flight, where they are
accelerated toward the MCP detector by the voltage applied to its front face Vmcp.

The calibrated conversion function can be seen plotted in Fig 2.17. Each retardation
setting provides a different energy range over which the spectrometer is most sensitive.
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Figure 2.17: Time-of-flight to eV conversion function, plotted for dif-
ferent values of the retardation voltage. Depending on the energy range
of the observed electrons, the different retardation settings allow for op-
timal energy resolution in the chosen range (small values for the slope of
the conversion function lead to high energy resolutions). As the retar-
dation increases, some parts of the electron spectra are cut out, as their
energy falls below the asymptote.
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Chapter 3

Published Research

Attached to this chapter are four research papers that resulted from the experimental
investigations described in this thesis.
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Abstract: We present a highly flexible and portable instrument to perform pump-probe spectroscopy
with an optical and an X-ray pulse in the gas phase. The so-called URSA-PQ (German for ‘Ultraschnelle
Röntgenspektroskopie zur Abfrage der Photoenergiekonversion an Quantensystemen’, Engl. ‘ultrafast
X-ray spectroscopy for probing photoenergy conversion in quantum systems’) instrument is equipped
with a magnetic bottle electron spectrometer (MBES) and tools to characterize the spatial and temporal
overlap of optical and X-ray laser pulses. Its adherence to the CAMP instrument dimensions allows for
a wide range of sample sources as well as other spectrometers to be included in the setup. We present
the main design and technical features of the instrument. The MBES performance was evaluated
using Kr M4,5NN Auger lines using backfilled Kr gas, with an energy resolution ∆E/E � 1/40 in the
integrating operative mode. The time resolution of the setup at FLASH 2 FL 24 has been characterized
with the help of an experiment on 2-thiouracil that is inserted via the instruments’ capillary oven.
We find a time resolution of 190 fs using the molecular 2p photoline shift and attribute this to different
origins in the UV-pump—the X-ray probe setup.

Keywords: X-ray probe; molecular dynamics; gas phase electron spectroscopy

1. Introduction

Photoexcited molecules channel the energy of light into different energetic degrees of freedom,
such as vibrational energy, charge transfer and rearrangement of chemical bonds. This process is
fast and complex, and often happens in a way that cannot be described within the framework of
the Born-Oppenheimer approximation (BOA) [1–4]. In fact, many relevant photoinduced molecular
changes, such as retinal isomerization in vision [5], bacterial light harvesting, as well as nucleobase
photoprotection [6–9] happen on an ultrafast timescale as non-BOA processes. In order to better
understand the molecular dynamics, a close comparison of simulations and experiments is extremely
fruitful. Using small and isolated chromophores is advantageous for quantitative comparisons
of experiments to simulations, the latter can be performed using the highest level of electronic
structure methods under these constraints. Moreover, in the gas phase, experiments can use rather
powerful spectroscopic methods for charged particles including highly differential coincidence
experiments [10,11]. In addition, quantum manipulation such as molecular nonadiabatic, field-free
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alignment [12,13] and quantum state-selection [14] to prepare specific molecular target states are
possible in the gas phase.

X-ray probing of molecular dynamics offers substantial new opportunities complementary to
well-established optical pump-probe methods. The X-ray-matter-interaction is element selective
due to large differences of the inner shell binding energies between different elements and has been
demonstrated to be site selective [15]. We have used these advantages in past time resolved UV
pump—X-ray probe studies, to investigate the dynamics of isolated nucleobases. The molecular
internal conversion from and to nπ* states leads to a strong pre-edge feature in the X-ray absorption
spectrum of the element at which the n lone-pair orbital is localized [16]. Since both the core-level as
well as the lone pair level of one particular atom are having a large overlap, the dipole matrix element
and thus the absorption cross section is larger than cross sections involving delocalized molecular
orbitals. The method is therefore ideally suited for detection of any nπ* states via the spectroscopy at
the corresponding heteroatom [17]. Changes in the bond distance manifest themselves as shifts in
the Auger kinetic energy of one of the atoms in this bond [18]. This is due to the strongly repulsive,
Coulomb-repulsion shape of the final, dicationic states in the Auger decay. In addition, time-resolved
Auger probing can also be used to detect the dissociation into a neutral and charged fragment in a time
resolved way [19].

In this work, we describe the design and first tests of a new user instrument at the free-electron laser
(FEL) facility FLASH (Free Electron Laser in Hamburg), called URSA-PQ (German for ‘Ultraschnelle
Röntgenspektroskopie zur Abfrage der Photoenergiekonversion an Quantensystemen’, Engl. ‘ultrafast
X-ray spectroscopy for probing photoenergy conversion in quantum systems’), for pump-probe
experiments primarily on gas-phase targets.

The new instrument is equipped with a ‘magnetic bottle’ electron spectrometer (MBES) [20],
a molecular source, as well as several tools for finding the spatial and temporal overlap of the optical
and X-ray laser pulses. The MBES is characterized by a high solid angle collection, ideal for dilute
targets. In addition, it is able to measure a large range of kinetic energies, and the resolution at a
particular range can be optimized by an electrostatic retardation system. We, furthermore, equipped
the present system with a capillary resistively heated oven source for the evaporation of condensed
molecular samples [21]. This system works well for fairly small molecules like nucleobases, which can
reach an appreciable vapor pressure around 10−4 mbar, as for the example of thymine [22], without
undergoing pyrolysis or tautomerization. The capillary confines the molecular sample to a beam of
small divergence fitted to a narrowly defined interaction region. Tools for spatial and temporal overlap
include a cerium doped YAG (Yttrium Aluminium Garnet) screen viewed with magnifying optics
as well as diodes for coarse timing, allowing a temporal synchronization of optical and X-ray pulses
within about 100 ps.

We present a system that includes all these parts and in addition has a high degree of flexibility.
Due to adherence to the flange and distance dimensions set by the so-called CAMP chamber [23],
multiple, already existing molecular sources and spectrometers can be integrated with the setup
described in this paper.

In what follows, the instrument design and measurement procedures will be described. We will
then focus on the energy calibration of the MBES as well as the time resolution in our optical-pump
X-ray-probe measurements by using the example of 2-thiouracil.

2. Materials and Methods

2.1. Overview and Vacuum System

Figure 1 shows an overview of the URSA-PQ instrument and its functionalities. In the current
version, the sample is introduced by either backfilling the vacuum vessel or using a capillary oven.
In this paper, the former is used to characterize the MBES, and the latter is used with 2-thiouracil to
evaluate the time resolution. The interaction region is defined by the crossing point of the optical
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and X-ray beams overlapping with the region of highest sensitivity of the MBES. Molecules in the
interaction region are excited by an optical laser pulse, in this case a 266 nm UV pulse, and subsequently
probed by an X-ray pulse. Optical and X-ray pulses are focused by separate mirrors and combined
inside the beamline by a mirror having a hole for X-ray transmission. The UV beam is set on side or top
of the hole to avoid power losses. The tunable X-rays can induce a resonant core-to-valence excitation
and/or non-resonant ionization. The resulting photo- and Auger electrons are then efficiently guided
by the MBES’s magnetic field arrangement along a flight tube of 1.7 m length to a micro-channel-plate
(MCP) detector. The time-of-flight of the electrons is measured and converted to electron kinetic
energy. The apparatus is designed in a modular way that also allows upgrades at later times, the usage
of different measurement devices from the FLASH environment and other types of sample delivery
systems. The desired high flexibility is achieved by designing the central vacuum vessel as a customized
six-way cross (see Figure 2), following the most critical dimensions of the permanent CAMP instrument
situated at FLASH 1.
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Figure 1. Diagrammatic representation of the URSA-PQ (German for ‘Ultraschnelle
Röntgenspektroskopie zur Abfrage der Photoenergiekonversion an Quantensystemen’, Engl. ‘ultrafast
X-ray spectroscopy for probing photoenergy conversion in quantum systems’) instrument with its
functionalities. The molecular sample is evaporated and guided into the interaction region by a capillary
oven. An optical laser pulse excites the sample before a delayed X-ray pulse from the FLASH FEL,
focused by a Kirkpatrick-Baez (KB) mirror set, probes the excited molecular ensemble. Photo- and
Auger-electrons created by the light-matter interaction are guided by the magnetic field of the magnetic
bottle electron spectrometer (MBES) towards a detector. The diagnostic tools for spatial and time-overlap
can we driven into the interaction region.

An overview of the instrument is shown in Figure 2. A central cross serves as the light-matter
interaction chamber. A manipulator is mounted vertically (z-direction), holding the capillary oven
molecular source and diagnostics tools on top of that source. Either one two of the devices (oven or
diagnostics tools) can be brought into the center and thus the interaction region of the instrument.
Shown in the positive y-direction is the MBES spectrometer flight tube with the MCP detector at the
end. The manipulator holding a permanent magnet in the negative y-direction provides the up to
1 Tesla strong B-field of the MBES. The optical and X-ray beams travel in the x-direction, entering by
the center flange, through the interaction region in the center of the cross to the center flange at the end.
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Figure 2. Design-drawing of the URSA-PQ (German for ‘Ultraschnelle Röntgenspektroskopie zur
Abfrage der Photoenergiekonversion an Quantensystemen’, Engl. ‘ultrafast X-ray spectroscopy for
probing photoenergy conversion in quantum systems’) instrument. The central body contains flanges
that adhere to the standard defined by the CAMP-chamber in size as well as distance to the interaction
region (marked). The capillary oven and diagnostic tools are mounted on a manipulator allowing
for insertion of either device into the beam. The permanent magnet of the magnetic bottle electron
spectrometer (MBES) sits on another manipulator to optimally overlap the region of highest sensitivity
of the MBES with the interaction region of the optical and X-ray pulses. The 1.7 m long flight tube
connects the main body to the detector flange housing the microchannel plate electron detector.

The central cross of the instrument has three flanges (top in z-direction and left, right in ± y
direction) that adhere to the CAMP instrument dimensions concerning flange size (DN 250 CF) and
distance of flanges from the interaction region. For the front port where the FEL enters, the chamber is
kept at short distance to the interaction region (280 mm) to support short focal lengths of the beamline.
Breadboards are welded to the bottom of this port and the rear port to allow the incorporation of
in-vacuum equipment such as incoupling optics and diagnosis tools. The floor facing port (−z direction)
can be used for a LN2 cold trap (not shown here). A 1300 l/s turbomolecular pump is attached to a
flange facing 45 degrees downwards. A variety of smaller flanges (DN40 to DN100) face the chamber
center at the diagonals, or are located at the sides of the cross’s arms. Notably, three DN40 flanges at
the entrance arm may be used for baffles. The vacuum apparatus is mounted on a movable frame
(not shown here) that allows height and level adjustment by means of four legs. To simplify the
alignment of the chamber axis to the FEL beam, the frame is equipped with a motorized x-y-stage
and a manual rotation stage with the vertical axis below the connection to the beamline. In this way,
the frame can be easily aligned to the path of the FEL beam. The motors of the frame, and the capillary
oven magnet manipulators are controlled by a programmable logic controller (PLC).

2.2. Integration at the FLASH FL 24 Beamline

For the results presented here, the URSA-PQ chamber was integrated at FL 24 at FLASH 2 in
Deutsches Elektronen Synchrotron (DESY), Hamburg, Germany. The beamline is equipped with
bendable Kirkpatrick–Baez (KB) optics [24]. The distance from the KB optics to the interaction region
in our experiment is 2.1 m.
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The focus position of the X-rays can be manipulated within the chamber by using the KB degrees
of freedom. We chose to have the focus beyond the interaction region, as we did want to maximize the
number of X-ray photons on target without introducing X-ray nonlinearities. At about 90 cm in front
of the interaction region, after the KB optics, the UV beam is coupled in by a 45 degree high reflectivity
plane mirror for 266 nm wavelength. This mirror has a central hole for the X-ray beam to pass through.
The optical beam is reflected from a position below the center hole, and steered up so that the two
beams cross in the interaction region of the MBES.

The control and monitoring of the setup’s hardware, such as motor position, oven temperature
and chamber pressure is handled by an industrial PLC system working in tandem with a UNIX
server. All safety and/or time-sensitive tasks, such as vacuum valves control or high voltage interlocks,
are managed by the PLC in a closed loop in order to ensure real-time responsivity. The UNIX server
offers a server-client interface that allows multiple operators to monitor and control the system status
from different terminals through the use of a purpose-built graphical user interface that connects to the
server through a Python API (application program interface).

Integration with the DESY DOOCS (distributed object oriented control system) framework is
seamlessly handled by the UNIX server. Experiment parameters such as chamber pressure and MCP
voltages are constantly pushed to DOOCS for storage, allowing for later correlation of the chamber
parameters with the experimental data. Moreover, the raw experimental data is retrieved from DOOCS
and processed in real time. The data is sliced into single-shot traces, separating UV-pumped from
non-pumped shots and averaged over a controllable time window. It is then made available to users for
visualization (through a purpose built utility) or online analysis (through the python API). A real time
calibrated time-of-flight to electron kinetic energy conversion of the measured traces is also provided
through the API. After the experiment, all recorded data are available to the user group for offline
analysis as hdf5 data files through the standard DESY channels.

2.3. Diagnostics and Oven

We have implemented a diagnostic paddle that is located on top of the oven on the same
manipulator (see Figure 2), allowing for precise positioning inside the interaction region of the
MBES spectrometer. The diagnostic paddle hosts a number of tools used for spatial as well as
temporal characterization.

The spatial diagnostics serve to spatially overlap the UV and X-ray beams in the interaction region,
as well as estimating the beam size. We use a 0.2 mm thick, 25 mm diameter YAG screen, possessing a
matte, sandblasted surface. The screen is externally viewed through a vacuum window with the aid of
a long working distance lens.

For timing diagnostics, we use a fast AXUV-type diode on a subminiature version A (SMA)
connector that is not directly illuminated, but by a highly-attenuated beam created using solid filters
which are moved in and out. The beam hits the mounting rim of the diode and only scattered light hits
the active area in our case. We illuminate it separately with the optical and X-ray pulses. These signals
are viewed on a 13 GHz bandwidth oscilloscope. The X-ray induced trace is saved as reference on the
scope and the delay of the optical pulse is manipulated by a delay stage such that the rising edges of
the two signals overlap. This strategy allows us to temporally overlap the optical and X-ray pulses
with a sub 100 ps accuracy. Temporal overlap on the femtosecond scale is achieved using photo or
Auger electrons of atoms or molecules shown later in this paper.

We use a resistively-heated capillary oven that we developed some years ago and successfully
used before as a sample source at the linac coherent light source (LCLS) [16,18,21,25,26] as well as with
high harmonic vacuum ultraviolet sources [27,28]. The oven consists of a body, a cap that is screwed
on after filling the main body with a solid molecular sample, and a capillary tip. All components
are made from aluminum. The three parts are separately heated using thin-film sheet heaters.
The temperatures of the three sections are monitored using thermocouples and we control the heating
current using a proportional-integral-derivative PID feedback circuit implemented on the control
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computer. The sample density has been once tested with the nucleobase thymine and can reach up
to 1012 molecules/cm3 [21]. The capillary reduces the angular width of the beam compared to usual
effusive sources and we have measured the full width at half maximum (FWHM) of 10 degrees when
operating in the 1011 molecules/cm3 density regime [21].

2.4. Magnetic Bottle Electron Spectrometer

The magnetic bottle time-of-flight electron spectrometer (MBES) has a high collection efficiency,
covering up to the full 4π solid angle [26]. Thus, a large number of electrons can be efficiently detected,
which is especially important in experiments with dilute samples. The magnetic bottle spectrometer is
characterized by a strong and inhomogeneous magnetic field of about 1 Tesla at the interaction region,
which joins onto a much weaker (~1 mT), homogeneous magnetic field created by a solenoid around
the flight tube. Electrons ejected in the interaction region into any direction are thus confined into
the flight tube. The time-of-flight (TOF) of the electrons from the interaction region to detection is
determined and subsequently transformed into kinetic energy.

Our specific design is illustrated in Figure 3. A vacuum tube with DN160 flanges houses the flight
tube, which is protected from external magnetic fields by a µ-metal shield. Wound onto the flight
tube, a solenoid is generating the weak homogeneous field along the electron flight path. The coil
has 1450 windings and is fed by a current of 400 mA producing a magnetic field of around 0.4 mT.
Winding the coil directly on the flight tube has the advantage that the solenoid can be brought close to
the interaction region. In addition, the design allows that the whole instrument can be taken out of
the main chamber by unbolting a single DN 250 flange at the central cross. Close to the interaction
region, right at the entrance of the flight tube, a stack of electrostatic lenses can be used to retard/repel
the electrons. A permanent magnet with a soft iron pole tip generates the strong, inhomogeneous
field in the interaction region. The space available at the beamline is used efficiently to maximize the
instruments resolution, resulting in an optimal flight tube length of 1.7 m.

The transition from the inhomogeneous to homogeneous field occurs over a short distance of about
10 cm. The lens stack is placed inside the front of the flight tube, at the beginning of the homogeneous
part of the magnetic field. At this point, the momentum in direction of the center axis of the flight tube
is approximately equal for electrons of equal kinetic energy.

The permanent magnet of the instrument is mounted in a temperature-controlled holder on a
manipulator. By this construction, the magnet can be brought close to the interaction region as well
as retracted if other equipment is brought into the interaction region, such as a diode or a Ce-YAG
screen. Elevated temperatures of 60 ◦C generally prevent sample building up on the magnet tip and
introducing electrostatic inconsistencies.

The detector assembly (purchased from Roentdek Handels GmbH) consists of a grid, followed
by a chevron MCP stack with an 80 mm diameter and an anode. The grid is held at the potential of
the flight tube (i.e., the retardation potential). The electrons are then accelerated towards the front
MCP by a +300 V potential change over 3 mm. Subsequently, the electrons are multiplied by the MCP
arrangement using a potential on the MCP backside of 1950 V. The anode, used for picking up the
signal is held at 2300 V. The signal is picked up by a high-pass filter and sent to a 12 bit analog-digital
converter, which we use at a sample rate of 2Gs. A single electron pulse has a width of 10 ns. The data
we present in this paper has been accumulated in the integration mode, i.e., all individual TOF traces
have been added. Alternatively, for lower electron yield, individual electron hits can be identified by
using a (software) constant fraction discriminator and then added individually to a TOF array.

We transform spectra taken in the TOF domain to the kinetic energy domain by the following
procedure. The distance from the interaction region to the detector is divided into three parts.
The electric potential in these parts is treated as a step function and the lengths are taken from the CAD
drawing of the spectrometer but refined in the calibration by fitting to Auger electron features. In the
first part, the electrons are traveling with their original kinetic energy for a distance of 90 mm from
the interaction region to the flight tube entrance. In the second part through the flight tube, which is
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1694 mm long, their kinetic energy is reduced by the retardation voltage. We fit these distances based
on observed electron spectra in the calibration procedure shown below. In the 3-mm-long final part
from the flight tube to the detector, their kinetic energy is increased by 300 V.

After axis transformation from TOF to kinetic energy, the signal strength is multiplied by a
Jacobian function which corrects for the non-linear mapping of bins from the TOF domain and the
kinetic energy domain.
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Figure 3. Cut-down scheme of the magnetic bottle time of flight spectrometer, with the magnified
area around the interaction region. The interaction region is defined by the overlap of the optical and
X-ray pulse with the region of highest sensitivity of the MBES. The magnetic field in the interaction
region is dominated by the permanent magnet having a tapered soft-iron pole piece on top. The strong,
inhomogeneous magnetic field drops quickly to a weak, homogeneous solenoid field surrounding the
flight tube, thus guiding the electrons from the interaction region towards the detector. A µ-metal
tube (orange) around the flight-tube and solenoid assembly (blue) shields the long flight region from
external magnetic fields. At the entrance of the flight tube, an electrostatic lens stack can be used
to retard the electrons to optimally utilize the energy resolution at a mean kinetic energy of choice.
The micro-channel-plate (MCP) detector assembly contains a grid at the front to accelerate electrons
towards the first plate. The grid and lens stack are equipotential so that the electrons travel through the
flight tube with constant velocity.

3. Results and Discussion

3.1. MBES Energy Resolution

The spectrometer has been calibrated with the Kr M4,5NN Auger lines, appearing in the kinetic
energy range shown in Figure 4. The background pressure in the interaction region was 2 × 10−7 mbar
before filling in Kr, although much lower pressures in the 10−9 mbar range have been reached
by pumping for longer times and baking. We backfilled the chamber with Kr gas at a pressure of
5.5 × 10−7 mbar for calibration purposes.
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Figure 4. Krypton M4,5NN Auger spectra recorded with the URSA-PQ instrument using 270 eV photons
(red spectrum using a retardation of 0 V, orange spectrum using a retardation of 20 V). The spectra
are recorded with a back-filled interaction chamber and converted from time-of-flight (TOF) to kinetic
energy. The black spectrum from Reference [29] serves as a reference.

We chose an FEL photon energy of 270 eV; the spectral jitter was on the order of 2% as observed
by an inline diagnostic instrument at the beamline [30]. The nonresonant Auger lines however are
not affected by the spectral jitter of the light source. The permanent magnet of the spectrometer was
moved close to the interaction region and scanned vertically to and horizontally along the FEL beam
to optimize the position for highest electron signal. A halo of scattered light around the laser focus
prohibited distances of the magnet tip to laser focus to be smaller than 4 mm. Even a small amount of
scattered light produced many more photoelectrons from the solid magnet tip than from the gas in the
real focus because of the orders of magnitude lower density of our gas compared to solid matter.

The Auger spectra used for calibration are shown in Figure 4. The red line is recorded using a
retardation potential of 0 V. The black reference spectrum is obtained from Werme et al. [29]. One can
clearly identify the two different groups of Kr M4,5NN Auger lines in our spectra. In the higher
energy group, we identify the two lines at 37.7 and 38.7 eV as two separate lines. This results in
an energy resolution without retardation of ∆E/E � 1/40. The kinetic energy spectrum with 20 V
retardation voltage (orange) shows deeper modulation indicating higher energy resolution, as the
kinetic energy decreased.

We now discuss the resolution-limiting factors in the calibration measurements. We note a large
background in the kinetic energy range between 35 and 37.5 eV. This results from a saturation of the
detector due to a large amount of electron counts per X-ray pulse. In the TOF-spectrum, the group of
Auger electrons between 37 and 42.5 eV hit the detector at early times and thereby produces a long
lasting background of several nanoseconds. By the time the next group between 30 and 32 eV hits the
detector, this signal has decayed. This memory effect in the detector certainly degrades the resolution
as background accumulates in a group of Auger lines. This issue can be easily solved by reducing
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the FEL pulse energy or the Kr pressure; in the following experimental runs for 2-thiouracil, we had
adjusted pressure as well as FEL pulse energy accordingly.

A single electron pulse coupled out at the detector-anode has a width of 10 ns and is completely
symmetric, i.e., the rising edge is not shorter than the falling edge. As mentioned above, we used
the system in ‘integration-mode’ by adding up individual traces from the detector. The 10 ns pulse
width in TOF corresponds to 0.5 eV of energy resolution in the kinetic energy range around 20 eV.
The experimental energy resolution of 1/40 corresponds to a 10 ns time-interval at a TOF of 300 ns
(kinetic energy of 101 eV).

A possibility to improve the time resolution would be the reduction of the number of electrons
hitting the detector. This would reduce the detector saturation and therefore accumulated background
in the different groups. Another important advantage would be the possibility to identify individual
electrons hitting the detector. This will allow for edge detection, for instance via a constant fraction
discriminator. In this case, the resolution is fundamentally limited by the sample interval of the
analog-to-digital converter (ADC), which is 500 ps in our case. In analogy to the resolution limit of
10 ns, the 500 ps would correspond to an energy resolution of 0.03 eV in the energy range of 20 eV.
However, there is also the turn-around time of the electrons emitted initially away from the detector,
which will also limits the resolution [20].

3.2. Temporal Resolution

We now investigate the temporal resolution in the optical pump—these are X-ray probe
experiments. As mentioned above, we initially determined the coarse temporal overlap by monitoring
a fast-diode response, induced by UV and X-ray pulses, on an oscilloscope. The setup had an accuracy
in the sub-100 ps domain. As 100 ps resolution is not sufficient for the experiments, more accurate
information on the temporal overlap, as well as the temporal resolution achievable by this setup,
we performed measurements of photoelectron signals of molecules using the URSA instrument.
We used the molecule 2-thiouracil (C4H4N2OS), as this has been the molecule of interest for our first
beamtime utilizing this instrument. Thionucleobases are interesting as they show an efficient relaxation
to long-lasting triplet states after UV excitation, thereby showing different behavior compared to
canonical nucleobases, which relax relatively quickly to the ground state [31].

Figure 5a shows a core level photoelectron spectrum of 2-thiouracil illuminated by X-ray photons
of 272 eV mean-photon-energy. The pulses have less than 1% mean- photon-energy-jitter and a relative
bandwidth of 1–1.5%. Shown in this particular part of the spectrum is the 2p-photoline of sulfur at
103.5 eV kinetic energy. This line should be spin-orbit split resulting in the j = 3/2 and 1/2 components
with an energy spacing of 1.2 eV [32], however already the photon energy resolution is not sufficient
to resolve that splitting. The small shoulder visible on the lower kinetic energy side at 95–97 eV is a
satellite structure that accompanies the main 2p photoline (as, for instance, previously documented for
sulfur on surfaces [33]).

Upon UV excitation, the main photoline shifts towards lower kinetic energies, due to the molecular
dynamics setting in immediately. The molecular origin for this observation will be discussed in
detail in a separate paper. Here, we use this feature to determine the temporal overlap with sub-ps
precision, and the overall time resolution of the experiment itself. We take here the difference spectrum
(not shown), calculate its absolute value |UVon − UVoff| as a measure for the UV induced change in the
spectrum. This observable as a function of relative delay between UV-pump and X-ray-probe pulse is
shown by the blue dots in Figure 5b, together with a theoretical fit shown by the orange line. The fit
function includes a Gaussian describing the time-resolution, convoluted with two exponential decays
(see for instance Equation (3) in Reference [34]). The second exponential decay is longer than 100 ps
and has limited influence on the data in the delay window shown. The faster exponential decay of
(230 ± 30) fs describes some molecular dynamics. Most interesting in the context here is the Gaussian
time-resolution function. We actually determined the relative time-overlap by the maximum of this
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Gaussian, which can be done with a sub-10 fs accuracy. The Gaussian time resolution when correcting
data using the beam arrival monitor [35] has a FWHM of σTR = (190 ± 10) fs.

There are different contributions to the origin of the time-resolution known
in the literature which sum up geometrically to the final time resolution

σTR =
√
σUVL2 + σFEL2 + σFELtrain2 + σUVLtrain2 + σFEL−UVLjitter2, where σUVL is the UV pulse

length, σFEL the X-ray pulse length, σFELtrain the intra-train jitter of the X-ray pulses within the
macro-bunch, σUVLtrain the intra-train jitter of the UV pulses within the macrobunch and σFEL−UVLjitter
the relative timing jitter of X-ray and UV laser pulses [36]. The UV pulse duration has been determined
to be σUVL = 80 fs by a frequency resolved optical gating (FROG) measurement [37]. Subtracting the UV
pulse duration geometrically yields 170 fs Gaussian FWHM total for all other components. The other
components have been estimated with σFELtrain = σUVLtrain = 30–40 fs and σFEL−UVLjitter = 70 fs [38,39].
Subtracting all these components out delivers a remaining X-ray pulse duration in the experiment
in the region of about 150 fs. Taking all these components into account results in a remaining X-ray
pulse duration in the experiment on the order of 150 fs. However, we would expect a sub-100 fs X-ray
pulse duration for this bunch charge. The discrepancy could possibly be attributed to a higher jitter
compared to past experiments and longer term drifts.Appl. Sci. 2020, 10, x FOR PEER REVIEW 10 of 13 
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4. Conclusions

We presented the new URSA-PQ instrument which is now available for general users at the FLASH
FEL facility. We described its major design features and its flexibility because of its adherence to CAMP
instrument dimensions. The instrument is already equipped with a molecular source and a magnetic
bottle spectrometer, allowing for ultrafast X-ray probe studies of photoexcited molecular dynamics.
We demonstrated the current spectral resolution of the MBES of 1/40 using the M4,5NN Auger decay
of Kr in the range of 30–45 eV electron energy. This can be improved further by treating electron
signals digitally using a combination of an edge finder and time-to-digital conversion. We investigated
the time-resolution in conjunction with the FLASH 2 pump-probe laser delivering 266 nm pulses
at FL 24. For that purpose, we used a UV-induced shift of the sulfur 2p photoelectron line of the
molecules 2-thiouracil. We find a temporal resolution of 190 fs using photoelectron features from UV
excited 2-thiouracil.
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Abstract: In this paper, we report X-ray absorption and core-level electron spectra of the nucleobase
derivative 2-thiouracil at the sulfur L1- and L2,3-edges. We used soft X-rays from the free-electron
laser FLASH2 for the excitation of isolated molecules and dispersed the outgoing electrons with a
magnetic bottle spectrometer. We identified photoelectrons from the 2p core orbital, accompanied
by an electron correlation satellite, as well as resonant and non-resonant Coster–Kronig and Auger–
Meitner emission at the L1- and L2,3-edges, respectively. We used the electron yield to construct X-ray
absorption spectra at the two edges. The experimental data obtained are put in the context of the
literature currently available on sulfur core-level and 2-thiouracil spectroscopy.

Keywords: X-ray; photoelectron; sulfur; thiouracil; nucleobases; Coster–Kronig; Auger–Meitner;
NEXAFS; FLASH

1. Introduction

Recent years have seen increasing interest in the study of sulfur-substituted nucle-
obases, known as thionucleobases, for applications in medicine and biochemistry [1,2].
They differ from their canonical counterparts in their response to UV radiation. The sub-
stitution of an oxygen atom with the much heavier sulfur atom significantly changes the
potential energy landscape, affecting how the molecules interact with light. The absorption
spectrum is shifted from UVC into the UVA range, and the resulting excitation produces
long-lived triplet states [3–8]. Their reactive triplet state makes thionucleobases useful as
cross-linking agents [9,10], as well as candidates for photoinduced cancer treatment [11,12].

Ultrafast radiationless transitions are crucial in funneling the molecular population
from the initially excited 1ππ* states into the long-lived 3ππ* states. The details of these
dynamics have been the topic of theoretical and experimental efforts (see Ref. [8] and the
references therein). The particular thionucleobase 2-thiouracil (2-tUra) is among the most
studied systems. Its static potential energy landscape properties indicate the existence
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of several conical intersection (CI) seams [13]. Dynamical simulations predict how an
initially UV-excited population traverses the CI regions to end up in the lowest 3ππ*
state. Experiments using UV pump and visible-ultraviolet probe pulses in solvents [4,14]
and in the gas phase [14–16] confirm the ultrafast nature of the molecular transitions.
The combination of dynamics predictions with experimental transient spectra present a
powerful approach to deduce molecular dynamics. These combined studies suggested
ultrafast sub-picosecond transitions from the 1ππ* to a 1nπ* ‘doorway’ state, from which
the lower-lying triplet states are accessed [14,16].

Using ultrafast X-ray pulses to probe molecular dynamics via core-electron excitations
provides insight into the molecular dynamics, a process which is complementary to the
well-established probe methods that utilize valence electron transitions [17]. X-rays provide
an element-sensitive probe as the core-level electron binding energies differ strongly among
elements. The tight binding afforded also makes this method highly spatially selective.
This particular advantage has been used to examine the 1nπ* channel via UV-pump X-ray
probe studies on thymine [18,19]. For 2-tUra, we used the sulfur L-edges to probe the
local dynamics at the C-S bond using time-resolved Auger–Meitner spectroscopy [20].
In addition, we could attribute electronic states using the excited-state chemical shift
(ESCS) resulting from the local charge at the sulfur atom probed in time-resolved X-ray
photoelectron studies [21].

In this paper, we present a static X-ray spectroscopic study of 2-tUra performed at the
sulfur L-edge. Our work includes near-edge absorption fine structure (NEXAFS) spectra at
the L1- and L2,3-edges, as well as photoelectron spectra involving the 2s and 2p core-holes.
We furthermore investigate the Auger–Meitner spectra induced by sulfur 2p vacancies and
the Coster–Kronig decay of the sulfur 2s core-hole as a function of X-ray energy.

2. Results

We first investigated the photon-energy range of the sulfur L2,3-edge creating a sulfur
2p core hole through either resonant transitions to core-valence excited states or non-
resonant promotion of the core electron into the continuum. The FEL photon energy hυ
was scanned over the ionization edge region from hυ = 155 to 175 eV, with 0.75 eV steps in
randomized order; the averaged FEL bandwidth was about 4 eV. For each photon energy
setting, a full electron spectrum of 2-tUra was recorded. The electron time-of-flight spectra
were converted to the kinetic energy scale by taking the Jacobian correction in the binning
process into account. The results are shown in Figure 1a, with electron spectral intensity
shown in the form of grayscale false-color code as a function of electron kinetic energy and
photon energy.

The 2D spectrum shows two qualitatively different groups of features. First, we
discerned a group of maxima that did not change their kinetic energy as the photon energy
was varied. We refer to these as ‘non-dispersing’ lines or bands. The strongest is a broad
line at 140 eV with a width of ~9 eV, which appears from photon energies of 167 eV and
higher. This component is accompanied by a weaker one at Ekin = 130 eV and a smaller
background towards lower kinetic energies.

The second group of features are ‘dispersing’, meaning they change their kinetic
energy with hυ. In the photon energy range of 155–163 eV, we observed several such lines
which changed Ekin linearly with hυ in the kinetic energy range above 120 eV. The highest
kinetic energy lines also continued to be visible for larger photon energies up to 175 eV.
A further dispersing line starting at Ekin = 48 eV at hυ = 155 eV also linearly changed its
kinetic energy with hυ. This line is not part of the molecule and we discuss it further in
the discussion below. An additional transition region was visible around hυ = 165 to 167 eV,
where dispersive features convert into non-dispersive bands. In this region, a line with
‘negative’ dispersion seems to change from high to lower kinetic energies around Ekin = 140 eV.
We integrated the full two-dimensional spectrum over the kinetic energy range and present
it as a function of photon energy in Figure 1b. The NEXAFS spectrum obtained in this way
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shows a decreasing electron yield (absorption) from the lowest hυ to about 165 eV, where the
absorption rises. This rise occurs over a photon energy interval of ~2 eV.
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Figure 1. (a) Photon energy vs. electron kinetic energy for the 2-tUra sulfur 2p edge. The valence
emission can be discerned as dispersing diagonal lines. Resonant and non-resonant Auger–Meitner
emission splits off from the valence signal when the photon energy reaches the 2p binding energy.
(b) NEXAFS spectrum obtained by integrating the electron emission intensity over the whole kinetic
energy range. The 2p edge marks an increase in emitted signal, with some spectral features visible as
peaks in the NEXAFS.

We subsequently demonstrate the energy range around the sulfur L1-edge, which
creates features connected to a sulfur 2s core-hole. We scanned the photon energy in
the range of 206 to 240 eV, with 1 eV steps. Figure 2a shows a false-color 2D spectrum
of electron yield as a function of kinetic energy and photon energy. Similar to the L2,3
spectrum, we again identified dispersing and non-dispersing lines. The most prominent
dispersing feature changes Ekin linearly with hυ from Ekin = 38.5 eV to 75 eV over the full
range shown in Figure 2a. The line is accompanied by a weaker dispersing line shifted by
6 eV towards lower kinetic energy. In addition, weaker dispersing features from valence
ionization are visible for kinetic energies over 150 eV and up to 200 eV for the lowest
photon energy.

In the lower kinetic energy range, we observed a non-dispersing broad line centered
around Ekin = 42.5 eV. At higher kinetic energies, we observed a non-dispersing band
around Ekin = 140 eV with a tail towards lower energies. Analogous to the L2,3-edge, we
generated a NEXAFS spectrum from the integrated electron yield, shown in Figure 2b.
In addition to the decrease in intensity from lower to higher photon energies, an absorption
increase starting at hυ = 222 eV with a maximum at hυ = 227 eV was observed.
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Figure 2. (a) Photon energy vs. kinetic energy for the 2-tUra sulfur 2s edge, with the photon energy
varying from 208 eV to 245 eV. The bright diagonal feature is the dispersing 2p photoelectron line.
A satellite photoelectron line is visible to the left of the main feature. Non-resonant 2p Auger–Meitner
electron emission can be seen in the 100 eV to 150 eV range. Coster–Kronig electrons from the
2p -> 2s decay are visible at 40 eV for photon energies above 220 eV. The dispersing dip overlapping
the Coster–Kronig feature visible in the inset is an artifact of the readout electronics. (b) NEXAFS
spectrum obtained by integrating the emission intensity over the whole kinetic energy range.

3. Discussion

We first discuss the spectra at the sulfur L2,3-edge. According to calculations [22],
the ionization potential of sulfur is given as 162.5 eV and 163.6 eV for the two spin-orbit
split components 2p3/2 and 2p1/2, respectively. Photoelectron measurements of 2-tUra
found the ionization potential values to be 168.17 eV and 169.37 eV for the spin-orbit split
components [23]. The photon energy window from hυ = 155 eV to 176 eV in Figure 1 thus
spans from well below to above the ionization potential.

At the lowest photon energies, the spectrum must be dominated by valence emission,
and we can clearly identify dispersing features with a high energy edge around 150 eV
kinetic energy. We thus compare the electron spectrum to the He-lamp induced valence pho-
toemission spectrum taken over a range of only 10 eV (from 8 to 18 eV binding energy) [24].
Figure 3 shows a photoelectron spectrum taken at FLASH2 at hυ = 155.75 eV (blue line).
The inset of Figure 3 compares a small region of that spectrum with the photoelectron
spectrum obtained using the He (I) line at hυ = 21.2 eV. While the He spectrum shows rich
detail attributed to photoemission from different valence orbitals [24], our spectrum at
FLASH2 is only weakly modulated as a function of Ekin. The ionization potential overlaps
with the measured ionization potential of 8.8 eV [24]. The poor modulation of the FLASH2
valence photoelectron spectrum in Figures 1 and 3 is a combined effect of the photon energy
bandwidth of 4 eV and the reduced resolution of the magnetic bottle spectrometer at these
comparatively high kinetic energies. The magnetic bottle was operated at retardation
of only 5 eV; taking the measured 1/40 resolution [25], we arrive at a feature width of
about 4 eV at Ekin = 150 eV. The valence features disperse with a slope of one in hυ per eV
in Ekin throughout the whole measurement range, confirming the use of fundamental
undulator radiation.

A second dispersive feature, starting at Ekin = 47.9 eV, has a binding energy of 108 eV
(see also Figure 2). The slope, equal to the slope of the valence lines, indicates its origin
from photoemission with the fundamental of the undulator. We suggest that this line stems
from the Al tip of the oven, sitting at a distance of a few mm from the interaction region
but still being hit by some halo of the X-ray beam. The 2s line of Al is nominally expected
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to be around 120 eV, but due to patch charges at the oxidized tip, this line might be shifted
by a few eV towards its apparent binding energy of 108 eV.
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Figure 3. Photoelectron spectra for photon energies above (175.25 eV) and below (157.25 eV) the
sulfur 2p binding energy. A dispersive behavior of the valence band is visible, moving from ~140 to
~160 eV with increasing photon energy. Our valence spectrum at hυ = 155.75 eV is compared with a
He-lamp-induced valence photoelectron spectrum (purple) from Ref. [24] in the inset, which is scaled
in kinetic energy according to the difference of photon energies used in the experiments. Conversely,
the Auger–Meitner feature is only present for the higher photon energy. The Auger–Meitner data are
compared with the sulfur Auger–Meitner spectrum of OCS (green) from Ref. [26].

We now concentrate on the non-dispersive features. At the limit of the highest photon
energy in Figure 1, we observe a non-dispersive band peaking at 140 eV, shown in the
orange line in Figure 3. As the photon energy of 175.25 eV is above the ionization limit
for the sulfur 2p electrons, we assume that these features belong to non-resonant Auger–
Meitner (NAM) decay of 2-tUra. An Auger–Meitner spectrum of the molecule is not
available; we therefore compare the features with a sulfur L-MM Auger–Meitner spectrum
of OCS (green line Figure 3) from Ref. [26]. The OCS reference shows four dominant
groups of lines, which are attributed to different bands of dicationic final states in Ref. [26].
Generally, we observe less resolved features than in the OCS reference. On the one hand,
this is due to the reduced resolution of our magnetic bottle spectrometer. On the other
hand, larger species such as 2-tUra tend to not show resolved features on the eV scale. This
argument can be made in analogy to thymine and its fragment isocyanic acid (HNCO).
While the Auger–Meitner spectrum of the latter shows details on an eV scale in analogy to
OCS, thymine only exhibits broad bands about 10 eV wide [27]. This effect is due to the
increased density of final dicationic states in NAM decay for growing molecular size. The
different bands at 140 and 130 eV correspond to broadened bands in the OCS spectrum.
We do not know the exact electronic configuration of the valence dicationic states after
Auger decay of the sulfur core-hole. However, the sulfur atom has two valence orbitals
that must be strongly involved in the sulfur core hole decay: a strongly bound 3s and
a shallow bound 3p valence orbital. A decay involving strongly bound valence orbitals
in dicationic states leads to less kinetic energy of the Auger electron. Therefore, a very
coarse interpretation can attribute the different band ‘humps’ at 140, 130, and 105 eV to
dicationic decays with two valence holes dominated by sulfur 3p−2, 3p−13s−1, and 3s−2

configurations, respectively. The hole-character refers to the sulfur atomic orbital contained
in the molecular orbitals.

The NEXAFS spectrum in Figure 1b shows an intensity decrease from lower hυ up to
about 164 eV, where the integrated electron yield in the spectrum increases. This is about
4 eV below the first sulfur 2p binding energy and thus in the region of core-to-valence reso-
nances from 2p core levels to unoccupied valence levels. The valence state in the transition
needs to fulfill symmetry requirements, meaning it needs to contain either atomic sulfur s
or d orbitals. As we do not observe any fine structure because of the comparatively large
bandwidth, we have not pursued any calculations of the unoccupied valence electronic
states. The lowest unoccupied states of 2-tUra, the so-called π* resonances, are dominated
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by sulfur atomic character. As in every NEXAFS spectrum, a dense series of Rydberg
states with many different atomic contributions spans from the lowest resonances up to
the ionization limit. There is currently no NEXAFS reference data available for 2-tUra. We
thus compare our data to NEXAFS spectra of OCS and CS2 at the sulfur L2,3-edge [28],
as well as on dimethyl disulfide at the sulfur L2,3-and also L1-edges [29]. In CS2 as well
as OCS, the first resonances are described by 2p3/2 and 2p1/2 to π* transitions, located
around 163–164 eV and 164–165 eV for CS2 and OCS, respectively. Higher resonances are
attributed to Rydberg-transitions with 4s and 3d sulfur character. Above the ionization
limit, the spectra of CS2 and OCS show a broad shape resonance.

The kinetic energy-resolved region of the core-valence resonances shows so-called
resonant Auger–Meitner processes. The resonant Auger–Meitner (RAM) decay [30] has
been studied in several molecules, from diatomic to quadratomic [31,32]. Part of our
group has studied RAM decay in the nucleobase thymine, where it has been used to
infer molecular excited state dynamics [33]. In RAM decay, the initial core-excited neutral
state decays into a cationic state, in contrast to decay to dicationic states, as is the case
for core-ionized states in a NAM process. We clearly see the effect of the final state in
the transition of the RAM to the NAM decay of 2-tUra. At the 1s-π* resonance, the most
prominent feature in the RAM sits at 146 eV, which then transforms into the NAM feature
at 140 eV kinetic energy. The shift results from a more attractive dicationic potential for the
outgoing Auger–Meitner electron in NAM as compared with the cationic potential in RAM.
The transition region of RAM to NAM in thymine shows a very similar shift, appearing as
dispersion in the wrong direction, i.e., the kinetic energy decreases as the photon energy
increases (see Figure 2 in Ref. [33]). The spectrum in Figure 1 does not possess sufficient
kinetic energy resolution to distinguish participator (final states are identical to outer
valence ionized final states) and spectator decay (final states possess an excited valence
electron corresponding to inner valence ionized final states), in contrast to Ref. [33].

We now discuss features at the L1-edge, which implies a sulfur 2s hole being created
upon X-ray interaction. Unlike the L2,3-edges, only one core-hole state is created here due
to the absence of spin-orbit coupling. According to calculations, the binding energy of the
sulfur 2s-ionized state is 230 eV [22]. The photon energy window in Figure 2, therefore,
contains the sulfur L1-edge.

For the discussion, we first concentrate on the most prominent feature in Figure 2: the
dispersive line presented more prominently in the inset. Figure 4 presents some lineouts of
kinetic energy spectra at specific photon energies. We find a kinetic energy of 39.8 eV at the
photon energy of 209.35 eV, corresponding to a binding energy of 169.5 eV. The linewidth is
about 4 eV, masking any splitting below that width. We thus conclude that the dispersive
feature must be the sulfur 2p photoelectron line at the binding energies of 168.17 eV
and 169.37 eV for the 2p3/2 and 2p1/2 spin-orbit split components, respectively [23]. The
experimentally found dispersion fits to ionization by the first order of undulator radiation
from FLASH2.

Parallel to the main photoelectron line, a correlation satellite line [34] appears 5 eV
below in kinetic energy, most clearly visible in the hυ = 240 eV spectrum (orange line in
Figure 4) at a kinetic energy of 68 eV. In an orbital picture, the structure corresponds to a
shake-up process from an occupied to an unoccupied valence orbital induced by the sulfur
2p photoionization. Thus, the photoelectron has the energy of the main line reduced by the
energy to accomplish that shake-up. Satellite structures of the sulfur 2p photoelectron line
have also been documented for comparatively small molecules such as SF6 [35] or sulfur
atoms on a metal surface [36]. For the latter, a similar shift is observed.
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Figure 4. Photoelectron spectra for photon energies above (~245 eV) and below (~208 eV) the 2s
binding energy. The dispersive behavior of the 2p photoelectron line is visible, moving from 39.8 to
74.4 eV with increasing photon energy. The 2p non-resonant Auger–Meitner band from 100 eV to
144 eV remains stable and is independent of the photon energy. The dispersive valence features are
visible in the inset.

The non-dispersive part is composed of the sulfur 2p NAM decay in the 100 to 150 eV
kinetic energy range. For photon energies above the 2s binding energy, we also see a
non-dispersive feature with a kinetic energy of about 40 eV. We attribute this second feature
to the Coster–Kronig spectrum of the 2s hole, which is dominated by one broad peak at
42.5 eV kinetic energy, visible in the orange line of Figure 4. Photon energies above the 2s
binding energy are able to create a 2s core hole, which is rapidly filled by a 2p electron in
the form of Coster–Kronig decay, ejecting a valence electron in the process. The observed
kinetic energy is therefore given by the 2s-2p energy gap, minus the valence binding energy,
and is independent of the photon energy that produced the 2s core hole. To our knowledge,
there are no S 2s Coster–Kronig spectra documented for molecules. We thus compare the
spectra to those of sulfur atoms on surfaces from Ref. [36], showing two bands at 40 and
50 eV kinetic energy, which falls energetically within our observed broad band. Those
bands are attributed to 2s−1 Coster–Kronig decays with a 2p−1 3s−1 and 2p−1 3p−1 final
state accompanied by a charge transfer from the sulfur atom into the substrate.

The 2p induced NAM decay is visible in both the blue and orange lines of Figure 4,
where a slight shift in the peak position is observed. At low photon energies, the 2p decay
is induced by 2p photoelectron emission. For the higher photon energies, however, the
2p NAM decay can be induced by both 2p and 2s photoelectron emission. In case of 2s
ionization, the 2s Coster–Kronig decay will create a valence hole and 2p-core hole; the
latter will then decay via NAM channels. We suggest that the Auger spectra of NAM and
Coster–Kronig induced NAM are different because of the additional valence hole. Thus,
the shift is caused by photon energy-dependent changes in the relative intensities of the
NAM decay channels originating from either 2s or 2p ionization.

For the L1-NEXAFS spectrum, we observed the peak of the absorption feature as being
between hυ = 225 and 230 eV. The ‘generic’ binding energy of the 2s electron of 230 eV
likely needs to be shifted upwards in the molecule by a few eV in analogy to the 2p electron.
Thus, we end up with 2s-π* transitions at the maximum of the NEXAFS spectrum. Again,
because of a lack of molecular NEXAFS spectra, we point to Ref. [36] for comparison, where
the maximum of the 2s-3pz absorption was observed at 225 eV.

The relatively large bandwidth of the X-rays—of up to 2%—limits the energy resolu-
tion in NEXAFS and resonant Auger–Meitner and photoelectron spectroscopy. Neverthe-
less, we were able to discern features that are attributed to core-valence resonances and
core-level electron binding energies. The non-resonant Auger–Meitner and Coster–Kronig
features are independent of the initial photon energy and bandwidth. Their shape is there-
fore governed by the resolution of the electron spectrometer and the number of electronic
states accessible by Auger–Meitner and Coster–Kronig decay in large molecules.

4. Materials and Methods

The data were obtained at the FL24 beamline of the FLASH2 free-electron laser
(FEL) [37,38] as part of a more extensive investigation of the dynamics following UV excita-
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tion [20,21]. An instrument containing sample injection and a magnetic bottle-type electron
spectrometer (URSA-PQ, German: Ultraschnelle Röntgenspektroskopie zur Abfrage der
Photoenergiekonversion in Quantensystemen, English: Ultrafast X-ray spectroscopy for
probing photoenergy conversion in quantum systems)—designed and built by the group
at University of Potsdam—was connected to the beamline [25].

At the FLASH FEL, the X-rays are produced by self-amplified spontaneous emission
(SASE), and we used photon energies at the FLASH2 branch in the range of 150 eV to
250 eV tuned by variable gap undulators. Rare-gas photoelectron spectrometers built in the
beamline, the OPIS (Online PhotoIonization Spectrometer) [39], were used to determine the
wavelength and spectrum of the emitted light; for the machine settings used in this study,
the average bandwidth (including jitter) was found to be 4 eV. This kind of spectrometer
does not provide shot-to-shot resolved data. We instead averaged the OPIS spectra for a
complete run with minutes of data to determine the average photon energy value for each
photon energy bin. The different step sizes for the two energy scans (1 eV and 0.75 eV) were
chosen to allow for efficient use of experimental time; a finer step size of about 4 eV effective
bandwidth would not improve the data. We scanned with a slightly larger step size at the
L1-edge, as we expected wider features at the L1-edge compared with the L2,3-edge.

The FEL delivers the radiation in trains of pulses with a repetition rate of 10 Hz [40].
Each train consists of 50 pulses at 200 kHz internal repetition rate, with an estimated pulse
duration of 150 fs [25]. Pulse energy scans were carried out to avoid X-ray saturation of
the obtained electron spectra. During the data collection, the average pulse energy used
was 5 µJ. The X-rays are focused by means of Kirkpatrick–Baez (KB) mirrors to a spot of
~100 µm size, located in the interaction region of our magnetic bottle electron spectrometer
(MBES) [41]. The X-rays are linearly polarized parallel to the axis of the spectrometer.

Figure 5 presents a sketch of the URSA-PQ apparatus. The use of an MBES allows
for high collection efficiency. A permanent magnet with a soft iron pole produces a high
magnetic field in the interaction region, which adiabatically changes into a homogeneous
solenoid field that guides the confined electrons through an almost 2 m long flight tube [41].
The emitted electrons are detected by a multi-channel plate (MCP) assembly at the end of
the flight tube. Their kinetic energy can then be obtained from the time-of-flight measure-
ments. A time-of-flight spectrum was recorded for each pulse of the FEL, and the results
were subsequently averaged. An electrostatic lens was used to apply a retardation potential
to the electrons as they enter the flight tube, slowing them down and thus increasing the
time-of-flight resolution. Calibration of the spectrometer was carried out using Kr-MNN
Auger–Meitner electrons [25]. Using the calibration data together with a geometric model
of the flight tube, a time-of-flight to kinetic energy conversion function was developed.
This function was then adapted to enable the conversion of data acquired under different
retardation settings. Specifically, we used recorded krypton spectra to construct a model
of the spectrometer and extrapolated it to other retardation settings/energy ranges. The
resolution (E/∆E) was found to be around 40 under the chosen settings [25]. For each X-ray
pulse, FLASH provides a shot-to-shot measurement of the pulse energy (photon number)
through the use of gas-monitor detectors (GMD). We used these data to normalize our
electron spectra.

The 2-tUra sample (acquired from Sigma-Aldrich (St. Louis, MO, USA) and used
without further processing) was delivered by a capillary oven [42] heated to 150◦C and
located near the tip of the permanent magnet of the spectrometer. At this oven temperature,
the only tautomer is the oxo-form [23], as noted in a comparison of gas-phase 2-tUra
experiments [15,23].
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Figure 5. Sketch of the experimental setup. The soft X-rays from FLASH2 are focused into the
interaction region of the magnetic bottle spectrometer, where the sample is provided by means
of a capillary oven (located above the spectrometer, out of plane of the diagram). The emitted
photoelectrons enter the flight tube and are detected by an MCP detector.

5. Conclusions

Here, we present the results of an X-ray sulfur core-level investigation of 2-thiouracil.
The data obtained—primarily covering previously unobserved energy ranges—provide
novel information about this molecule which is complementary to the currently avail-
able literature.

The valence and 2p photoelectron features present a dispersive character, with the
electron kinetic energy linearly following the changes in photon energy. However, the
Auger–Meitner and Coster–Kronig decay channels are associated with constant kinetic
energies and do not show dispersion.

The previously measured value for the sulfur 2p binding energy in 2-tUra of 168 eV [23]
is consistent with our observations for both the 2p photoelectron line kinetic energy and
the onset of the 2p Auger–Meitner features. Moreover, our NEXAFS spectra show a similar
position of the sulfur-2p edge as the already available ion-yield NEXAFS spectra of related
sulfur-containing compounds [28], although with a significantly lower resolution in the
finer details of our spectrum. This is due to the large bandwidth of the FEL radiation used,
acting to broaden the observed features. The future use of a monochromator would help to
increase the energy resolution, as in [19]. It increases the shot-to-shot fluctuations when
used with SASE sources, but this can be corrected for on a single-shot basis.

To our knowledge, this work is the first available NEXAFS spectrum of 2-tUra at the
sulfur 2p and 2s edges.

The observed 2p Auger–Meitner spectrum does not present any fine structure or
discernable lines. In other cases, such as OCS, pronounced features in the sulfur Auger–
Meitner spectra were observed [26]. We attribute the lack of fine structure to the relatively
high number of atoms forming 2-tUra, leading to a high density of dicationic states and
thus leading to spectral congestion [27].

Resonant and non-resonant Auger–Meitner emissions can be distinguished by their
kinetic energy, with resonant electrons showing a shift of about 10 eV toward higher kinetic
energies. Similar shifts are observed in other molecules [32], and are attributed to the
spectating electron affecting the energy landscape in which the decay takes place.

At the sulfur L1-edge, we observe the dispersive 2p photoline as well as a broad non-
dispersing Coster–Kronig band at around 40 eV. Comparisons to a core level spectroscopy
study of sulfur atoms on a metal surface confirm our interpretation of the features in the
absence of comparable molecular data for this spectral region.
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The conversion of photon energy into other energetic forms in molecules is accompanied by

charge moving on ultrafast timescales. We directly observe the charge motion at a specific

site in an electronically excited molecule using time-resolved x-ray photoelectron spectro-

scopy (TR-XPS). We extend the concept of static chemical shift from conventional XPS by

the excited-state chemical shift (ESCS), which is connected to the charge in the framework of

a potential model. This allows us to invert TR-XPS spectra to the dynamic charge at a specific

atom. We demonstrate the power of TR-XPS by using sulphur 2p-core-electron-emission

probing to study the UV-excited dynamics of 2-thiouracil. The method allows us to discover

that a major part of the population relaxes to the molecular ground state within 220–250 fs.

In addition, a 250-fs oscillation, visible in the kinetic energy of the TR-XPS, reveals a coherent

exchange of population among electronic states.
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Light-induced charge flow in molecules forms the basis to
convert photon energy into other energetic forms. The
excitation of valence electrons by light triggers a change in

charge density that eventually couples to nuclear motion. The
complex interplay of nuclear and electronic degrees of freedom in
the electronically excited states continues to move charge on an
ultrafast time-scale by nonadiabatic couplings1. This in turn gives
rise to phenomena like photoisomerization2 and proton-coupled
electron transfer3 with rich applications in light-harvesting and
photocatalysis4. Finding a way to image the charge flow in elec-
tronically excited systems, including organic molecules, on its
natural timescale and with atomic precision would provide new
ground for understanding molecular photophysics and excited-
state (ES) reactivity.

X-ray photoelectron spectroscopy (XPS) is a proven tool to
obtain information about local charge with atomic specificity in
electronic ground states5. The tight localisation of core orbitals
makes the method site selective. The ionisation potential (IP)
measures the difference between neutral state and core-ionised
state at a particular atom in a molecule. The so-called chemical
shift (CS) of the IP reflects the charge at, and in close vicinity of,
the probed atom. Within the potential approximation, the CS can
be directly converted into local charge6.

In this paper we generalise the CS concept known from con-
ventional, static XPS to electronically excited states, introducing
the excited-state chemical shift (ESCS, not to be confused with
the ESCS in nuclear magnetic resonance). We test this on the
thionucleobase 2-thiouracil (2-tUra), which is photoexcited to a
ππ* state by an ultraviolet (UV) light pulse (Fig. 1). The S 2p
photoionization with a soft x-ray pulse, of photon energy hv,

leads to a photoelectron with kinetic energy Ekin= hv− Ebind.
The molecular UV photoexcitation changes the local charge
density at the probed atom (Fig. 1b bottom), which leads to a
specific ESCS. We find a direct relation between the ESCS and the
local charge at the probe site in analogy to the potential model for
the CS in static XPS6. This allows one to circumvent complex
calculations of IPs, while allowing for an interpretation based on
chemical intuition. We show that the largest effect on the ESCS is
due to electronic relaxation, especially if the local charge at the
probed atom is grossly changed in the process. A smaller, but
non-negligible effect, stems from geometry changes, which can
also alter local charge at the probed atom.

Our studies extend existing theoretical7–10 and experimental11–13

time-resolved (TR)-XPS by the demonstration of direct local charge
recovery from ESCS. The x-ray typical element- and site-specific
responses14,15 are also accomplished using the now well-established
TR x-ray absorption spectroscopy (TR-XAS) method. In the soft
x-ray range, TR-XAS has the capability to monitor electronic and
nuclear dynamics16–18, which has been demonstrated in ring-opening
reactions19, dissociation20, intersystem-crossing21, ionisation22 as well
as the interplay between ππ* and nπ* valence electronic states23,24.
Hard x-ray absorption and emission spectroscopy is highly sensitive
to charge and spin states, however, only on metal atoms within
molecules25,26. The novel TR-XPS extends this characteristic to lighter
atoms and has the advantage that a fixed x-ray wavelength can be
used to address several elements and sites. In addition, the use for
molecules in thick solvent jets can also be accomplished by employing
harder x-rays for increased penetration depth of the radiation as well
as escape depth of the photoelectrons for light-element XPS.

We demonstrate the opportunities provided by TR-XPS on elec-
tronically excited states of a thionucleobase. Photoexcited thionu-
cleobases are interesting because of efficient relaxation into long-lived
triplet states (see Ref. 27,28 and references therein) triggering appli-
cations as photoinduced cross-linkers29,30 and photoinduced cancer
therapy28. Among those, 2-tUra is one of the most-studied cases on
an ultrafast scale27, both experimentally, using transient absorption31

and photoelectron spectroscopy31–33, and theoretically in static
calculations34 and surface hopping trajectory simulations35,36. The
latter predict coherent population exchange among electronic states.
The model emerging from joint experimental-theoretical investiga-
tions includes ultrafast internal conversion from the photoexcited S2
ππ* state into the S1 nπ* state, followed by a sub-picosecond inter-
system crossing32. Relaxation from the triplet states to the ground
state has previously been observed with a time constant of several ten
picoseconds32 while also indirect evidence for an ultrafast direct
ground-state (GS) relaxation from the photoexcited state has been
reported37.

In this work, we show that TR-XPS on electronically excited
states allows us to identify the relaxation paths of 2-tUra by direct
analysis of the ESCS and in addition comparisons to the calcu-
lated binding energy of different states and geometries. Most
interestingly, we identify a ground state relaxation and the pre-
dicted coherent electronic population oscillation modulating the
sulphur 2p binding energy periodically.

Results
Difference spectra. Figure 2a shows a photoelectron spectrum of
2-tUra obtained at the FLASH2 free-electron laser (FEL)38 using a
nominal photon energy of 272 eV and an average bandwidth of
1–2%. The electron spectra are taken with a magnetic-bottle
electron spectrometer (MBES). We identify the sulphur 2p-pho-
toelectron line (blue) at a kinetic energy of 103.5 eV in agreement
with the literature39. The width of about 4 eV does prevent us
from distinguishing the spin-orbit splitting39,40. The photoelec-
tron line is accompanied by shake-up satellites at around 91 and

Fig. 1 Schematic picture of TR-XPS and ESCS in 2-thiouracil in a
molecular orbital representation. a Molecular valence (π, n, π*) orbitals
and a core (sulphur 2p) orbital. b Probe of the S 2p core level with a binding
energy Ebind by means of a soft x-ray (SXR) light pulse, leading to a
photoelectron with a kinetic energy, Ekin. A UV pump pulse (cyan arrow)
excites the 2-thiouracil from its electronic ground state (S0) to a ππ* state
(S2) which then relaxes further, for instance into the S1 (nπ*) state shown
here. The difference in Ebind with respect to the ground state is the excited-
state chemical shift ðESCS ¼ Eexcited state

bind � Eground state
bind Þ. The molecular

structures in the lower part of the panel represent the difference in charge
density between the ground state and the respective excited states (red:
decreased electron density, blue: increased electron density). Increase in
positive charge at the sulphur site (marked with X) increases Ebind and
the ESCS.
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96 eV41. Upon UV excitation (“UV-on”, orange line), the 2p-
photoelectron line shifts towards lower kinetic energies. The
difference spectrum (“UV-on” - “UV-off”, green line at a delay of
200 fs) is equal to the difference between GS and ES spectra times
the fraction, f, of excited molecules (f ·(ES-GS)). Part of the main
photoelectron line is shifted into the region of the upper shake-up
satellite, but the main part of the satellite line at 96 eV and the
satellite at 91 eV remains unaffected. Figure 2b shows a time-
dependent false-colour plot of the difference spectra. Temporal
overlap has been determined by analysing the integrated absolute
difference signal. The integrated signal under the positive/nega-
tive lobe in the difference spectrum is given in Fig. 2c.

The difference feature keeps its characteristic lineshape over
the timescale of our measurement shown in Fig. 2b, indicating a
persistent kinetic energy shift to smaller values over the whole
range. The difference-amplitude changes significantly during the
first picosecond. We use an exponential model function
convoluted with a Gaussian time-uncertainty function of 190
(±10) fs FWHM (see Supplementary Discussion 1). We observe
an exponential decay of 250 (±20) fs to 75% of the maximal signal
for the negative part and 220 (±40) fs to 65% of the maximal
signal for the positive part. The positive amplitude is always
smaller than the negative amplitude. Systematic investigations of
the difference spectra for various experimental settings exhibit the
influence of so-called cyclotron resonances on the relative
amplitudes in the MBES (see Supplementary Discussion 2). We
therefore abstain from interpreting further the relative strength of
the positive and negative features.

Spectral oscillations at small delays. Figure 3a shows a magnified
part of the difference spectrum in Fig. 2b. To enhance the visi-
bility of the spectral dynamics, we normalised each delay-slice on
the area of the positive lobe. Despite the spectral width of about
4 eV, we identify oscillatory features in the positive part of the
difference spectrum within the first ~600 fs. From zero delay to
150 fs, the spectrum shifts to lower kinetic energies and the peak
of the spectrum widens. The shifts are most clearly visible in the
spectral region from 99 to 101 eV. In the ground state, the shake-
up peak at 96 eV has some spectral wing in this region. However,
we do not observe a UV-induced change on the shake-up peak in
its main part and lower energy wing. We thus assume that the
main spectral effects in the 99–101 eV range are solely due to the
UV-altered main photoelectron line.

After reaching minimal kinetic energies at 150 fs, the spectrum
shifts towards higher kinetic energies by about 0.5 eV and the
peak narrows reaching its extreme in the range between 200 and
300 fs. Subsequently, the spectrum shifts and widens again to
reach its other extreme at 400 fs. For larger delays, the spectrum
shifts again to higher kinetic energies. Further oscillations are not
observed, however, for reasons of scarce experimental time, the
delay steps are too coarse to follow additional oscillations (for
more details see Supplementary Discussion 3). The negative lobe
does not show systematic trends in this region and is therefore
not shown in Fig. 3.

Difference spectra simulations. We will interpret the experi-
mental results, casting them in the context of the rich literature

Fig. 2 Experimental time-resolved XPS spectra of 2-thiouracil. a UV-on (orange) and UV-off (blue) photoelectron spectra as well as the difference
spectrum (green) between UV-on and UV-off at a delay of 200 fs. b False-colour plot of time-dependent difference XPS with red indicating UV-induced
increase of the photoelectron spectrum and blue a UV-induced decrease. c Integrated signal of the positive (red) and negative (blue) parts of the difference
spectra (dots) and fit to the data (solid line). Source data are provided as Source Data file.
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on this molecule. Conclusions will also be drawn based on non-
relativistic quantum chemical coupled-cluster calculations of the
ground, valence-excited and core-ionised states of 2-tUra.

Previous calculations in the gas phase34 or in the presence of
water solvent molecules42 identified global, non-planar minima,
as well as nearly planar minima, which can be potentially visited
by the photoinduced wave packet.

Along the same lines, we optimised the geometry of the lowest
valence singlet (S0, S1, S2) and triplet (T1, T2, T3) states with and
without the constraint of planarity. Since the S0 minimum is
nearly planar, the excited state (unstable) planar minima are
likely to play a role in the short time dynamics and are marked
with an asterisk in Figs. 4 and 5. Fully-optimised, stable non-
planar minima could be found for the S1, S2 and T1 states. The
computational details are given in the Methods section and more
extended in Supplementary Discussion 4. For all the geometries
considered in this work the states S1, S2, T1, T2 and T3 have nπ*,
ππ*, ππ*, nπ* and ππ* character, respectively.

For each optimised geometry and each valence state we
calculated the binding energy of the electrons in the three 2p
core orbitals of the S atom. We estimated the ionisation cross
sections as proportional to the norm of the associated Dyson
orbitals and used this data to simulate pump-probe photoelec-
tron spectra at different geometries. The stick spectrum (shown
in the Supplementary Discussion 5) was convoluted with a
Gaussian of a FWHM of 3.5 eV, to match the width of the
experimental bands.

Discussion
We first discuss the experimental data without reference to the
XPS simulations. The difference spectra of Fig. 2, with their shift
towards lower kinetic energies, indicate an increased Ebind of the

UV excited states. The classical static XPS connects the Ebind of a
particular element on a particular site within a molecule to the
total charge at the probed atom, which is related to the electro-
negativity of the nearest neighbour atoms5. This connection is
known as a ‘chemical shift’. Accordingly, we anticipate that the
CS can be generalised to a dynamic context as an ESCS in form of
the difference of excited and ground state binding energy. The
long-lasting shift of the kinetic energy would then indicate that
the net effect of the photoexcitation is charge redistribution away
from the sulphur atom (see Fig. 1). The electronic states inducing
the strongest charge changes at the sulphur heteroatom are the
nπ* states. This is because the n (lone-pair orbital) is strongly
localised at the sulphur heteroatom (see Fig. 1b) and in the nπ*
states n is singly occupied with respect to double occupation in
the electronic ground state. Overall, this will lead to a strong
ESCS to higher binding energies. The 1nπ* state is generally
considered a doorway state, leading from the UV excited 1ππ* to
the triplet states37 and accordingly, we would expect an ESCS
induced by this state.

The π orbitals are less localised at the sulphur atom. Intui-
tively removal of an electron from a π orbital would not induce
as strong an ESCS as the n removal, but it will still lead to some
ESCS. These relative strengths of the ESCS can also be esti-
mated by a simple charge analysis of the molecular wavefunc-
tions, a method that can even be implemented with simple
Hartree-Fock orbitals. We performed a Löwdin-population-
analysis on the wavefunctions of the different electronic states
at different geometries, which yields partial charges on the
atoms of the molecule. In Fig. 4b, the calculated partial charge
on the S atom is plotted against the calculated ESCS, which we
will not use in the discussion yet as it is a much more complex
entity to calculate. We clearly identify the strongest local
positive charge on the sulphur atom with respect to the ground

Fig. 3 Experimental shifts and theoretical predictions on state population. a False-colour contour plot of the positive lobe in Fig. 2b, normalised on the
time-dependent area under the lobe. An oscillatory dynamic in the lineshape and position is visible for the first ~600 fs. At 150 fs and 400 fs delay, the
spectrum is shifted to lower kinetic energy, while it is shifted to higher kinetic energies in between and afterwards. b Comparison of the oscillation
dynamics with trajectory simulations. The population of the S1 (nπ*) state, obtained from CASPT2 calculations of Ref. 35 (blue line) and ADC(2)
calculations of Ref. 36 (orange line) are plotted. The dashed lines highlight the extrema of the oscillation observed in the experiment. The theoretical
simulations do not include finite time-resolution and we shifted them by 50 fs to smaller delays to induce a transient rise of the signal around zero delay.
The experimental 250 fs oscillation features have their counterparts in the simulated S1 population, indicating the observation of a population exchange
between the S1 state and other electronic states. Source Data (for a) are provided as Source Data file.
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states in the S1 (1nπ*) and T2 (3nπ*) states, confirming the
intuitive arguments given above. The S2 (1ππ*) state is char-
acterised by a relatively low positive charge on the sulphur atom
and the lowest T1 (3ππ*) state in its minimum geometry,
generally considered as the long-lasting state31,34, is lying in
between the nπ* and S2 (1ππ*) states. Thus, the permanent
ESCS to lower kinetic energies (higher binding energies) is
consistent with a relaxation cascade from the initially excited S2

(1ππ*) over the S1 (1nπ*) and possibly also T2 (3nπ*) states into
the lowest T1 (3ππ*) state.

Closer inspection of the short-time dynamics in Fig. 3a pro-
vides extraordinary experimental details on the molecular
relaxation dynamics. In the spectral shift dynamics, the strongest
ESCS to lower kinetic energies (higher binding energies) is found
at 150 and 400 fs, interrupted with an interval and followed by
delays of smaller ESCS. Intuition based on the lone-pair orbital
localisation, as well as the simple local charge analysis at the
sulphur atom mentioned above, indicate that this spectral shift
reflects changes in the electronic state of the molecule with
maximal nπ* contributions at 150 and 400 fs and consequently
minimal nπ* contributions in between and after. We compare
theoretical predictions of the S1 (1nπ*) state population dynamics
from the trajectory surface-hopping calculations of Mai et al.35,36.
in Fig. 3b. The S1 populations calculated using CASPT2 and
ADC(2) potentials show indeed dynamics that fit well to the
experimentally observed shifts. The oscillation period depends on
the theoretical approach, and the timing of the second S1 popu-
lation maximum fits the experimental data better in the case of
the ADC(2) approach. The simulations of Mai et al. predict a
population transfer among the S1, S2 and triplet states in a
coherent fashion and the details of states participating in the
population dynamics depends on the applied electronic structure
method. However, in both cases, the S1 state, having the highest
IP of all states, carries the largest oscillation. This comparison
strongly supports the experimental arguments for observing
population dynamics entering and leaving the S1 state in a
coherently modulated fashion.

Similar coherent modulations have been observed in the tran-
sient spectra for 4-tUra and 2-tUra and in liquid phase42,43. In case
of 4-tUra, much faster, sub-100 fs, coherent modulations have been
observed in fs transient absorption spectra and attributed to par-
ticular vibrational modes in the electronically excited state of
4-tUra43. For the case of 2-tUra, the same experimental methods
exhibit oscillations with a period very similar to ours42, which are
however not interpreted. We also checked the assignment to a
purely vibrational coherence by performing a normal mode analysis
at the calculated excited state minima. Only at the nonplanar
minimum of the S2 (ππ*) state we found a mode with a frequency
of 131 cm−1, thus compatible with a 250 fs modulation. However,
this would mean that the molecular population should be domi-
nated by the S2 state for the 600 fs of our modulated time-interval,
which is in contrast to all current literature suggestions. Also, for
short times, we suggest that the molecule remains mostly planar on
the S2 state, as will be shown below by comparison to calculated
difference spectra. Remarkably, valence photoelectron spectra of
2-tUra in the gas phase do not show these modulations31,
demonstrating that the ESCS in XPS is able to pick up molecular
dynamics beyond reach for valence electron photoemission.

On top of the coherently modulated signal, we find an
amplitude decay with a time-constant of 220–250 fs, being equal
on the positive and negative lobe of the difference spectra within
the error bars. Similar short decays have been observed in liquid
and gas phase studies of 2-tUra. In valence photoelectron spec-
troscopy, a time constant of around 300 fs is observed for the
excitation wavelength corresponding to the one used here31.
Based on the calculated valence IPs of the different states44, the
decay is attributed to relaxation from the S1(1nπ*) to the triplet
state manifold. Liquid-phase transient absorption spectra of
2-tUra in the same work show similar time constants and the
same interpretation is applied31. This is supported by a recent
joint experimental-theoretical investigation that includes calcu-
lated transient absorption windows at some of the molecule’s
crucial excited state positions42. The observed vanishing contrast
in our TR-XPS might need to be interpreted in a different way
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Fig. 4 Soft x-ray photoelectron probing of the excited-state dynamics of
2-thiouracil in a multi-electron picture. a Calculated electronic energies of
the valence excited states, in the range 0–6 eV, and the core ionised states,
in the range of 170–179 eV, for four geometries relevant in the short time
dynamics. The arrows illustrate the 2p−1 ionisation process associated with
the most intense transition. The core ionised states are grouped into sets of
three states, which follow the colour coding of the valence states, meaning
that their valence configuration is maintained with a 2px, 2py or 2pz core
hole. Accordingly, the electron kinetic energy Ekin refers to ionisations out of
S0, S1 (nπ*) and S2 (ππ*), depending on the geometry. b Partial charges on
the S atom are plotted against the excited state chemical shift of the 2p
electrons, calculated for the valence states at nine different geometries. For
each geometry, the graph includes three markers for each excited state (S1,
S2, T1, T2, T3); in addition, three dots are included for the ionisation from S0
at S*0,min, for a total of 9 × 3 × 5+ 3= 138 markers. Asterisks denote
restriction in the calculation of the states to planar geometries. Source Data
are provided as a Source Data file.
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than the S1(1nπ*)—triplet state relaxation, as we would expect to
still observe a ESCS leading to different features in the triplet
manifold. The state diminishing the modulation contrast of the
difference spectra would have to show a small ESCS with respect
to the ground state, and thus be electronically similar—or iden-
tical—to the ground state. We thus suggest an ultrafast molecular
decay of part of the population into the electronic ground state
and check it further by comparison to ESCS simulations below.

We now discuss the calculated ESCS and its connection to the
charge on the sulphur atom in the photoexcited states. We
observe the remarkable linear relation between binding energy
and charge, closely resembling the potential model introduced in
static XPS6. While many effects such as final-state charge
relaxation and core-hole screening13,45 shape the calculated
binding energy, the linear trend prevails. This provides a gen-
eralised concept for deducing local charge changes in electro-
nically excited states from the ESCS. Further well-established
corrections known from static XPS to this plot make the Ebind -
charge connection even more obvious (Supplementary
Discussion 6).

In addition, we can clearly distinguish drivers behind the
charge and ESCS shifts. The colours in Fig. 4 indicate the elec-
tronic state while the different symbols indicate geometries,
corresponding to minima or saddle points on different potential
energy surfaces. We clearly observe clustering according to elec-
tronic state, although very widely differing geometries have been
used. Thus, the main factor for local charge and therefore binding
energy is the electronic state of the molecule. This in turn gives
core-level photoelectron spectroscopy high electronic state sen-
sitivity. The exceptions of one S2 and T1 geometry are explained

in the Supplementary Discussion 7. The data for the S1 and T2

states (nπ*) are very well clustered in the upper right corner of
Fig. 4b, with the highest ESCS. As explained above, these states
have nπ* character and possess a high positive charge on the
sulphur atom, which is also illustrated in Fig. 1.

In Fig. 5, we assess details of the TR-XPS spectra by compar-
ison with the calculated spectra, extending our discussion of the
purely experimental features. The onset of the experimental dif-
ference feature around time-zero is shown in more detail in the
ridgeline plot of Fig. 5a. The difference signal gets stronger with
delay indicating an increasing f over the time-resolution of 191 fs.
We initially identify the development of the negative feature
sitting stable at 104 eV and a comparatively broader positive
feature at lower kinetic energies. The relative position of
the positive and negative bands is very well captured by the
simulation. Since similar Dyson norms were predicted for the
different initial valence excited states, the calculated spectra
essentially integrate to zero. According to model and intuition,
the positive feature should be attributed to electronic states with
higher positive charge on the sulphur atom.

We continue discussing the picosecond difference spectra,
comparing them to calculated difference spectra in Fig. 5b and c.
Among the states with highest local charge and thus highest Ebind
are the S1(nπ*), T1 (ππ*) and T2 (nπ*) states. The unstable,
restricted planar minima/saddle points of S1 and T2 (Fig. 5c)
could be responsible for parts of the difference spectra for a
limited time until relaxation into a non-planar geometry. Among
these non-planar geometries, both the S1 and T1 show agreement
with the experimental difference spectra (Fig. 5b). The missing
low-energy wing from 97 to 98.5 eV in the theoretical spectra can

Fig. 5 Comparison between experimental and theoretical difference spectra. a Ridgeline plot of experimental difference spectra for different pump-probe
delays between −0.2 and 3.32 ps. b–d Comparison of experiment (greyscale lines) with theoretical (coloured lines) difference spectra computed at the
coupled-cluster level of theory. All calculated difference spectra are shifted lower in kinetic energy by 1.3 eV. b and c Spectra with delays in the range
0.27–3.32 ps, (d) spectra with delays −0.2–0.49 ps. The theoretical spectra use the energies at the minima (S2 is the nonplanar, S2* is the restricted
geometry) and the Franck–Condon geometry. Asterisks denote restriction in the calculation of the states to planar geometries. Source Data are provided as
a Source Data file.
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likely be attributed to the fact that we neglect wave-packet and
incoherent thermal distribution effects resulting in extended
geometry coverage. The shake-up phenomena are also not
modelled. However, we do not observe a change of the shake-up
peaks and we would expect that the observation of UV-induced
effects on the weaker satellite lines requires better signal-to-
noise ratio. The theoretical simulations strengthen the arguments
given in the context of Fig. 3, showing that a strong ESCS due to
the S1 coherent dynamics is followed by a state with less ESCS.
We note that simulations/experiments on the pyrimidine
nucleobases call for the S1 1nπ* state to be occupied first after S2
relaxation46. Only thereafter will the triplet states gain popula-
tion. Based on the experimental features, we can exclude the
planar geometries of the T1 and T3 states to play a major role in
the relaxation process. A comparison to the ESCS in Fig. 4b
implies that the charge at the sulphur atom has reached about half
a positive value due to the molecular relaxation.

We now return to the initial 220–250 fs decay of the difference
feature, which can be an indication of relaxation of the charge
back to the ground state distribution, into states with negligible
photoionisation cross section, or into states with an IP equal to
the electronic ground state before photoexcitation. To obtain
more insight, we compare the experimental XPS to simulations in
Fig. 5b–d. Figure 5d shows the S2 (ππ*) state difference spectra in
three different molecular geometries. Figure 5c shows spectra
with ‘unstable’ planar geometries. The most important is the S1
(nπ*) state, others are expected to play a minor role in the
dynamics for short times35,36. Figure 5b shows difference spectra
for the S1 and T1 states at their respective potential energy
minimum geometry. The unstable T1* and T3* spectra are indeed
flat on our scale and could in principle explain the observed decay
in difference amplitude. However, these geometries cannot be
stable, and cannot explain the long-lasting reduction in amplitude
with the 220–250 fs exponential decay. In addition, the remaining
calculated non-flat difference spectra do not exhibit a large
enough difference. We therefore attribute the observed decay to
an ultrafast relaxation into the electronic ground state with net
zero charge change with a 220–250 fs time-constant.

Ground-state (GS) relaxation has been discussed before in the
solution as well as in the gas phase31,37,47. In earlier solution-
phase work, a remark on an incomplete triplet yield could be
interpreted in favour of an ultrafast ground state decay channel37.
More recent work in the gas phase has attributed time-constants
from 50 to 200 ps to ground state relaxation31. Our ground state
channel is close to the 300 fs decay observed in Ref. 31. which was
attributed to intersystem crossing previously.

We now compare early difference spectra to the calculated
spectra of the directly photoexcited S2 (ππ*) state in different
geometries in Fig. 5d. The best representation is given by the S2*
planar geometry. The Franck-Condon spectrum should be
included in the difference spectra, however, the short lifetime of
this point as compared to our time-resolution makes it a minor
contributor. We can, however, exclude a relaxation with major
contributions from the S2 out-of-plane minimum (green line), as
this would mean a shift in the zero-crossing feature by about 1 eV
to higher kinetic energies, which is not observed in the experi-
ment. This observation agrees with the predictions of trajectory
calculations when using a CASPT2 approach to electronic
structure35 but is in contrast to trajectory calculations with an
ADC(2) electronic structure approach36. While in the first
reference the S2 lifetime is below 100 fs and thus too short for the
molecule to effectively reach out of plane geometries, the latter
predicts an S2 lifetime of 250 fs which allows for out of plane
geometries.

In a recent theoretical-experimental solution phase study, two
1ππ* states with a slight energy gap are assumed to be populated

and while the upper one is predicted to relax via out-of-plane
geometries, the lower one is suggested to relax via planar
geometries42. We find that our calculated geometries are very
similar to the ones from Ref. 42. (see the Supplementary Dis-
cussion 4 for a full comparison) and thus our analysis above
would clearly advocate for initial planar geometries in the
relaxation path. However, as our study is performed on isolated
molecules instead of in solution phase it is not clear if we have
any appreciable admixture of the higher lying 1ππ* state.

We have introduced the concept of ESCS in TR-XPS and
shown that this powerful concept can be applied to deduce charge
distribution changes in excited molecules. We observe rich
dynamics on a sub-ps timescale. Based on intuitive arguments, we
can assign the spectral features to coherent population exchange
of the nπ* state, inducing a strong ESCS, with other electronic
states of less ESCS. In addition, we identify an ultrafast ground
state relaxation path based on decaying amplitude in the differ-
ential signal. The calculated ESCS as a function of electronic state
and geometry help in interpreting the geometric changes of the
molecule after UV excitation in terms of a planar relaxation path
on the photoexcited 1ππ* state. The connection between charge
change at the probe site and the exactly calculated ESCS can be
well approximated by a potential model, as in ground state XPS.
This will provide a methodological basis for an intuitive under-
standing of charge dynamics in photoexcited isolated molecules
on the femto- and attosecond timescale but also for photocatalytic
systems. In a next step, one can address more than one site of the
molecule using TR-XPS and map the charge flow induced by
photoexcitation over the whole molecule.

Methods
Time-resolved UV pump soft x-ray probe (photo-) electron spectroscopy. The
experiment was performed at the FL24 beamline of the FLASH2 facility at DESY
using the newly built URSA-PQ apparatus. A detailed description of the apparatus
and the experiment can be found elsewhere48,49. In short, the apparatus includes a
magnetic bottle time-of-flight electron spectrometer (MBES), a capillary oven to
evaporate the 2-thiouracil samples at 150 °C and a paddle with beam diagnostics on
top of the oven. UV pump pulses of 269 nm centre wavelength, 80 fs duration and
an energy around 1 μJ were focused to a 50 μm focus to pre-excite the molecules
into the ππ* state. Power scans on the time-dependent spectral features were
performed to assure that the signal is not over-pumped by the UV pulses (Sup-
plementary Discussion 8).

Tunable soft x-ray pump pulses were produced in form of SASE (self-amplified
spontaneous emission) radiation. Every second x-ray pulse was delivered without
UV excitation for obtaining a reference on the non-excited molecule. The mean
x-ray photon energy was set to 272 eV with a bandwidth of 1–2% (including jitter).
The x-ray probe was linearly polarised parallel to the axis of the magnetic bottle
spectrometer and the UV polarisation. The focal size of the x-ray beam was slightly
larger than the UV spot size. Systematic power scans were performed to exclude
nonlinear effects in the x-ray induced electron spectra (see Supplementary
Discussion 8). To increase energy resolution of the spectrometer, the speed of the
ejected electrons was reduced by an −80 V retardation voltage on an electrostatic
lens in front of the 1.7 m long flight tube which was kept at a constant potential.
The energy resolving power of the MBES (E/ΔE) has been determined with Kr
MNN Auger lines to be 40 at 0 V retardation. Based on the sulphur 2p-
photoelectron line, we estimate the resolution to be better than 30 with respect to
the total kinetic energy. The time-dependent spectra were measured for a series of
delays. In each scan, the delays were set randomly to avoid systematic effects. We
measure the difference spectra of UV excited to non-excited shots. The data
evaluation is described in Supplementary Discussion 9.

Theoretical calculations. The geometry optimisation of ground state 2-thiouracil
was performed using coupled-cluster theory with singles and doubles (CCSD) with
the 6–311++G** basis set50,51. Valence excited state optimisations and energy
calculations at specific geometries were performed using the equation-of-motion
formalism (EOM-CCSD) with the same basis set. All calculations were performed
using the package Q-Chem 4.452. At all computed geometries the valence excited
states’ wavefunctions are dominated by a singly-excited configuration. For the
states S1, T2 (nπ*) and S2, T1 (ππ*) the involved orbitals at the Franck-Condon
point are shown in Fig. 1. The structural parameters of the optimised planar and
non-planar geometries on the different electronic states are reported in the Sup-
plementary Discussion 4.
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The binding energy of the electrons in the 2p orbitals of the sulphur atom were
calculated using the equation-of-motion coupled-cluster method for IPs (EOM-IP-
CCSD)53 with the 6–311++G** basis set for the S atom and the 6–31++G basis
for all other atoms. Photoelectron intensities were approximated as the geometric
mean of the norms of the left and right Dyson orbitals associated with the
ionisation process10. The target core-excited states of the cation were identified as
the eigenstates which have the largest overlap with initial guess states, obtained by
applying the annihilation operator of the three 2p electrons on reference CCSD
wavefunctions, according to the procedure implemented in Q-Chem. To this end,
reference CCSD wavefunctions for the different electronic states of the neutral
molecule were calculated starting from unrestricted Hartree-Fock wavefunctions,
which were optimised using the maximum overlap method, in order to mimic the
(singly excited) orbital occupancy of the excited states. A similar strategy has been
recently validated by Coriani et al. to model pump-probe x-ray absorption spectra
of nucleobases at the coupled-cluster level54. Spin-orbit coupling, leading to a
splitting of the core-ionised states of the order of 1 eV (not resolved due to spectral
broadening) is not included in the calculations.

Data availability
Source data are provided with this paper. The FEL raw data, several TB in size, that
support the findings of this study are available from the corresponding authors upon
request. The processed photoelectron spectra are provided in the Source Data File. The
results of the theoretical calculations i.e. optimised geometries, ionisation potentials, state
energies and partial charges, are provided in the Source Data File. Source data are
provided with this paper.

Code availability
The codes used to generate the computational results of this study are highly adapted to
the hdf5 output of the FLASH free-electron laser. They are available from the
corresponding authors upon request.
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Abstract
We present time-resolved ultraviolet-pump x-ray probe Auger spectra of 2-thiouracil. An
ultraviolet induced shift towards higher kinetic energies is observed in the sulfur 2p Auger
decay. The difference Auger spectra of pumped and unpumped molecules exhibit ultrafast
dynamics in the shift amplitude, in which three phases can be recognized. In the first 100 fs, a
shift towards higher kinetic energies is observed, followed by a 400 fs shift back to lower
kinetic energies and a 1 ps shift again to higher kinetic energies. We use a simple
Coulomb-model, aided by quantum chemical calculations of potential energy states, to deduce
a C–S bond expansion within the first 100 fs. The bond elongation triggers internal conversion
from the photoexcited S2 to the S1 state. Based on timescales, the subsequent dynamics can be
interpreted in terms of S1 nuclear relaxation and S1-triplet internal conversion.
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Keywords: time-resolved x-ray spectroscopy, Auger spectroscopy, thionucleobases

(Some figures may appear in colour only in the online journal)

1. Introduction

Nucleobases are strong absorbers in the ultraviolet (UV)
domain and show ultrafast processes after photoexcitation.
Canonical nucleobases exhibit ultrafast relaxation to the sin-
glet and triplet ground states after UV excitation through

internal conversion and intersystem crossing [1–4]. Elec-
tronic energy is efficiently transferred into vibrational exci-
tation, a process that likely contributes to the remarkable
stability of nucleic acids against UV-induced damage [1–3].
The processes underlying the ultrafast transitions violate the
Born–Oppenheimer–Approximation (BOA), which allows for
separate treatment of the electronic and nuclear degrees
of freedom of a molecule, and is an important tool in
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modeling many molecular phenomena. In the case of close-
lying potential energy surfaces such as avoided crossings or
conical intersections, non-adiabatic coupling elements, which
are neglected in the BOA, become large and lead to mix-
ing of different Born–Oppenheimer electronic states. This
redistributes the molecular population over initially unexcited
potential energy surfaces [4, 5, 6]. The study of nucleobase
dynamics, that cannot be described within the framework of
the BOA, presents challenges both for theory as well as exper-
iments that have been faced in the past by many systematic
theoretical and experimental studies, reviewed for example in
references [1–3, 7].

Thionucleobases are obtained by replacing one or two oxy-
gen atoms by sulfur in canonical nucleobases, and exhibit
two major differences compared to their canonical counter-
parts. The absorption spectrum is shifted from the UVC region
into the UVA region [8, 9], which is much more abundant
on the earth surface. In addition, photoexcitation produces
long living triplet states in thionucleobases, leading to cross
linking [10, 11] and the creation of reactive singlet oxygen
via a reaction with the triplet oxygen molecules in the vicin-
ity [12, 13]. These properties create on one hand a higher
skin cancer risk for patients treated with thionucleobase med-
ication for immunosuppression [14], on the other hand they
might open the path for targeted photoinduced tumor therapy
[15, 16].

The special case of thiouracil can be used for sketching the
reaction pathway following UV excitation. The system is ini-
tially excited to the S2 state, with 1ππ∗ electronic character.
In solution, intersystem crossing has been determined to be on
a few hundred femtosecond timescale in 2-thiouracil and 4-
thiouracil, as well as doubly thionated 2–4-thiouracil [9]. The
S1

1nπ∗ state has been suggested to act as a doorway state to
the lower lying triplet states in excited-state absorption studies
in 2-thiouracil [13] as well as for 4-thiouracil. For the latter, the
lifetime of the 1nπ∗ state has been indirectly determined to be
225 fs in solution [13, 17] by looking at the mismatch between
the 1ππ∗ singlet decay and triplet rise times. In contrast, time-
resolved photoelectron studies in the gas phase deduce an 1nπ∗

lifetime in 4-thiouracil of several picoseconds via fit of the
photoelectron spectra [18]. This discrepancy is unlikely a sol-
vent effect, as similar comparisons of gas and condensed phase
techniques in 2-thiouracil give good agreements [19]. For 2-
thiouracil, a joint theoretical-experimental investigation using
Dyson orbitals in conjunction with gas-phase photoelectron
spectroscopy [20] deduced a very fast time constant of 50 fs
for 1ππ∗–1nπ∗ internal conversion and 500 fs for the 1nπ∗

lifetime; excited state absorption studies in condensed phase
report on a similar 1nπ∗ lifetime [9].

We now concentrate on the case of 2-thiouracil (2-TU), on
which we perform our studies. The mechanism for sub-100 fs
decay out of the initially photoexcited S2 state as well as the
ultrafast intersystem crossing from the S1

1nπ∗ state into triplet
states are illuminated by theoretical investigations (see refer-
ence [21] for a concise review). Cui and Fang suggest elec-
tronic states as well as crucial geometries for three different
pathways, one of which includes the 1nπ∗ state, while the other

paths involve transitions directly from the S2 to triplet states.
Calculations by Mai, Marquetand and González predict two
different pathways for S2–S1 internal conversion, involving
two different minima of the photoexcited state of 2-thiouracil
[22]. One minimum is attributed to a 1πsπ6

∗ electronic char-
acter possessing a nearly planar geometry, while the other
minimum is attributed to a 1πsπ2

∗ electronic character and it
is reached via elongation and out-of-plane pyramidalization
of the C–S bond. In nonadiabatic surface-hopping calcula-
tions at the CASPT2 level by the same group, both minima
are predicted to be transiently populated, although the major-
ity of the molecular photoexcited population is predicted to
pass through the 1πsπ6

∗ minimum within 60 fs to a conical
intersection connecting it to the 1nπ∗ state, which then is pop-
ulated for around 500 fs before decaying into triplet states [23].
A second dynamics paper from the same group on this topic
using ADC(2) comes to very similar results but a longer 250 fs
1ππ∗–1nπ∗ transition time due to pyramidalization occurring
in the 1ππ∗ state [24].

In this paper, we investigate the dynamics of 2-thiouracil
using ultrashort x-ray probe pulses. Generally, time-resolved
x-ray spectroscopy has been proven to be a useful tool for the
study of structural changes in isolated molecules [25]. The x-
rays interact with core electrons of the molecule, whose bind-
ing energies are strongly dependent on the element. Thus, x-
rays offer the advantage of an element-selective spectroscopic
view on molecular dynamics. In addition, due to the narrow
spatial confinement of core-electronic wavefunctions, the tran-
sitions are highly site-specific. In the gas phase, these advan-
tages have been used to follow for instance nucleobase internal
conversion [26], fragmentation [27], ring-opening [28] as well
as dissociation [29].

We use ultrafast x-ray induced Auger decay to investigate
2-thiouracil. This method has been applied before to investi-
gate the internal conversion of thymine [30]. The key feature
in this study was the change in molecular geometry on the pho-
toexcited state. This can be deduced from the delay-dependent
kinetic energy shift in the Auger spectrum. We used the fact
that the kinetic energy of emitted Auger electrons depends
strongly on the local bond distance of the molecule around
the core hole created by the x-ray probe pulse. Auger elec-
tron spectroscopy is particularly suited for the use with free-
electron lasers (FELs), since nonresonant Auger processes are
insensitive to the energy of the probing photon, rendering
the method immune against the energy fluctuation inherent
in the self-amplified spontaneous emission (SASE) process.
Moreover, for a given x-ray energy, several Auger decays
of different elements can be addressed separately by analyz-
ing different kinetic energy ranges, allowing the simultaneous
study of the dynamics for different locations in the molecule.

We use ultrashort x-ray pulses to probe the sulfur 2p core
electrons of UV-photoexcited 2-thiouracil. We measure a gen-
eral shift of the 2p Auger spectrum towards higher kinetic
energies. By comparison to simulations, we deduce that the
molecule does not return to the molecular ground state for the
maximal delay of our measurements of 2 ps. On the transient
Auger signal, we identify three different dynamic features.

2



J. Phys. B: At. Mol. Opt. Phys. 54 (2021) 014002 F Lever et al

A first, sub-100 fs shift of the Auger band towards higher ener-
gies, followed by a 500 fs period with a slight shift towards
lower energies and finally a picosecond modulation with a shift
to higher kinetic energies. We show that the initial sub-100 fs
modulation in the Auger spectrum can be clearly attributed to a
C–S local bond elongation in the photoexcited S2 state as pre-
dicted in the theoretical literature [22–24]. The high-energy
edge shifts to lower kinetic energies in this time interval and
we show that an effective theoretical model can reproduce this
trend. The later modulations in the Auger spectrum fit dynam-
ics previously attributed to the S1 relaxation and S1-triplet
intersystem crossing.

2. Methods

The experiment was performed at the FLASH2 facility at
DESY, where the newly built URSA-PQ (German: Ultra-
schnelle Röntgenspektroskopie zur Abfrage der Photoen-
ergiekonversion in Quantensystemen, engl. Ultrafast x-ray
spectroscopy for probing photoenergy conversion in quan-
tum systems) experimental chamber [31] built by the
Potsdam group was connected to the FEL beamline FL24 (see
figure 1).

The sample was introduced via a capillary oven [32], heated
to a temperature of 150 ◦C, creating a molecular gas jet that
crosses the x-ray beam in the interaction region of the TOF
spectrometer. We have not observed degradation of the sample
in previous experiments with our capillary oven under the con-
ditions used. The 150 ◦C for sample evaporation have also been
used in other studies on 2-thiouracil [18, 33] as tautomerization
can be neglected in this regime [33].

The molecule is preexcited with a 269 nm laser pulse at the
maximum of its 1ππ∗ absorption band [18]. The pulse dura-
tion was about 80 fs as determined with an FROG (frequency
resolved optical gating) setup. In the interaction region, the
pulse was focused to a spot size of 50 μm by means of a
focusing mirror. Inside the beamline, the x-ray beam passed
unperturbed through the center of a holey mirror, while the UV
beam was directed onto the reflective section of the holey mir-
ror ( just off to the side from the hole) to produce near-collinear
trajectories for the two beams, as seen in figure 1. The UV laser
power was adjusted by means of a λ/2 plate–polarizer combi-
nation. In the experiments, the UV laser pulse energy was set
below 1 μJ. We performed systematic power scans on the time-
dependent spectral features to make sure that the UV induced
signal is not over-pumped.

The FEL produces frequency-tunable x-ray pulses via
SASE radiation. We used a mean photon energy of 272 eV with
a spectral bandwidth of 1%–2% (including jitter), as deter-
mined by the photoemission of rare gases in electron time-
of-flight spectrometers (eTOF) integrated into the beamline
[34]. The x-ray beam was linearly polarized parallel to the
axis of our magnetic bottle spectrometer and parallel to the
UV polarization. The x-ray pulses were focused by means of
Kirkpatrick–Baez mirrors to a spot size slightly larger than the
UV spot. We used systematic power scans to make sure that
the x-ray induced electron spectra did not exhibit nonlinear
phenomena.

Figure 1. Experimental setup at the FL24 beamline of FLASH2. The
UV pump and x-ray probe beams from FLASH2 are focused into the
URSA-PQ chamber and hit the sample in the interaction region of
the magnetic bottle spectrometer. The sample is evaporated using a
capillary oven (located above the interaction region, out of the plane
of the diagram) [31]. The photo- and Auger electrons generated by
the x-ray interaction are guided into the flight tube by the magnetic
bottle, detected using a multi-channel-plate (MCP) and their time of
flight is measured by a fast analogue-digital converter (ADC).

The URSA-PQ setup contains a magnetic bottle electron
spectrometer (MBES), providing high angular collection effi-
ciency for electrons [35]. We used a permanent magnet and
soft iron cone to reach a high magnetic field at the interaction
region, which adiabatically transforms into a homogeneous
magnetic field of a solenoid in a 1.7 m long flight tube. The
magnet defines a small volume from which the electrons are
guided into the flight tube. This volume is smaller than the
optical beam overlap along the beam propagation axis. A retar-
dation potential of 80 V was applied to the electrons using
an electrostatic lens in front of the flight tube, diminishing
their speed and increasing the time of flight and thus energy
resolution.

The flight tube is kept at constant potential. At the very end,
electrons are accelerated on the multi-channel-plate detector
by a 300 V potential drop over 3 mm. The amplified electron
signal trace is fully digitized using a 12 bit analog-to-digital
converter (ADC) with 2 Gs s−1 sample rate. The amplified
electron pulses have an FWHM of 10 ns, typical flight times
are on the order of 250 ns for the fast valence electrons and
410 ns for the slower Auger electrons. We chose to integrate
the ADC-traces to obtain our spectra, as individual electron
hits could not be distinguished in TOF regions of high signal
strength. The spectra were subsequently converted to a kinetic
energy scale.

Tests on the Kr MNN Auger lines at 0 V retardation demon-
strated an MBES resolution (E/ΔE) of 40. This is not yet
the maximum achievable resolution, as some x-ray beam-halo
problems at the beamline prevented us from positioning the
magnet closer to the interaction region which would allow for
a better optimised signal. We did not check the resolution at
the retardation used further below (80 V). We estimate the res-
olution based on the sulfur 2p photoline with 3.5 eV width at
103.5 eV to be better than 30 with respect to the total kinetic
energy or 7 relative to the retarded kinetic energy. The photo-
line itself is considerably broadened due to the FEL linewidth
and therefore our estimate is really an upper limit.
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Spatial overlap of the UV-pump and x-ray probe pulses
was obtained by viewing a YAG screen inserted in the inter-
action region through a large work-distance microscope lens.
Temporal overlap was established coarsely on a 50 ps scale
using a fast photodiode and high-bandwidth (13 GHz) oscillo-
scope checking the rising flank of the UV and x-ray induced
signals. Fine temporal overlap was found with the use of the
sample itself, utilizing the time-dependent behavior of Auger
and 2p-photoelectron lines. The width of the time-uncertainty
function is 180 fs, time zero can be found with an accuracy of
±20 fs.

The FLASH2 FEL delivers pulse-trains with a frequency of
10 Hz; we used 50 pulses at a 200 kHz repetition rate in each
pulse-train [36]. An eTOF spectrum is recorded and saved for
each FEL pulse. The UV laser is set to run at 100 kHz intra-
burst rep-rate, such that every second x-ray shot is pumped
by the optical laser, allowing the calculation of shot-by-shot
difference spectra. This results in 500 x-ray pulses per sec-
ond, with 250 pulses UV pumped. In the rest of the discussion,
we will refer to UV pumped shots as UV-on, while x-ray only
shots will be referred to as UV-off. FLASH2 instruments also
provide a shot-by-shot measurement of the x-ray pulse power
by means of a combined ion–electron detector. This data has
been used to rescale each eTOF spectra, therefore correcting
for fluctuations in the SASE pulse power.

A bunch arrival monitor (BAM) at the FEL measures the
time of arrival of each electron bunch, giving information on
the jitter of the x-ray arrival time [37, 38]. The width of the
arrival time distribution has been measured to be 140 fs. The
length of the x-ray pulse plus non-corrected jitter was esti-
mated to be 160 fs. Pump-probe delays have been corrected
with the BAM data and rebinned, exploiting the jitter and
allowing finer delay binning than the time steps chosen dur-
ing the measurement. The bin sizes are chosen by dividing the
shot distribution in discrete parts, so that each bin is popu-
lated by the same number of shots. That is, the delay length
of each bin is adjusted so that all bins have the same statis-
tics. The delay points have been measured by random scans in
repeated cycles over many hours. Thus any systematic drifts in
the data-acquisition would average out.

To facilitate the interpretation of the experimental data, we
make use of ab initio quantum chemical calculations to explore
the potential energy surfaces (PESs) of the neutral (2-TU),
core-ionized (2-TU+) and dicationic (2-TU++) molecule.
The ground and excited states of 2-TU and 2-TU++ were
computed using ground state coupled cluster theory with sin-
gles and doubles (CCSD) and the equation-of-motion formal-
ism for the excitation energies (EOM-EE-CCSD) with the
6–311++G∗∗ basis set [39]. In order to explore the high
lying states of 2-TU++, potential energy cuts along the C–S
bond distance were performed using time-dependent density
functional theory (TDDFT) with the B3LYP functional and
the 6–311++G∗∗ basis set. Geometry optimizations for the
ground and excited states of 2-TU were also performed at the
(EOM-)CCSD/6–311++G∗∗ level without geometrical con-
straints using Q-chem, and the stability was verified by fre-
quency calculations with the smaller 6–31++G∗∗ basis set.
Stable minima were found for the states S0, S1, S2 and T1.

The minimum of S0 has a nearly planar structure. Further-
more, optimizations where the molecule was constrained to
be planar were also carried out and additional (unstable) sta-
tionary points could be located for the states S0, S1, S2, T1

and T2. The core-ionized states were computed using the
equation-of-motion ionization potential formalism (EOM-IP-
CCSD) with the 6–311++G∗∗ basis set for the S atom and
the 6–31++G basis for all other atoms; in order to simulate
the ionization from the excited states of 2-TU, the reference
(neutral) CCSD wavefunction was obtained starting from an
unrestricted Hartree–Fock wavefunction optimized using the
maximum-overlap-method(MOM) [40]. All calculations were
performed using the package Q-chem 4.4 [41]. Spin–orbit
coupling, leading to a splitting of the core ionized states of
about 1 eV is not included in the calculations, instead we model
photoionization from the px, py, pz orbitals.

3. Results

The 272 eV photons used in the experiment allow for an ele-
ment and site-specific investigation of the molecular dynamics
from the perspective of the sulfur atom. An overview of the
electron kinetic energy spectrum without UV pre-excitation is
shown in figure 2. Various features are visible in the graph. A
sharp line at 103 eV in kinetic energy, corresponding to a bind-
ing energy of 169 eV, is attributed to photoemission from the
sulfur 2p ( j = 3/2 and 1/2) levels according to reference [33].
The ∼1 eV spin–orbit splitting [33, 42] cannot be resolved due
to insufficient spectral resolution determined by the bandwidth
of the SASE FEL and the MBES energy resolution. The neigh-
boring feature, spanning the range 115–150 eV is attributed to
the Auger emission caused by the 2p core vacancy. Scanning
the photon energy does not change this feature, as it is typical
for Auger decay. Furthermore, the energy levels with 2p core
hole binding energies around 170 eV and ten to a few ten eV
valence binding energies result in Auger features at this energy
band. No detailed structure is visible, even at higher MBES
resolution with higher retardations, due to many broad Auger
decay channels overlapping. Coarsely, the atomic Auger spec-
trum should divide into three larger groups belonging to sulfur
3p3p → 2p (highest energy), 3p3s → 2p and 3s3s → 2p (lowest
energy) type Auger decays. For molecules with mixed atomic
orbitals resulting in molecular orbitals, these groups can still
be identified in case of oxygen Auger decay [30], here it is less
pronounced.

In figure 3(a), we show the pump-probe difference spec-
tra in the energy range of the Auger features in false color-
representation. The spectra are obtained by subtracting UV-off
shots from the UV-on shots, accumulating data from ∼16 mil-
lion FEL shots over all delays. A positive differential signal
(rendered with red color in the figures) signifies that UV pump-
ing leads to more emitted electrons for that specific kinetic
energy, while negative values (rendered with blue color in
the figures) stand for a UV-induced depletion of the electron
signal. Time zero was determined by maximizing the cross-
correlation between a step function and the differential signal
intensity. The delay values should therefore be regarded as
relative to the appearance time of this feature.
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Figure 2. Overview of the photoemission spectrum of 2-thiouracil
at 272 eV photon energy on an electron kinetic energy axis. Two
main features are visible; the sulfur 2p photoline centered at 103 eV
and the Auger band in the 115-150 eV range. Inset: structure of
2-thiouracil.

Figure 3. (a) False-color representation of time resolved differential
Auger spectrum (UV-on–UV-off) for 2-thiouracil (red: positive
signal, blue: negative signal). A differential feature appears at t
∼−60 fs and remains visible for all recorded delays. The Auger
emission shifts to higher kinetic energies with UV-illumination and
ultrafast changes in the shape are visible around time zero. (b)
Spectra without UV excitation (UV off, blue) and spectrum of the
excited state at 0.2 ps delay (orange) recovered by the procedure
described in the text.

For positive delays, a general shift of the Auger spectrum
toward higher kinetic energies is visible. This coarse shift of
intensity in the difference spectrum related to the UV excita-
tion is about 4 eV, however, the shift undergoes dynamics on
an eV scale, as we will show below. We first investigate the
coarse shift closer. The UV-on spectrum is given as f ES + (1
− f )GS, where ES and GS are the excited state and ground
state Auger spectra respectively and f is the fraction of excited
molecules. The UV-off spectrum is given as GS. The differ-
ence UV-on minus UV-off is thus f (ES − GS). In the process
of photoexcitation, the f changes.

An estimate of the excited state Auger spectrum is shown
in figure 3(b). It has been obtained from the UV-on and UV-off
data. We need to model f as a function of delay to obtain ES.
Assuming that the fraction of excited molecules, f introduced

Figure 4. (a) Zero crossing and differential signal centroid positions
vs delay. Ultrafast dynamics is visible after time zero, with changes
occurring on timescales from 100 fs to 1 ps. Solid lines are 3 point
moving averages. (b) Differential signal intensity, calculated from
the cumulative sum of positive plus absolute of negative data points
for each delay value. (c) Negative Coulomb energy constructed from
the trajectory set of reference [24] using a simple Coulomb potential
as a function of C–S distance.

above, in the ensemble rises as an error function from 0 to 0.22
we succeeded to reconstruct the ES spectrum. The final f of
0.22 was chosen as the minimum possible value that does not
lead to negative amplitudes in the reconstructed excited spec-
trum ES. We identify that the shape of the Auger spectrum
changes by comparing the UV-off spectrum with the recon-
structed ES spectrum at 200 fs delay. The maximum in the
UV-off spectra is located at 138 eV. For the excited state spec-
trum at 200 fs, the region around the maximum flattens up to
about 142 eV, for higher energies the excited state spectrum
drops. This leads to the observed gross shift in the difference
spectra with a bleach at 138 eV and an increase from 140 eV
on with its maximum at 142 eV. The edge itself shifts only
by about 1 eV in the center of the edge and about 2 eV at the
very high energy region. Assuming that the ES spectrum is
completely static (no molecular dynamics after photoexcita-
tion), the difference spectrum would not show any dynamics,
apart from a changing scaling factor f . We however observe
a fine shift visible in the zero line, thus indicating the pres-
ence of ultrafast processes in the relaxation pathway of the
molecule.

In order to quantify the shift dynamics, the zero-crossing
position of the differential signal (white line in between blue
and red features) needs to be analyzed for each time delay. We
estimated this parameter by maximizing the cross-correlation
of the kinetic energy spectrum with a sign function. This
method delivers the blue datapoints in figure 4(a). In addition,
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Figure 5. Auger edge shift as a function of pump-probe delay. Edge
values are taken at the point where the signal rises over 20% of the
peak intensity. Data points are shown for delays where the excited
state population is above 1% of the final value. Solid line is a 3 point
moving average.

we calculated the center of mass of the positive and nega-
tive contributions and averaged their value (red datapoints in
figure 4(a)). The analysis of the centroid positions allows us to
be sensitive to changes in the overall spectral distribution that
might not affect the zero crossing point.

The aforementioned analysis technique does not give mean-
ingful results when no differential features are present as it
would be noise dominated. Therefore, we use the absolute
intensity of the differential signal in figure 4(b)) (positive con-
tribution + absolute of negative contribution) to select the
delay regions that can be interpreted. The onset of the differen-
tial feature is found at delay ∼−60 fs, and we clearly identify
the typical lineshape in this time bin in the false color plot of
figure 3(a).

The Auger dynamics shows three phases (see figure 4(a)).
First, a fast shift towards higher kinetic energies on a ∼100 fs
scale is visible, shifting the centroid difference as well as the
zero crossing up by about 1 eV in kinetic energy. Since the time
resolution of the experiment is in this regime, we cannot give
more precise estimates of the dynamics. After this initial rise in
the kinetic energy, a transient dip of ∼0.5 eV is visible, lasting
for about 400 fs. This is followed by a 1 ps rise in centroid/zero
crossing energy by 1 eV.

We now concentrate on the shift in the edge of the excited
state Auger spectrum at high kinetic energies. We therefore
analyze the time dependent ES spectra with the dynamic f
described above. Figure 5 shows the edge-position, defined
by the ES signal being above 20% of the peak signal for each
delay bin. The shifts are evaluated relative to the ES spectrum
at zero delay. Ultrafast dynamics on the same time scales as
presented above can be discerned here, with some differences
in the shift amplitudes.

The three phases mentioned above are discernible here
again. The initial 100 fs dynamics is characterized by a shift
of the edge position of −0.5 eV (relative to the first datapoint),
which is the opposite trend as shown in the zero position and
centroid. This is followed by a plateau and a further dip at the
400 fs mark. After the dip, a fast 1 eV blue shift is observed,
persisting for the remaining of the time evolution. The differ-
ent signs of spectral shift in the edge and at zero crossing in
the beginning actually indicate that the excited state Auger
spectrum undergoes changes in its shape.

4. Discussion

First, we discuss the results of the calculations. Table 1 reports
our calculated energies at different stationary points on the
excited states surfaces, and the corresponding value for the
C–S bond distance. Geometry optimizations have been car-
ried out with and without the constraint of planarity. Local
and global minima on the singlet and triplet potential energy
surfaces of 2-TU have been located by Mai et al using mul-
tistate complete active space perturbation theory calculations
and in the present study using EOM–CCSD theory [22]. The
calculated energies as well as geometry parameters are close
to those of Mai et al [21]. Surface-hopping trajectories calcu-
lated by Mai et al predict that in the first 50 fs the molecule
retains a near-planar geometry, and so do many trajectories
at subsequent times and after transitions from S2 to other
states.

In order to investigate the initial behavior of the Auger
signal at photoexcitation, we computed the energies of the
valence-excited, core-ionized and dicationic states in the
Franck–Condon region (see figure 6). We also calculated PESs
along a reaction pathway which linearly interpolates between
the unrestricted optimized minima of S0(reaction coordinate =
0) and the initially photoexcited S2 (reaction coordinate = 1)
states. This will help later in the interpretation of the high
kinetic energy Auger edge.

The data in the Franck–Condon region allows us to estimate
the change in the kinetic energy of emitted Auger electrons, as
Auger kinetic energy is equal to the difference between the
core ionized state (one electron missing from the sulfur 2p
shell) and the dicationic manifold (with two electrons miss-
ing in the valence orbitals). Auger emission from the non-UV
excited molecule occurs from the ground core-excited state
(black around 170 eV) to many different dicationic states,
of which only the lowest ones are calculated. Auger emis-
sion from the UV excited molecule occurs from the core ion-
ized S2–1ππ∗ state (green with an energy of 175 eV in the
Frank–Condon region). Assuming that the rates for the Auger
transitions do not change upon UV excitation, the model pre-
dicts a general shift towards higher kinetic energy of the Auger
spectrum in the range of 5 eV.

Molecular dynamics on the core-ionized states can be
neglected within the few fs-Auger decay timescale. All the
states visited by the molecule after UV excitation show a gap
with respect to the ground state. If efficient coupling to the
ground state is absent on our measured timescales, as predicted
by many previous papers [9, 20, 21], the measured Auger spec-
tra must show a long lasting blue shift that begins at time
zero and remains present for all probed delays. This is in gen-
eral agreement with the spectral trend observed in our mea-
surements, and thus serves as a confirmation of excited state
lifetimes longer than a few picoseconds.

The assumption of no Auger rate changes upon UV excita-
tion however is oversimplified. As the valence occupation of
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Table 1. Calculated electronic energies and C–S bond distances at planar (∗) and
non-planar minima of 2-thiouracil, optimized at the EOM–CCSD/6–311++G∗∗
level.

Planar geometries Non-planar geometries

Minimum S0
∗ S1

∗ S2
∗ T1

∗ T2
∗ S1 S2 T1

Energy (eV) 0.00 3.78 4.44 3.17 3.65 3.48 3.96 3.00
C–S distance (Å) 1.65 1.74 1.76 1.67 1.73 1.77 1.90 1.77

Figure 6. Calculated energy values for different electronic levels
and for various nuclear configurations interpolated between the S0
and S2 minima. The energy scale is divided in ground and valence
excited states (lower portion), 10 lowest energy dicationic states
(middle) and core ionized (2p−1) states (upper). The core excited
states follow the color coding of the valence states, meaning that
their valence configuration is maintained with a 2p core hole. The
core ionized states of each valence state are divided into three states,
according to px, py, pz ionization. SO coupling, leading to an
observed core-ionized state splitting of 1 eV, is not included in our
calculation. Singlet and triplet dicationic states are shown in orange
and violet, respectively. Auger features with the highest observable
kinetic energy can be calculated from the energy gap between core
excited and dicationic states.

two of the highest valence orbitals changes, there will be rate
changing effects. Similar to the resonant-Auger language, one
can define spectator and participator channels here but the cal-
culation of those rates is beyond the scope of this paper. We
expect the valence reorganization effects induced by the UV
excitation to be most effective at the high energy edge of the
Auger spectrum, with participation from the highest orbitals.
A comparison with the reconstructed ES spectrum (figure 3(b))
serves to support this point. The edge of the spectrum shows
a UV induced shift of only 1–2 eV. In the region around the
maximum, the redistribution of population is larger indicat-
ing shifts closer to those predicted by the gap between ground
cationic state and excited cationic states, thus rate changes due
to UV are less important in this region.

In order to interpret the initial ultrafast changes of the shift
in the Auger spectrum, we include a model for the more ener-
getic states of the dicationic manifold. The previously pre-
sented calculations on the lowest dicationic states will be used
further below in a comparison to the edge features presented
in figure 5. Upon sulfur 2p Auger decay, dicationic states with
electrons missing in orbitals localized at the sulfur atom will
be preferentially populated, as the decay matrix element is sen-
sitive on the overlap of core and valence holes [30, 43]. Those
orbitals promote the C–S bonding and thus the Auger decay
kinetic energy will be sensitive to the C–S bond [30]. Since
the missing valence electrons expose the nuclear charges, the
Auger manifold will be dominated by Coulomb repulsion. The
lowest energy dicationic states often show a binding character
as seen in figure 6. We performed a Löwdin population analy-
sis on the dicationic states of figure 6. Indeed, for most states
the computed charge on the S atom is in the range 0.8–1.0 e.
The electron hole on the S atom is present for all geome-
tries, suggesting that Coulomb repulsion should be present, at
least at longer C–S distances. From the kinetic energy differ-
ence between the maximum and the edge of the Auger band,
the Coulomb repulsive states should be located 7–8 eV above
the lowest (bound) states of 2-TU2+, therefore they are not
covered by our EOM–CCSD calculations. Repulsive potential
energy curves in this energy range are predicted by TDDFT
scans we performed along the C–S bond distance (not shown
here). Indeed, with higher potential energy, dicationic states
are increasingly dominated by Coulomb repulsion [44]. All
statements below are therefore valid for the majority of the
Auger decay channels, apart from the highest kinetic energy
ones. Figure 7 shows a sketch of the electrostatic energy e2/R
for a dicationic state as a function of C–S bond stretch R. Qual-
itatively speaking, this can be seen as the central energy of the
final state in the Auger decay process. Therefore, the decrease
of Coulomb energy with increasing C–S bond distance will
lead to an increase in Auger kinetic energy, given that the
core ionized starting state remains approximately constant in
energy along the reaction coordinate as seen in figure 6.

The data on the zero-crossing as well as the centroid in
figure 4 indicates an initial dynamic shift towards higher
kinetic energies around time zero by less than 1 eV. Assuming
that the ground and excited state spectra have similar shape,
the overall spectral shift will be double the zero crossing shift,
so between 1 and 2 eV. According to figure 7, the simple
Coulomb-potential model predicts a bond expansion. At the
Franck–Condon point, the molecule possesses a C–S bond
distance of 1.65 Å (table 1). The experimentally observed shift
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Figure 7. Electrostatic energy for a dicationic state for various bond
lengths. Numerical values for the bond lengths as in table 1. In the
suggested dynamics, the electrostatic contribution to the molecular
energy follows the highlighted path, caused by an ultrafast stretch
and subsequent contraction of the C–S bond.

would predict an expansion of the C–S bond by nuclear relax-
ation into an interval from 1.85 to over 2 Å within a delay range
limited essentially by our temporal resolution. This interval
does not include the calculated planar minimum at 1.76 Å.
Our planar minimum has a structure similar to the (slightly
non-planar) πsπ6

∗ minimum found by Mai et al [23], and
predicted to be the dominant pathway for nuclear relaxation
out of the Franck–Condon region on the S2 surface at short
times. The experimentally found interval includes the unre-
stricted minimum at 1.90 Å. This minimum has a structure
similar to the πsπ2

∗ minimum found by Mai et al [22]. It is
predicted to be populated, however with much less amplitude
compared to the other minimum. The ADC(2) calculations by
the same group however predict the internal conversion mostly
occurring through a pyramidal deformation [24].

Shortly after the maximum in spectral shift, there is a
reverse shift in the zero crossing and centroid towards lower
kinetic energies by about 0.5 eV, as observed in figure 4. The
feature is then stable for about 400 fs. The ADC(2) based tra-
jectory calculations indeed show a reverse trend. In order to
compare the results to our data, Mai et al kindly sent us the
C–S distance of their trajectories [24]. We used those to cal-
culate the dicationic energies and show them in figure 4(c)).
We clearly identify the reverse trend indicating shrinking C–S
bond length over 400 fs. In the framework of the ADC(2) cal-
culations, this period is dominated by dynamics on the S2 state
[24]. In comparison to these simulations, we seem to pick up
the trends in the bond extension well. The rising kinetic energy
after 400 fs does not find its counterpart in any of the calculated
C–S bond data of [24]. Thus it would need to be attributed to
electronic state effects. On this timescale the triplet T1 state is
predicted to take over in referene [24].

The CASPT2 trajectory calculations of Mai et al [23], dis-
play a S2–S1 internal conversion on the order of 60 fs (below
our time-resolution), with an S1 state lifetime of 400–500 fs
[23]. This interpretation is also chosen in previous experiments
[18, 19, 40]. Afterwards, the T1 and T2 states become popu-

lated via an intersystem crossing with the S1. In this frame-
work, the fitting time scales suggests that the pump-probe
Auger signal in the interval between 50 fs and 400 fs is most
likely due to the population in the S1 (1nπ∗) state. According
to the Coulomb-potential model, the decrease in kinetic energy
should be associated with a slight contraction of the C–S bond.
However, at the S1 minimum, optimized at the EOM–CCSD
level, the C–S distance is 1.77 Å, i.e. very similar to the bond
length at the S2 planar minimum. Therefore, the C–S bond
contraction could be explained by allowing that a relevant frac-
tion of molecules on the S2 surface either evolve towards the
1πsπ2

∗ minimum (a barrierless pathway as shown in figure 6,
but less relevant according to the simulations of reference [23])
or undergo a large C–S elongation while retaining planarity,
before undergoing the internal conversion. On the other hand,
many of the nonadiabatic dynamics trajectories of reference
[23] evolve along planar configurations also on the S1 sur-
face. Optimizing the S1 state with the constraint of planarity
we obtained a stationary point with a shorter C–S distance
(1.74 Å), which might also explain the observed decrease in
kinetic energy. This model of course neglects all changes in
the Auger spectra induced by electronic transitions. While our
assumptions are justified on the initially photoexcited state, a
transition from S2 to S1 can equally alter the Auger kinetic
energies on the eV level. In order to make more precise state-
ments about the competition of electronic vs nuclear relaxation
in shaping the Auger spectrum, further simulations need to be
accomplished, which are beyond the scope of this work.

As stated above, we assumed that only nuclear geometry
is able to influence the Auger kinetic energy. This is certainly
justified for the initial relaxation of the molecular vibrational
wave packet out of the Franck–Condon window. At later times,
there might be an increasing influence of the electronic state
changes on the Auger spectrum, and the argument will become
more intertwined. However, we note that for Auger decay of
the lighter oxygen, we have observed this strong electronic
state dependence before as a massive redshift of the Auger
band [30]. This is obviously lacking in our current experi-
ment. We thus speculate, that the Auger decay of the much
heavier sulfur, due to its increased density of states on the dica-
tionic manifold will be less susceptible to those electronic state
effects.

Regarding the dynamics of the high energy Auger edge,
we can compare the excited state spectrum inferred from the
experimental data to a synthetically constructed spectrum from
the calculated potential energy curves of figure 6. It is impor-
tant to note, that the computational results do not give us any
information on the relative strengths of the various transitions;
therefore, the constructed spectrum should be regarded as a
qualitative guideline, and not as a predictive tool. Assuming
a linear relaxation along the S2 potential surface on a time
scale of 60 fs, a time dependent excited state spectrum from
the data in figure 6 can be constructed. The energy difference
between the core excited S2 state and each of the calculated
dicationic states is taken as a function of time, and all the con-
tributions are broadened and summed together to generate the
time dependent spectrum. Convolving the result with an error
function in order to model the non-simultaneous excitation of
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Figure 8. (a) Reconstructed high kinetic energy band of the Auger
spectrum for the calculated energy levels, convoluted with an error
function to account for non-simultaneous excitation of the molecular
ensemble. (b) Auger edge shift in the reconstructed spectrum as a
function of pump-probe delay. Dashed line shows values where the
excited fraction is below 1% (compare to figure 4(b)).

the ensemble, we obtain an estimate for the dynamics of the
Auger edge.

The calculated spectrum is shown in figure 8(a). Analyzing
the edge shift in the same way as in figure 5, we deduce a red-
shift of the edge position (figure 8(b)) in agreement with the
experimental result in figure 5. The calculated value is 0.3 eV,
while the experimental shift in the edge is 0.5 eV with a dis-
crete bin interval of 0.2 eV. According to the simulation, the
energies of the lowest dicationic states and of the core-ionized
states accessed from S2 increase and decrease respectively,
along the reaction pathway of figure 6. This is associated with
a highest kinetic energy of the Auger electrons. Therefore,
the short-time observed redshift of the Auger band edge pro-
vides further evidence for an ultrafast nuclear relaxation of the
molecule out of the Franck–Condon region on a sub 100 fs
timescale.

On a longer time scale, for delays in the range 0.4 to
1.5 ps, the shift to higher kinetic energies observed on both
the zero crossing and the edge position points to further ultra-
fast processes in the molecular dynamics (figures 4 and 5).
The detailed interpretation of those features however requires
a deeper understanding of the Auger processes in the molecule,
due to the aforementioned electronic state effects.

5. Summary

In this work, we have used Auger spectroscopy to investi-
gate the ultrafast dynamics of 2-thiouracil after UV excitation,
using a UV pump—x-ray probe setup. The experiment has
been carried out at beamline FL24 at the FLASH2 free elec-
tron laser. We observe a shift in the overall Auger emission
pattern, as well as ultrafast dynamics in the shift amplitude,
providing evidence for ultrafast processes in the molecule. The
dynamics of the zero-crossing/centroid of figure 4 in conjunc-
tion with our quantum chemical calculations and the trajectory
simulations by Mai et al [23, 24] strongly suggests that the

time-resolved Auger signal is capable of capturing the main
relaxation pathway of 2-thiouracil, which involves three steps:
(i) an ultrafast, <100 fs, process likely associated with an over-
stretching of the C–S bond, which leads to the S2–S1 internal
conversion; (ii) an intermediate evolution on the S1 surfaces,
for approximately 400 fs [23] or alternatively a shrinking C–S
bond dominated by S2 dynamics [24]; (iii) the final intersys-
tem crossing and subsequent relaxation in the triplet manifold.
The C–S bond elongation in step (i) can be deduced from
the observed zero line/centroid Auger shift towards higher
kinetic energies using a simple Coulomb-model for dicationic
states. Additional support for this behavior is delivered by
an observed edge shift towards lower kinetic energies, which
is predicted by our model using the lowest dicationic states.
Experimental evidence for (ii) and (iii) comes from an agree-
ment of timescales in the zero line/centroid Auger shift, the
details of the shift required additional Auger spectrum mod-
eling involving electronic and nuclear dynamics, which is
beyond the scope of this work.
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Appendix A

Experimental Control and Online
Data Analysis

To aid in the operation of the URSA-PQ chamber, I developed a set of complementary
tools and software applications. They interface with the DESY infrastructure through
the DOOCS (Distributed Object Oriented Control System) system. Section A.1 focuses
on the tools developed for the control of the experimental hardware, while section A.2
presents the online data analysis and display utilities.

The entire codebase is open source and is made available, togheter with its documen-
tation, at [158].

A.1 Safety, monitoring and control system

Low-level control of the experimental hardware is taken care by a combination of a PLC
(Programmable Logic Computer) and a Unix server. The PLC is responsible for all real-
time sensitive task, such as vacuum and high voltage interlocks; the Unix server acts as
an interface to the DESY network and handles data processing. A schematic overview of
the system architecture is shown in Fig. A.1.

Safety routines are constantly running, the PLC monitors the pressure in the chamber
via a combination of a Pirani and cold cathode gauges, and controls high voltage and
beamline vacuum interlocks to ensure safe operation. A set of vacuum valves are used to
separate the main chamber from the pre-vacuum pumps. In case of a pre-vacuum failure,
the valves lock to protect the main chamber. Moreover, the PLC controls the actuators
for the in-vaccum manipulator stages.

The sample oven is controlled by three independent PID (Proportional Integral Deriva-
tive) filters, one for each heater section. The temperature is read by the PLC via vacuum-
compatible thermocouples; the unix server controls the power supplied to the heating
elements in order to mantain the temperature at a user-defined setpoint.

The readout of the MCP detector is done through the 2 GHz ADC (Analog to Digi-
tal Converter) provided by DESY, and the data is automatically recorded by the DESY
DAQ (Data AQuisition) system. This data is acquired by the Unix Server through DESY
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DOOCS for online analysis. Moreover, all experimental parameters and status variables
are pushed to the DOOCS system, so that they can be recorded and correlated with ex-
periment data and other FEL parameters.

A python API (Application Program Interface) allows programmatic monitoring and
control of all experimental hardware, as well as access to pre-processed and filtered exper-
imental data for online evaluation and analysis. The API is built around a client-server
architecture, enabling concurrent connections of many clients. A Graphical User Interface
(GUI) for experiment control, as well as online data display utilities and measurement
control scripts are built on top of this API.

Desy DOOCS

Unix Server

PLC

Vacuum

Oven

High Voltage

Cameras

Manipulators

Interlocks

URSA-PQ

Python API

Measurement Scripts

User Consoles

Online Data Display

MCP

Figure A.1: Architecture of the control and monitoring system. Arrows
represent data flow. The Unix server acst as a coordinator between the
various componets. It connects to the Desy DOOCS (Distributed Object
Oriented Control System), interfacing the URSA-PQ apparatus with the
Desy control and data aquisition system. A network-based python API
can be used to monitor and control all experimental paramters program-
matically or via a purpose-built GUI (Graphical User Interface) remotely.
The API allows simultaneous connection from multiple clients, so that all
experimental paramters can be monitored from multiple stations. The
MCP output signal is read out directly by beamline ADCs and recorded
by DOOCS.

The User Interface can be simultaneously used from multiple experimental stations,
and can be operated in both read-only (monitor) and write (control) mode (preventing
accidental changes to the hardware from monitoring stations). It provides an overview
window (Fig. A.2) on the system status, as well as subpanels for the control of each
subsystem (Fig. A.3).
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Figure A.2: Control Console main window. Each one of the four subsys-
tems has a dedicated panel, showing its status with an update frequency
of 2 Hz. The ‘config’ buttons give access to the subsystems control win-
dows (Fig. A.3).

Figure A.3: Example of the sample oven (left) and high voltage (right)
control panels.
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A.2 Measurement and Online Data Analysis

On top of hardware control, the system described in section A.1 provides tools to aid in
the execution of many experiment-related tasks, such as measurement automation and
online data analysis.

The MCP readout is constantly retrieved from the DOOCS system and processed.
A full TOF trace is recorded every 100 ms, one for each pulse train, and consists of 50
concatenated time of flight signals. Even ordered shots are UV-pumped, odd shots are
x-ray only; a difference signal can be constructed by subtracting odd shots from their
even counterpart.

The incoming data is passed through a Lorentzian low pass filter (with a user-controllable
time constant), and can be displayed though a data visualization utility (Fig. A.4 left).
The filtered trace is then split into its single-shot components, and even and odd shots
are averaged to create UV-on, UV-off and difference signals (Fig. A.4 right). The time-
of-flight axis is converted to a kinetic energy axis using the calibration function presented
in subsection 2.2.3 in combination with a real-time readout of the retardation voltage.

Figure A.4: Example panels form the online data display utility. Left:
full MCP trace from DESY ADC, low pass filtered, x-axis in µs. The
panel contains a control slider for the filter time constant, and a real-time
display of the frequency at witch data is being received from DOOCS.
Right: visualization of single shot data. UV-on (even), UV-off (odd) and
difference signals are plotted as a function of the electrons kinetic energy
in eV

A collection of measurement scripts can be used to automate data acquisition. Such
scripts use the python API to set parameters such as UV intensity or retardation voltage,
programmatically scan the pump-probe delay or x-ray photon energy, and display a real-
time view of the acquired data. Figure A.5 shows such a measurement preview.

To minimize systematic errors, the order in which data is acquired is randomized.
That is, the scanned parameters are not swiped sequentially, but are acquired using a
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different (random) order for each measurement run.

Figure A.5: Real time view of measured data in a time zero scan. The
differential signal (UV-on - UV-off) is displayed as a function of both
pump-probe delay (y-axis, ps) and electron kinetic energy (x-axis, eV ).
The various delay bins are populated as they are measured, the missing
data (white horizontal lines) corresponds to values not yet scanned.
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Appendix B

Data analysis

In order to interpret the raw data collected during the experiment, I developed and
implemented data preprocessing and analysis tools. This chapter presents some of the
steps taken in this regard, with a focus on the techniques used to improve the quality and
ease of use of the data.

B.1 Data preprocessing and data fusion

The data is recorded for storage by the Data AQuisition (DAQ) system at DESY, where
a selected subset of all the DOOCS parameters can be flagged for long term storage. The
data is subsequently composed in HDF5 files and made available to users.

For each FEL pulse train, consisting of 50 shots, a continuous signal from the MCP
detector is recorded,together with data from FLASH sensors, such as shot-by-shot beam
intensity data from Gas-Monitor Detectors (GMD) or electron bunch arrival time from
the Beam Arrival Monitor (BAM). Other parameters are available once per pulse train,
such as laser delay stage or undulator setting.

The HDF5 files are preprocessed, to simplify the subsequent analysis process. Each
MCP trace is split into 50 slices, one for each shot, and the sliced data is indexed by a
pulse train ID and a shot number going from 0 to 49. The same indexing scheme is used
for other shot-by-shot parameters, while ‘slow’ variables are indexed by their pulse train
ID only. The processed data is then saved as pandas dataframes for further analysis.

This indexing scheme enables efficient filtering of the data, so that binning and aver-
aging of the eTOF traces can be done independently from the actual measurement runs
in which the data was collected. This reduces the effect of systematic errors by averaging
the data over longer time frames and across different scans.

To improve the quality of the analysis, data fusion techniques are employed. That is,
data from several instruments is used in combination.

The shot-by-shot data from the Gas-Monitor Detector (GMD) is used to renormalize
the eTOF data from the MCP. Moreover, the pump-probe delay resolution has been
augmented by combining the nominal UV delay stage position with the shot-by-shot data
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from the BAM, reducing the negative effects of FEL timing jitter on delay resolution.

Figure B.1 compares the rising edge of the 2TU sulfur photoline with and without
BAM correction.

Figure B.1: Comparison of pump-probe delay resolution with (right)
and without (left) BAM correction. Blue line is the integrated differential
intensity, the orange line is the cross-correlation of the signal with a
step function. The correction is applied by subtracting the timing shift
measured by the BAM from the nominal delay position for each x-ray
shot. The data is then rebinned on the corrected delay values.

The photon energy data has been corrected using the information from the OPIS (On-
line PhotoIonization Spectrometer) whenever possible, instead of relying on the calibrated
values provided from the variable gap undulator.

B.2 GPU accelerated computing

GPGPU computing (General Purpose computing on Graphics Processing Units) is a com-
putational paradigm that uses hardware designed to process computer graphics for general
purpose computations [159]. This technique became popular in the early 2000, and ex-
ploits the highly parallelized processing pipelines of GPUs.

Commercial CPUs (Central Processing Unit), consists of a control unit driving a few
(2 to 8) general purpose processing cores. Each core is capable of performing a wide range
of operations, and all available cores can be used independently and work on a different
set of instructions. In contrast, GPUs are built with hundreds or thousands of highly
specialized cores divided in groups, with each group controlled collectively by a single
control unit.
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Control
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DRAM

CPU
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Figure B.2: Comparison of GPU vs CPU architecture. In a CPU (left),
a few general purpose ALUs (Arithmetic and Logic Unit) are indepen-
dently controlled and are able to carry out a wide set of instructions.
GPUs (right) are made of thousands of highly specialized ALUs, con-
trolled in groups by a few control units.

In the case of highly parallel applications, where the same calculation sequence is
carried out on different data, this processing architecture (shown in Fig. B.2) allows for
a very efficient use of the available silicon. This allows to greatly reduce the amount of
time taken for a given computation, by simultaneously executing different parts of the
calculation on different ALUs. Figure B.3 shows how an array integration task can be
carried out with O(ln(N)) time steps, as opposed to the linear O(N) scaling for normal
CPUs.

∑
n=1

N

xnx1

x2

x3

x4

x5

x6

x7

x8

with log2(N) 

     steps

Figure B.3: Scheme of a GPU-parallelized array integral. By executing
multiple additions concurrently, a GPU can perform an array integration
with logarithmic scaling O(ln(N)).

In the context of our research, GPU parallelization was used whenever practical, en-
hancing the speed of data analysis. This in turn allowed for greater ease for data ex-
ploration and manipulation, making tasks that would otherwise require days complete
in a matter of hours. Figure B.4 shows a comparison of time taken and corresponding
computational speed for a practical analysis task, showing improvements of up to one
order of magnitude.
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Figure B.4: Comparison between CPU and GPU computing, showing
total time and corresponding speed vs task size. Test system consists of
a 4-core Intelr CoreTM i7-7700K CPU @ 4.20GHz, an NVIDIA Quadro
RTX 4000 GPU with 2304 cuda cores, running Ubuntu 18.04.2 LTS with
Linux version 4.15.0-118-generic kernel.
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fast Intersystem Crossing in SO2 and Nucleobases. In Kaoru Yamanouchi, Steven
Cundiff, Regina de Vivie-Riedle, Makoto Kuwata-Gonokami, and Louis DiMauro,
editors, Ultrafast Phenomena XIX, vol. 162, pages 509–513. Springer International
Publishing, Cham, 2015.

[79] R. S. Minns, D. S. N. Parker, T. J. Penfold, G. A. Worth, and H. H. Fielding.
Competing ultrafast intersystem crossing and internal conversion in the “channel
3” region of benzene. Physical Chemistry Chemical Physics, 12(48):15607, 2010,
doi:10.1039/c001671c.

[80] Rosalind E. Franklin and R. G. Gosling. Molecular Configuration in Sodium Thy-
monucleate. Nature, 171(4356):740–741, 1953, doi:10.1038/171740a0.

[81] Bruce Alberts, editor. Molecular Biology of the Cell. Garland Science, New York,
5th ed edition, 2008.

[82] P. Yakovchuk. Base-stacking and base-pairing contributions into thermal sta-
bility of the DNA double helix. Nucleic Acids Research, 34(2):564–574, 2006,
doi:10.1093/nar/gkj454.
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[135] Christoph Bostedt, Sébastien Boutet, David M. Fritz, Zhirong Huang, Hae Ja Lee,
Henrik T. Lemke, Aymeric Robert, William F. Schlotter, Joshua J. Turner, and
Garth J. Williams. Linac Coherent Light Source: The first five years. Reviews of
Modern Physics, 88(1):015007, 2016, doi:10.1103/RevModPhys.88.015007.

[136] C. Pellegrini. Progress toward a soft X-ray FEL. Nuclear Instruments and Methods
in Physics Research Section A: Accelerators, Spectrometers, Detectors and Associ-
ated Equipment, 272(1-2):364–367, 1988, doi:10.1016/0168-9002(88)90252-5.

[137] K Tiedtke, A Azima, N von Bargen, L Bittner, S Bonfigt, S Düsterer, B Faatz,
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K Klose, V Kocharyan, M Köpke, M Körfer, W Kook, B Krause, O Krebs, S Kreis,

http://dx.doi.org/10.1088/1367-2630/11/2/023029
http://dx.doi.org/10.1038/nphoton.2007.76


BIBLIOGRAPHY 127

F Krivan, J Kuhlmann, M Kuhlmann, G Kube, T Laarmann, C Lechner, S Lederer,
A Leuschner, D Liebertz, J Liebing, A Liedtke, L Lilje, T Limberg, D Lipka, B Liu,
B Lorbeer, K Ludwig, H Mahn, G Marinkovic, C Martens, F Marutzky, M Maslocv,
D Meissner, N Mildner, V Miltchev, S Molnar, D Mross, F Müller, R Neumann,
P Neumann, D Nölle, F Obier, M Pelzer, H-B Peters, K Petersen, A Petrosyan,
G Petrosyan, L Petrosyan, V Petrosyan, A Petrov, S Pfeiffer, A Piotrowski, Z Pis-
arov, T Plath, P Pototzki, M J Prandolini, J Prenting, G Priebe, B Racky,
T Ramm, K Rehlich, R Riedel, M Roggli, M Röhling, J Rönsch-Schulenburg,
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M Schulz, A Shabunov, P Smirnov, E Sombrowski, A Sorokin, B Sparr, J Spengler,
M Staack, M Stadler, C Stechmann, B Steffen, N Stojanovic, V Sychev, E Syresin,
T Tanikawa, F Tavella, N Tesch, K Tiedtke, M Tischer, R Treusch, S Tripathi, P Va-
gin, P Vetrov, S Vilcins, M Vogt, A de Zubiaurre Wagner, T Wamsat, H Weddig,
G Weichert, H Weigelt, N Wentowski, C Wiebers, T Wilksen, A Willner, K Wit-
tenburg, T Wohlenberg, J Wortmann, W Wurth, M Yurkov, I Zagorodnov, and
J Zemella. Simultaneous operation of two soft x-ray free-electron lasers driven by one
linear accelerator. New Journal of Physics, 18(6):062002, 2016, doi:10.1088/1367-
2630/18/6/062002.

[140] Elke Plönjes, Bart Faatz, Marion Kuhlmann, and Rolf Treusch. FLASH2: Opera-
tion, beamlines, and photon diagnostics. AIP Conference Proceedings, 1741:20008,
2016, doi:10.1063/1.4952787.

[141] Daniel Meissner, Maciej Brachmanski, Mathias Hesse, Ulf Jastrow, Marion
Kuhlmann, Helmut Mahn, Frank Marutzky, Elke Plönjes-Palm, Maike Röhling,
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