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Abstract 

Localisation of deformation is a ubiquitous feature in continental rift dynamics and 

observed across drastically different time and length scales. This thesis comprises one 

experimental and two numerical modelling studies investigating strain localisation in (1) 

a ductile shear zone induced by a material heterogeneity and (2) in an active continental 

rift setting. The studies are related by the fact that the weakening mechanisms on the 

crystallographic and grain size scale enable bulk rock weakening, which fundamentally 

enables the formation of shear zones, continental rifts and hence plate tectonics. 

Aiming to investigate the controlling mechanisms on initiation and evolution of a shear 

zone, the torsion experiments of the experimental study were conducted in a Patterson 

type apparatus with strong Carrara marble cylinders with a weak, planar Solnhofen 

limestone inclusion. Using state-of-the-art numerical modelling software, the torsion 

experiments were simulated to answer questions regarding localisation procedure like 

stress distribution or the impact of rheological weakening. 2D numerical models were 

also employed to integrate geophysical and geological data to explain characteristic 

tectonic evolution of the Southern and Central Kenya Rift. Key elements of the numerical 

tools are a randomized initial strain distribution and the usage of strain softening. 

During the torsion experiments, deformation begins to localise at the limestone inclusion 

tips in a process zone, which propagates into the marble matrix with increasing 

deformation until a ductile shear zone is established. Minor indicators for coexisting 

brittle deformation are found close to the inclusion tip and presumed to slightly facilitate 

strain localisation besides the dominant ductile deformation processes. The 2D numerical 

model of the torsion experiment successfully predicts local stress concentration and strain 

rate amplification ahead of the inclusion in first order agreement with the experimental 

results. A simple linear parametrization of strain weaking enables high accuracy 

reproduction of phenomenological aspects of the observed weakening. The torsion 

experiments suggest that loading conditions do not affect strain localisation during high 

temperature deformation of multiphase material with high viscosity contrasts. A 

numerical simulation can provide a way of analysing the process zone evolution virtually 

and extend the examinable frame. Furthermore, the nested structure and anastomosing 

shape of an ultramylonite band was mimicked with an additional second softening step. 

Rheological weakening is necessary to establish a shear zone in a strong matrix around a 

weak inclusion and for ultramylonite formation.  

Such strain weakening laws are also incorporated into the numerical models of the 

Southern and Central Kenya Rift that capture the characteristic tectonic evolution. A 

three-stage early rift evolution is suggested that starts with (1) the accommodation of 

strain by a single border fault and flexure of the hanging-wall crust, after which (2) 

faulting in the hanging-wall and the basin centre increases before (3) the early-stage 
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asymmetry is lost and basinward localisation of deformation occurs. Along-strike 

variability of rifts can be produced by modifying the initial random noise distribution. 

In summary, the three studies address selected aspects of the broad range of mechanisms 

and processes that fundamentally enable the deformation of rock and govern the 

localisation patterns across the scales. In addition to the aforementioned results, the first 

and second manuscripts combined, demonstrate a procedure to find new or improve on 

existing numerical formulations for specific rheologies and their dynamic weakening. 

These formulations are essential in addressing rock deformation from the grain to the 

global scale. As within the third study of this thesis, where geodynamic controls on the 

evolution of a rift were examined and acquired by the integration of geological and 

geophysical data into a numerical model. 
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Zusammenfassung 

Die Lokalisierung von Deformation ist ein allgegenwärtiges Merkmal in der Dynamik 

von Grabenbrüchen bzw. Riftzonen und wird über verschiedene Zeit- und Längenskalen 

beobachtet. Diese Arbeit umfasst eine experimentelle und zwei numerische Studien zur 

Untersuchung der Lokalisierung von Deformation in (1) einer durch eine Materialhetero-

genität induzierten duktilen Scherzone und (2) in einem aktiven Kontinentalgraben. Die 

Studien verbindet, dass die Schwächungsmechanismen auf der kristallographischen Skala 

und der Korngrößenskala eine Enthärtung eines Gesteinkörpers ermöglicht, was im 

Wesentlichen die Bildung von Scherzonen, Grabenbrüchen und damit Plattentektonik 

ermöglicht. 

Um die Kontrollmechanismen für die Initiierung und Entwicklung einer Scherzone zu 

untersuchen, wurden die Torsionsexperimente der experimentellen Studie in einem 

Patterson-Gerät an starken Carrara-Marmorzylinder mit einer schwachen, planaren 

Solnhofen-Kalksteineinschluss durchgeführt. Mit modernster numerischer Modellier-

ungssoftware wurden die Torsionsexperimente simuliert, um weitere Fragen zum 

Lokalisierungsablauf wie die Verteilung der Spannung oder den Einfluss rheologischer 

Schwächung zu beantworten. Numerische 2D-Modelle wurden auch verwendet, um 

geophysikalische und geologische Daten zu kombinieren, um die charakteristische 

tektonische Entwicklung des südlichen und zentralen Kenia-Rifts zu erklären. 

Schlüsselelemente der verwendeten numerischen Werkzeuge sind eine randomisierte 

Anfangsverteilung des Strain und der Einsatz von Strain basierter Enthärtung. 

Während der Torsionsversuche lokalisiert die Deformation zunächst an den 

Kalksteineinschlussspitzen in einer Prozesszone, die sich mit zunehmender Deformation 

in die Marmormatrix ausbreitet bis sich eine duktile Scherzone einstellt. Neben den 

dominierenden duktilen Verformungsprozessen werden geringfügige Indikatoren für eine 

koexistierende spröde Verformung nahe der Einschlussspitzen gefunden und es wird 

angenommen, dass diese die Lokalisierung der Deformation geringfügig erleichtern. In 

erster Ordnung sagt das numerische 2D-Modell des Torsionsexperiments erfolgreich 

lokale Spannungskonzentration und Strainratenverstärkung vor der Inklusion in 

Übereinstimmung mit den experimentellen Ergebnissen vorher. Eine einfache lineare 

Parametrisierung der Enthärtung durch Strain ermöglicht eine genaue Reproduktion 

phänomenologischer Aspekte der beobachteten Schwächung. Die Torsionsexperimente 

legen nahe, dass die Randbedingungen die Lokalisierung des Strain während der 

Hochtemperaturverformung von Mehrphasenmaterial mit hohen Viskositätskontrasten 

nicht beeinflussen. Die numerische Simulation ermöglicht es, die Entwicklung der 

Prozesszone virtuell zu analysieren und den Untersuchungsrahmen zu erweitern. Darüber 

hinaus wurde die verschachtelte Struktur und anastomosierende Form eines 

Ultramylonitbandes mit einem zusätzlichen zweiten Enthärtungsschritt nachgeahmt. Die 
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rheologische Schwächung ist notwendig, um eine Scherzone in einer starken Matrix um 

einen schwachen Einschluss herum und für die Ultramylonitbildung zu etablieren. 

Solche Schwächungsgesetze, die auf Strain basieren, fließen auch in die numerischen 

Modelle des südlichen und zentralen Kenia-Rifts ein, die die charakteristische tektonische 

Entwicklung erfassen. Es wird eine dreistufige frühe Riftentwicklung vorgeschlagen, die 

mit (1) der Anpassung von Spannungen durch eine einzelne Grenzstörung und Biegung 

der hangenden Kruste beginnt, wonach (2) die Verwerfung im Hangenden und im 

Beckenzentrum zunimmt, bevor (3) die Asymmetrie des Frühstadiums verloren geht und 

es zu einer beckenseitigen Deformationslokalisierung kommt. Die Variabilität von Rissen 

entlang des Rifts kann durch Modifizieren der anfänglichen zufälligen Rauschverteilung 

erzeugt werden. 

Zusammenfassend befassen sich die drei Studien mit ausgewählten Aspekten der breiten 

Palette von Mechanismen und Prozessen, die die Deformation von Gestein grundlegend 

ermöglichen und die Lokalisierungsmuster über die Skalen bestimmen. Zusätzlich zu den 

oben genannten Ergebnissen demonstrieren das erste und zweite Manuskript in 

Kombination ein Verfahren, um neue oder bestehende numerische Formulierungen für 

spezifische Rheologien und deren dynamische Schwächung zu finden oder zu verbessern. 

Diese Formulierungen sind essenziell, um Gesteinsverformung von der Korngrößen bis 

zur globalen Skala zu untersuchen. Wie in der dritten Studie dieser Dissertation, in der 

geodynamische Kontrollen auf die Entwicklung eines Grabenbruchs durch die Integration 

geologischer und geophysikalischer Daten in ein numerisches Modell untersucht und 

erfasst wurden. 
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1 Introduction 

1.1 Strain localisation: from plate tectonics over shear zones to 

micromechanics 

Localisation of deformation within rocks not only defines where plate boundaries develop 

or where earthquakes happen, it effectively shapes the Earth’s surface. With increasing 

computational power, existing theories and models can be expanded and build on and 

new studies become feasible. Within this work, computational tools are utilized to 

investigate the controls on strain localisation, while the scale is varied from grain to 

lithosphere. Going down the scale from plate tectonics to micromechanics, this 

introduction addresses some aspects regarding localisation of deformation like the main 

acting forces, physical principles, and modelling techniques. Although the scale differs 

in order of magnitudes, some problems can be tackled with the same (numerical) 

approaches since the underlying physics remain identical. 

Deformation of material is a ubiquitous process not restricted to geosciences and goes 

from bending of steel over breaking of glass to continental breakup or ductile flow in the 

mantle. When forces induce stress to a material, that material reacts by distributing the 

stress internally and/or transferring it to adjacent material. The internal distribution or 

partial dissipation of stress may lead to (ir)reversible deformation, called strain. The 

effects on a specific material depend on its properties. For rocks these effects encompass 

but are not limited to faulting and folding, as easy to recognize features in the field, brittle 

faults, ductile shear zones, crystallographic preferred orientations and many more. These 

features have in common that the affected material is altered in areally limited zones. The 

procedure of a deforming material body to store strain locally is depicted by the term 

strain localisation. How this is expressed and represented on the different scales will be 

discussed in the following chapters. On a further note, localisation is always relative to 

the governing scale. From a plate tectonic perspective, deformation localises for example 

in continental rifts, while on the grain-scale, it may be described by a change of 

crystallographic features. Examples for strain localisation structures on different scales 

are depicted in Figure 1. 

Cross-scale aspects play a decisive role in geodynamics, which I would like to exemplify 

in the rift context. During the physical process of dislocation creep induced by external 

forces, crystallographic dislocations move through a crystal (e.g. Hirth & Tullis, 1992). 

Albeit this is not the fastest of geological deformation processes e.g., in terms of 

displacement over time, it still leads to plastic deformation of the (solid) crystal. When 

this solid-state creep occurs in larger volume of rock, like in the deep lithosphere, ductile 

shear zones may form that localise deformation induced by plate tectonic forces (e.g. 

Pennacchioni & Mancktelow, 2007). Necking of the mantle lithosphere is a feature in 

continental rifts that is again a result of the deformation of the deep lithosphere and leads 
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to a strength loss of the rift system (Artemjev & Artyushkov, 1971). This may finally lead 

to an acceleration of entire tectonic plates, a rift intrinsic feedback of residual strength 

and velocity (Brune et al., 2016). This example demonstrates the connection between and 

dependency of processes across the scales. 

In the following chapters I will give some background about the plate tectonic system, 

underlying rheological principles and the simulation of these with numerical tools, before 

highlighting some research questions that are going to be answered within this thesis. 

 

 

Figure 1: Strain localisation across the scales. From a plate tectonic perspective, deformation 

localises at plate boundaries like continental rifts. On the rift scale, localisation happens at faults 

or shear zones, wherein, bands of reduced grain sizes may be observed. This figure could even 

be extended to a smaller scale with crystallographic processes. 
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1.2 Plate tectonics, continental rifts, and shear zones 

The plate tectonic system consists of individual tectonic plates that move on top of a 

weaker mantle. An individual plate can be divided into a strong plate interior and weak, 

strongly localised plate boundaries. These boundaries form by means of strain 

localisation, which is one major aspect of rift dynamics and mainly induced by plate 

tectonic forces on the lithospheric scale. Viscous drag (also known as basal or mantle 

drag), slab pull and gravitational sliding (also known as ridge push) are the main driving 

forces (Grotzinger & Jordan, 2010). Since its formulation and with its steady evolution, 

the theory of plate tectonics has greatly enhanced our understanding of the Earth. One 

challenge the theory has faced and that is related to the subject of this thesis, is the tectonic 

force paradox, which in principle states that the yield strength of intact continental 

lithosphere is too high to be overcome by mantle convection forces e.g. (Cloetingh et al., 

1989; Solomatov, 1995; Buck, 2004). A combination of processes and factors is 

presumed to affect and reduce the lithospheric strength for it to deform significantly and 

rift apart. These include 1) dynamic weakening mechanisms mainly acting on the grain-

scale (see below), 2) inherited weaknesses in some parts of the lithosphere like zones of 

past tectonic activity, 3) along strike propagation of a rift (Torsvik et al., 2009) and 4) 

high magmatic intrusion rates heating the lithosphere (Bialas et al., 2010; Daniels et al., 

2014). For a more comprehensive synthesis of continental rift dynamics and the 

modelling perspective see Brune (2019). 

Whether a rift may develop or not is strongly depending on the absolute thickness or the 

bulk strength of the lithosphere. The characteristics of a rift like its width or the depth of 

the main tectonic activity, however, is strongly influenced by the relative thicknesses of 

the distinct lithospheric layers. Principally, the lithosphere can be subdivided and 

described by several layers, each with their own characteristic localisation phenomena 

(see Figure 2). In the following, the layers are described regarding their dominant 

mechanical localisation behaviour. The average upper crust consists of predominantly 

felsic rocks that show mostly brittle behaviour at the given temperatures and pressures. 

Although the mineralogy of the lower crust differs from the upper crust by being more 

mafic, the mechanical behaviour is similar due to a generally high bulk strength. A special 

role in this regard has the relatively low strength middle crust, where ductile processes 

play a bigger role than in the upper and lower crust. Mineralogically, the middle crust is 

like the upper crust, but the mechanical behaviour features a strong ductile proportion 

mainly due to the geothermal gradient. If this weaker middle layer is thick, deformation 

is distributed across many and less-localised shear zones, resulting in wider rift types 

(Buck, 1991). While on the other hand, with a lower thickness of the mid-crust, the 

strongly localised faults from the upper and lower layers define the rift morphology, 

which tends to be of a narrow type. The ductile upper mantle as a part of the lithosphere 

deforms jointly with the crustal layers and localises deformation as well. This 

characteristic also distinguishes it from the asthenosphere, where deformation is 

distributed. 



1 Introduction 

12  

On the lithospheric scale, ongoing strain localisation is manifested for example in 

continental rift zones like the Baikal or the Kenya rift, where tectonic forces pull a 

continent apart. Shear zones are the most prominent characteristic that constitute such a 

rift and they accumulate the vast majority of strain in the lithosphere (Fossen & 

Cavalcante, 2017). On the surface and below down to the brittle-ductile transition, these 

shear zones mainly deform by means of brittle processes. Shallow earthquakes due to the 

rupturing of rocks are the most prominent manifestation of brittle deformation and the 

resulting primary slip zones are one of the most localised features in terms of deformation 

(Schuck et al., 2020). With increasing temperature, pressure or changing mineralogy, the 

main deformation mechanism of the rocks transitions into ductile deformation with 

several crossover states of deformation, where brittle and ductile behaviour may even 

coexist. In comparison to brittle fracture zones, ductile shear zones tend to be wider, but 

they are still a strongly localised feature. Ductile shear zone generation and progressive 

weakening are controlled by pre-existing heterogeneities (e.g. Duretz et al., 2016; 

Mazzotti & Gueydan, 2017), thermal softening (e.g. Kiss et al., 2019) and self-enhancing 

softening due to ongoing uptake of deformation or strain (e.g. Gardner et al., 2017; 

Döhmann et al., 2019). In the following chapter, I will give an overview about the 

physical background that enables localisation in brittle and ductile regimes. 

 

 

Figure 2: Schematic visualisation of preferred localisation mechanisms on the lithospheric scale 

in a strike-slip plate boundary setting. The layers consist of 1) a strong, brittle upper crust, 2) a 

weak, ductile middle crust, 3) a strong lower crust and 4) a weak, ductile but localising upper 

mantle. (from Gueydan et al., 2014) 
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1.3 Rheology and micromechanics 

The physics of rocks are at the heart of tectonic processes. They are condensed in the term 

rheology and related to e.g., mineralogical composition, crystallography and fluid content 

and composition, while strongly being controlled by temperature and pressure conditions. 

Parameters and mechanisms are of varying importance in different geological settings. 

Most of the brittle tectonic deformation takes place in settings of relatively low pressures 

and temperatures like the uppermost kilometres of continental crust. In brittle regimes, 

localisation and deformation is mainly controlled by pressure-dependent frictional sliding 

and takes place along discontinuities when the applied stress exceeds the strength of the 

material. This is described by the Mohr–Coulomb failure criterion, which is also applied 

in numerical simulations of deformation and goes back to the combined ideas of Mohr 

(1900) and Coulomb (1776). 

Dislocation creep and diffusion creep are the principal mechanisms of ductile 

deformation and are prevalent in deeper crustal regions. During the temperature-

dependent viscous flow, self-enhancing strain-softening mechanisms are responsible for 

strain localisation in the ductile regime. For example, a switch from dislocation creep to 

grain-size sensitive diffusion creep as is observed in high strain rocks, and grain-size 

evolution are two important of many suggested mechanisms (Burlini & Bruhn, 2005). 

Grain-size evolution can be described as a cycle of the competing processes of grain-

growth and dynamic recrystallization (Mulyukova & Bercovici, 2019). During the latter, 

individual crystals of a rock subdivide, e.g., by sub-grain-rotation, leading to smaller 

grain-sizes often resulting in weakening of the bulk material, while grain-growth through 

healing for example has the opposite effect. This grain-size reduction by dynamic 

recrystallisation is interpretated to be one of the major contributors to lithospheric 

weakening in the ductile regime (Platt & Behr, 2011). Whether a bulk material deforms 

by ductile means can be described by the pressure dependent Drucker–Prager yield 

criterion. 

Besides the failure criterions that describe the plastic deformation, constitutive laws based 

on rock experiments were developed to predict the bulk behaviour and deformation of 

minerals and rocks or mineral assemblages at high temperatures and pressures. Especially 

for the major minerals of the continental crust (quartz, feldspar, and pyroxene) as well as 

for these of the upper mantle (olivine and pyroxene) a considerable effort was carried on 

assessing their high temperature creep behaviour (Rybacki & Dresen, 2000; Bystricky & 

Mackwell, 2001; Hirth & Kohlstedt, 2004; Rutter & Brodie, 2004; Dimanov & Dresen, 

2005; Rybacki et al., 2006, 2014). Although assumptions incorporated into the 

constitutive laws are not entirely realistic, they give a solid basis as a description of rock 

material flow. 

Integrating rheological properties, yield strength envelopes for the whole lithosphere can 

be defined. Since the early definitions from Goetze & Evans (1979) for crustal material, 

several models were developed to estimate and describe the lithospheric strength. Since 
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geological settings are quite distinct due to varying thickness, composition and structure, 

a single model is not sufficient to describe lithospheric strength around the Earth. 

Nonetheless, major models were developed, where the so called jelly-sandwich model is 

now a classic description of the lithospheric strength (Bürgmann & Dresen, 2008). It 

follows the scheme of Figure 2 (from Gueydan et al., 2014) with a weak layer sandwiched 

between stronger layers, but the crust is divided only into two layers, the lower of which 

is weak. 

1.4 Numerical modelling of lithosphere deformation 

Tackling physical problems with numerical methods has always been a part of scientific 

practice. The invention and construction of computers enabled new tools for solving 

numerical problems and with the ongoing advances in computational power, a steadily 

increasing complexity can be achieved and implemented. However, every numerical 

model is adjusted to the governing purpose and appropriate simplifications are used and 

not all physical properties constrained previously are necessarily implemented (e.g. 

Sobolev & Brown, 2019). Despite the reduced complexity of models compared to nature, 

they are a great tool to investigate the impact of a multitude of individual processes 

(Brune, 2016).  

The foundation for the geodynamical modelling approaches within this thesis are the three 

conservation equations of mass, momentum, and energy as well as the rheology of the 

material (see Figure 3 from van Zelst et al. (2021)). Two different software packages were 

used, but both are based on these governing equations and assumptions. SLIM3D (Semi-

Lagrangian Implicit Model for 3 Dimensions) developed by Popov & Sobolev (2008) was 

used for modelling of the torsion experiments and ASPECT (Advanced Solver for 

Problems in Earth's ConvecTion) (Kronbichler et al., 2012; Heister et al., 2017; Bangerth 

et al., 2018, 2019) was used to model the continental rift setting due to its high efficiency 

and parallelisation. Details regarding their implementation and limitations are discussed 

within Chapter 3 and 4, respectively. SLIM3D has mainly been used to investigate 

divergent, convergent and transform plate boundary systems. References are given in 

chapter 3.1. Beyond these lithospheric scale settings, centimetre-scale models on the 

localisation processes in ice were also successfully conducted with SLIM3D (Cyprych et 

al., 2016), proving the applicability for the smaller scale. ASPECT on the other hand was 

originally designed to model convection in the Earth’s mantle but was and still is 

continuously extended. It has since been used to investigate a variety of geodynamic 

topics, ranging from mantle convection (Faccenna et al., 2021) and plumes (Bredow & 

Steinberger, 2021) to plate boundaries (Barrionuevo et al., 2021; Heckenbach et al., 2021; 

Sandiford et al., 2021) just to name some recent applications of the software. 

 

 



 1 Introduction 

15 

 

 

Figure 3: The governing equations: conservation of mass, conservation of momentum, and 

conservation of energy with different types of rheology. ρ is the density, t is time, ν the velocity 

vector, σ the stress tensor, g the gravitational acceleration vector, Cp the heat capacity, T the 

temperature, k the thermal conductivity, H a volumetric heat production term (e.g., due to 

radioactive decay) and the term S = S1 +S2 +S3 accounts for friction heating, adiabatic heating, 

and the release or consumption of latent heat (e.g., associated with phase changes), respectively. 

Note that the plastic rheology depicted here is the geodynamic approximation of brittle failure. 

(from van Zelst et al., 2021) 
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1.5 Research topics 

Many studies exist that investigate the rheology of minerals, mineral assemblages and 

natural rocks based on laboratory experiments (e.g. Schmid et al., 1980; Pieri et al., 2001; 

Hirth & Kohlstedt, 2003; Rutter & Brodie, 2004; Burlini & Bruhn, 2005; Dimanov & 

Dresen, 2005; Rybacki et al., 2006, 2014; Tasaka et al., 2017). From these laboratory 

conditions, rheological laws or flow laws are formulated that can be extrapolated to the 

temperatures and pressure prevalent in the Earth’s interior. These flow laws are often used 

in studies that employ numerical methods to investigate for example the plate tectonic 

system or continental rifts by means of dynamic flow models (e.g. Sobolev et al., 2011; 

Osei Tutu et al., 2018; Salazar-Mora et al., 2018; Jammes & Lavier, 2019; Barrionuevo 

et al., 2021). Hence, quite a lot of studies depend on the quality and validity of these 

experiments. Within the first two papers of this thesis, such rheological experiments were 

performed in the laboratory and implemented numerically to investigate the initiation of 

a shear zone and the numerical softening parameters. The numerical models were 

validated by and complemented the laboratory experiments and expanded the investigable 

frame as a virtual way of analysing viscous process zone evolution. The rheological 

experiments within chapter 2 and 3 tackle the following questions: 

• How are loading conditions affecting shear zone initiation? 

• How does a viscous shear zone evolve? 

• Which weakening processes are prevalent? 

• What weakening law captures the behaviour of the twisted Carrara marble? 

With a switch to a larger scale, where weakening processes based on chapter 2 and 3 are 

incorporated into the numerical simulations, the focus lays on the initiation and early 

evolution of continental rifts on the example of the Southern and Central Kenya Rifts. By 

reproducing major aspects of the two rifts regarding geological and geophysical data, a 

reference model is established. Recently, the importance of inherited structures on the 

style of continental deformation and rift evolution has been emphasised (e.g. Hodge et 

al., 2018; Jammes & Lavier, 2019; Duclaux et al., 2020). Randomly distributed minor 

flaws are used as a weak seed for the numerical models within this work. From the 

reference model as a base, the study is extended to investigate the range of possible rift 

geometries within these specific geological setting and to look at the following issues: 

• How and why does an asymmetric, narrow rift form in this setting? 

• Does a purely tectonic model suffice to model the Southern and Central Kenya 

rift? 

• What range of rift geometries can be produced within the given tectonic setting? 
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1.6 Manuscript Overview and Author Contributions 

The three main chapters of this thesis consist of manuscripts that have been submitted to 

and published in peer-reviewed scientific journals. At the timing of writing, all three 

manuscripts have been published. 

Chapter 2, 1. Manuscript: High-temperature shear zone formation in Carrara 

marble: The effect of loading conditions 

Authors: Livia Nardini, Erik Rybacki, Maximilian J. E. A. Döhmann (now: Richter), 

Luiz F. G. Morales, Sascha Brune, Georg Dresen 

https://doi.org/10.1016/j.tecto.2018.10.022 

Besides co-authoring and revising the first manuscript, I contributed by conducting 

numerical models to gain further insight into the evolution of the experiment and the 

localisation pattern, by interpreting and discussing the results regarding the geodynamic 

context and by producing Figure 16 of the manuscript. The manuscript was mainly 

authored by Livia Nardini. 

Chapter 3, 2. Manuscript: Strain localization and weakening processes in viscously 

deforming rocks: Numerical modeling based on laboratory torsion experiments 

Authors: Maximilian J. E. A. Döhmann (now: Richter), Sascha Brune, Livia Nardini, 

Erik Rybacki, Georg Dresen 

https://doi.org/10.1029/2018JB016917 

The second manuscript was mainly authored by me, while the revisions made by the co-

authors helped to improve the paper. I conducted the numerical models and produced the 

Figures. 

Chapter 4, 3. Manuscript: Controls on Asymmetric Rift Dynamics: Numerical 

Modeling of Strain Localization and Fault Evolution in the Kenya Rift 

Authors: Maximilian J. E. A. Richter (geb. Döhmann), Sascha Brune, Simon Riedl, Anne 

Glerum, Derek Neuharth, Manfred R. Strecker 

https://doi.org/10.1029/2020TC006553 

The second manuscript was mainly authored by me, and the revisions made by the co-

authors helped to improve the paper. Simon Riedl mainly authored the chapter 2. I 

conducted the numerical models and produced the Figures, except Figure 1, which was 

made by Simon Riedl. 
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Abstract 

Rock deformation at depths in the Earth’s crust is often localized in high temperature 

shear zones occurring at different scales in a variety of lithologies. The presence of 

material heterogeneities is known to trigger shear zone development, but the mechanisms 

controlling initiation and evolution of localization are not fully understood. 

To investigate the effect of loading conditions on shear zone nucleation along 

heterogeneities, we performed torsion experiments under constant twist rate (CTR) and 

constant torque (CT) conditions in a Paterson-type deformation apparatus. The sample 

assemblage consisted of cylindrical Carrara marble specimens containing a thin plate of 

Solnhofen limestone perpendicular to the cylinder’s longitudinal axis. Under 

experimental conditions (900 °C, 400 MPa confining pressure), samples were plastically 

deformed and limestone is about 9 times weaker than marble, acting as a weak inclusion 

in a strong matrix. CTR experiments were performed at maximum bulk shear strain rates 

of ~ 2*10-4 s-1, yielding peak shear stresses of ~ 20 MPa. CT tests were conducted at shear 

stresses of ~ 20 MPa resulting in bulk shear strain rates of 1–4*10-4 s-1. Experiments were 

terminated at maximum bulk shear strains of ~ 0.3 and 1.0. 

Strain was localized within the Carrara marble in front of the inclusion in an area of 

strongly deformed grains and intense grain size reduction. Locally, evidence for 

coexisting brittle deformation is also observed regardless of the imposed loading 

conditions. The local shear strain at the inclusion tip is up to 30 times higher than the 

strain in the adjacent host rock, rapidly dropping to 5 times higher at larger distance from 

the inclusion. At both bulk strains, the evolution of microstructural and textural 

parameters is independent of loading conditions. Our results suggest that loading 

conditions do not significantly affect material heterogeneity-induced strain localization 

during its nucleation and transient stages. 

2.1 Introduction 

Localization of deformation in the deep crust and mantle is a key mechanism involved in 

the formation of tectonic plates and mountain belts on our planet (Tackley, 2000; 

Schubert et al., 2001; Bercovici and Karato, 2002; Bercovici, 2003; Regenauer-Lieb & 

Yuen, 2003; Regenauer-Lieb and Yuen, 2004). Therefore, the knowledge of how 

deformation is accommodated at plate boundaries and orogenic belts requires the 

understanding of physical processes that govern localized deformation in the ductile 

regime and its persistence over geological times.  

A multitude of mechanisms have been proposed to be responsible for nucleation of 

localized deformation in the middle to lower crust, under the generally accepted premise 

that a dynamic (positive) feedback mechanism is required to induce thermo-mechanical 

perturbances in otherwise homogeneously deforming mediums (Bercovici, 1996, 1998; 

Bercovici and Karato, 2002; Regenauer-Lieb & Yuen, 2003). Grain size reduction by 
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dynamic recrystallization (e.g. Montési & Hirth, 2003; Kilian et al., 2011; Platt & Behr, 

2011b), fluid influx inducing metamorphic reactions (e.g. Fusseis & Handy, 2008), 

development or pre-existence of a crystallographic preferred orientation (e.g. 

Michibayashi & Mainprice, 2004; Tommasi et al., 2009), ductile fracturing (e.g. Handy 

and Stünitz, 2002; Dimanov et al., 2007; Rybacki et al., 2008; Menegon et al., 2013) and 

the presence of material heterogeneities (e.g. Rybacki et al., 2014) are only some of the 

mechanisms that were recognized in the field and through experimental work as factors 

causing rheological weakening and subsequent ductile localization of strain (see Burlini 

& Bruhn, 2005 for a review). A number of experimental investigations at constant strain 

rate have failed to produce notable localization in monophase materials in the ductile 

regime even at very high strains (e.g. Bystricky et al., 2000; Ter Heege et al., 2002; 

Barnhoorn et al., 2004). Some observations suggest that constant stress loading conditions 

appear to initiate localization in highly deformed olivine aggregates (Hansen at al., 2012). 

However, the effects of material properties and boundary conditions on the mechanical 

and microstructural evolution associated with strain localization and weakening are not 

yet understood and only a few experimental studies have addressed this. So far, the effect 

of the imposed loading conditions on the efficiency of localization within homogeneous 

materials has largely been investigated in theoretical models (Fressengeas & Molinari, 

1987; Leroy & Molinari, 1992; Paterson, 2007) but experimental studies of ductile 

localization induced by some of the aforementioned mechanisms of rheological 

weakening have not yet been performed.  

In nature, calcite-rich rocks are known to host localized shear zones developed in the high 

temperature ductile regime, leading to the formation of large scale shear zones where up 

to tens of kilometres of displacement are accommodated (e.g. the Glarus Thrust in the 

Helvetic Nappe, Groshong et al. 1984; Herwegh & Kunze, 2002; Ebert et al., 2007). 

Calcite and natural carbonate materials have been extensively studied in the ductile 

regime both experimentally (e.g. Schmid et al., 1980; Rutter, 1994, 1995, Pieri et al., 

2001a, 2001b; Barnhoorn et al., 2004) and in the field (Schmid et al., 1981; Bestmann et 

al., 2000; Rogowitz et al., 2014, 2016), so that the calibration of mechanical, 

microstructural and textural data for calcite at different deformation conditions is well 

established.  

In this contribution, we experimentally investigate the effects of different loading 

conditions (constant stress versus constant strain rate) on the nucleation and evolution of 

heterogeneity-induced high temperature shear zones in a carbonate system. It is important 

to anticipate that the phenomena investigated in the present study are inherently transient, 

as they mimic the nucleation stage of shear zone formation and its progressive 

propagation within intact material. Therefore, the loading condition may affect the shear 

zone evolution, which is in contrast to the commonly assumed path-independency of 

steady state deformation treated as being in thermodynamic equilibrium.  
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2.2 Experimental setup 

The torsion experiments presented here were carried out on mono-mineralic calcite 

aggregates consisting of Carrara marble with elongated Solnhofen limestone inclusions. 

A thin (0.75 mm) circle segment of Solnhofen limestone with an arc length of about 

11.8 mm was inserted in a saw-cut slot in a hollow cylinder (10 mm height, 15 mm outer 

diameter, 6.1 mm inner diameter) of Carrara marble. Ceramic glue was used to fill up the 

possible gaps in the slot. Two alumina spacers (for protection of the pistons in the 

deformation apparatus) and a solid gold cylinder inserted in the inner borehole of the 

sample completed the setup (Fig. 1). 

 

Fig. 1. Elements of the sample assembly. In the small inset, the setup prior to insertion in the 

copper jacket; indicated is the direction of the applied torsion. 

The hollow cylinder configuration was preferred as it guarantees a relatively 

homogeneous distribution of shear stress within the sample (Paterson and Olgaard, 2000). 

Carrara marble is a largely used material in experimental rock deformation due to its 

exceptional purity (> 99% CaCO3) and low to no initial porosity (Rutter, 1995; Pieri et 

al., 2001a and 2001b; Ter Heege et al., 2002; Barnhoorn et al., 2004; De Bresser et al., 

2005). The undeformed marble shows a uniform grain size distribution with an average 

grain size on the order of the hundreds of microns (~ 150 µm), abundant triple junctions, 

straight grain boundaries and a quasi-uniform crystallographic orientation distribution 

(see section 4.3 and figures therein). Twinned crystals are present, but the twins are 

extremely thin (< 5 µm), straight and not pervasive; these types of twins are commonly 
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interpreted as late features typical of a low temperature natural environment (Burkhard, 

1993; Ferrill et al., 2004). Solnhofen limestone is an extremely fine grained (~ 5 µm 

average grain size) almost pure calcite rock (more than 97 wt.% calcite, Rutter, 1972), 

which has been long used as a standard material for experimental deformation of natural 

fine-grained calcite (e.g. Rutter, 1972; Rutter and Schmid, 1975; Schmid et al., 1980; 

Schmid et al., 1987; Casey et al., 1998). As a consequence of a large difference in initial 

grain size, Solnhofen limestone is up to 9 times weaker than Carrara Marble at the 

imposed experimental conditions of 900 °C temperature and 400 MPa confining pressure 

(e.g. Rybacki et al., 2014). As a result, the Solnhofen limestone inclusion and Carrara 

marble host introduce a large viscosity contrast in the experimental setup.  

Experiments were performed in a Paterson-type gas deformation apparatus equipped with 

a torsion actuator (Paterson and Olgaard 2000). Prior to experimental runs, the samples 

were inserted into copper jackets of ~ 0.2 mm thickness (to isolate them from the gas 

confining pressure medium) the strength of which is accounted for in the evaluation of 

the mechanical data. The samples were first pressurized to 400 MPa, followed by heating 

at a rate of ~ 30 °C/min up to the desired temperature of 900 °C (with accuracy of ± 2 °C 

along the sample axis). After test termination, the load imposed by the actuator was 

maintained constant during cooling (at equal rate to the heating phase) to preserve 

deformation microstructures and to reduce the amount of static recovery occurring within 

the samples.  

Following Paterson and Olgaard, 2000, the measured torque M was converted to 

maximum shear stress 𝜏 at the periphery of the sample cylinder according to the equation: 

𝜏 =  
4𝑀(3+

1

𝑛
)

𝜋

𝐷0

1
𝑛

𝐷0

3+
1
𝑛−𝐷

𝑖

3+
1
𝑛

                (1) 

where 𝐷0 and 𝐷𝑖 are the external and internal diameters of the cylinder, respectively. 

Measured displacement rate 𝜃̇ in radians is converted to maximum shear strain rate 𝛾̇ 

according to the following: 

𝛾̇  =  
𝐷0𝜃̇

2𝑙
        (2) 

where 𝐷0 is the external diameter of the sample and 𝑙 is the length of the cylindrical 

specimen. 

2.3 Analytical methods 

Thin sections were produced for microstructural and textural investigations. To ensure 

the analyses were carried out on the portion of the sample that experienced the highest 

(measured) strain, the sections were cut tangentially to the outer rim and parallel to the 

longitudinal axis of the cylinders (after Paterson & Olgaard, 2000). The thin sections were 
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polished in two steps, first with diamond paste up to 0.25 µm grain size followed by 2 

hours of chemical-mechanical polishing with an alkaline solution of colloidal silica. To 

investigate the crystallographic orientation of the calcite grains, all thin sections were 

examined with the electron back-scattered diffraction (EBSD) technique on a FEI Quanta 

3D FEG dual beam machine equipped with an EDAX-TSL Digiview IV EBSD detector 

and the TSL software OIM 5.31 for the acquisition of diffraction patterns. EBSD analyses 

were performed on uncoated samples under low vacuum conditions (10 Pa H2O) using an 

accelerating voltage of 15 kV and beam current of 8 nA at variable working distances 

between 13 and 16 mm. 

Crystallographic orientation mapping was performed systematically in all samples using 

two different step sizes (10 µm and 3.5 µm). The coarser step size map was used to map 

the orientations of the whole sample and for the construction of mean grain size profiles 

across the thin sections (top to bottom; orange rectangles in Fig. 2a–d). The fine step size 

mapping was limited to the area in front of the limestone inclusion, where deformation in 

the marble localizes (Fig. 3a–d); these maps were used for the study of shape descriptors 

(section 2.4.4) and their variations within regions in and outside of the localized zone in 

front of the inclusion (red rectangles in Fig. 3a–d). 

Clean-up of the raw data was carried out using the TLS software OIM Analysis 7.3, with 

standardization of the confidence index (CI) within grains. Individual grains were defined 

using the following parameters: minimum grain tolerance angle of 10° (misorientation 

angle between neighbouring points) and a minimum of 10 indexed points per grain. 

Following this step, a CI correlation between neighbour points was applied to the datasets 

with low CI (< 0.1) points reassigned to the orientation and CI of the neighbour data point 

with the highest CI within individual grains.  

To identify very small (dynamically recrystallized) grains and their spatial distribution, a 

minimum of 5 indexed points per grain criterion (to reduce the loss of small grains by 

interpolation and smoothing) was used in the finer stepping size maps within a region of 

interest (Fig. 3a-d, black rectangles). Unless otherwise specified, grain sizes are expressed 

as equivalent diameter (diameter of a circle of equivalent area to the grain). 

Calculations on the EBSD data were performed using the MTEX 4.3.2 toolbox for Matlab 

(Hielscher and Schaeben, 2008; Bachmann et al., 2010). Orientation distribution function 

and pole figure contouring were calculated using a Gaussian half-width of 10° and a 

maximum harmonic expansion factor of 32. 

Grain size evolution across the samples (see section 2.4.4) was investigated using the 

coarser EBSD maps (10 µm step size). A moving, partially overlapping (one third of the 

vertical size) window of size 1.85x0.5 mm (Fig. 2a-d) was used to extract data along a 

profile parallel to the longitudinal axis of the sample cylinder located directly in front of 

the limestone inclusion in the Carrara marble. Grains transected by the boundary of the 
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moving window were excluded from the calculations. For each window, we estimated the 

average grain size using the RMS (root mean square) value of the distribution. 

 

Fig. 2. a–d: 10 µm step size orientation maps from EBSD data, used for the construction of grain 

size profiles across the thin sections (in orange, the partially overlapping moving region of 

interest, ROI). In a and c the constant twist rate samples and in b and d the constant torque ones. 

Colour coding represent IPF (inverse pole figure); the white patches in c are patches of 

misoriented data due to damages in the thin section.  
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Fig. 3. a–d: Location of regions of interest for different data extractions on 3.5 µm step size 

orientation maps from EBSD data. Two types of areas (red and black) are considered for different 

calculations. In a and c the constant twist rate samples, in b and d the constant torque ones. 

Colour coding represent IPF (inverse pole figure); the white patches in c are patches of 

misoriented data due to damages in the thin section. (For interpretation of the references to 

colour in this figure legend, the reader is referred to the web version of this article.) 

To characterize grain shape evolution within the area covered by the finer step size maps 

(section 2.4.4), two shape descriptors were considered. First, the inverse aspect ratio 

(according to the definition of the MTEX toolbox, Hielscher and Schaeben, 2008: 

𝐼𝐴𝑅 =  
𝑤

𝑙
 , 𝑤 and 𝑙 being the width and length of the particle, respectively) and secondly 

a variation of the classical circularity shape factor, defined as follows: 

𝐶𝑖𝑟𝑐 =
4 𝜋 𝐴

𝑃2  ,     (4) 

where A is the area and P the perimeter of a grain (Heilbronner and Barrett, 2014). Both 

shape descriptors assume values between 1 and 0, where the former represents a circle 

(maximum IAR) with smooth surfaces (maximum circularity) and the latter is 

characteristic of an infinitely non-circular shape (minimum IAR) with infinitely rough 

surfaces (minimum circularity). 
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For the study of shape descriptors, a grain size filtering was applied to the datasets in 

order to remove small grains produced by dynamic recrystallization, which are expected 

to approach the ideal circular shape at the time of formation. The size filter was set to 

20 µm, which is the average grain size of dynamically recrystallized grains determined 

by optical microscopy.  

Six transmission electron microscopy foils (0.15 µm in thickness) from a single thin 

section (sample CTR03) were prepared using the focused ion beam technique (e.g. Wirth, 

2005) and subsequently inspected with transmission electron microscopy (TEM) on a FEI 

Tecnai G2F20 X-Twin TEM for the calculation of dislocation densities (see section 

2.4.5). 

2.4 Results 

2.4.1  Mechanical data 

We present the results from four experiments, two of which were run at constant twist 

rate and two at constant torque conditions (CTR and CT, respectively, equivalent to 

constant strain rate and constant stress) in the torsion setup of a Paterson-type gas 

deformation apparatus. The final bulk strains reached in the experiments are γ ~0.3 and 

γ ~1, respectively, for both loading configurations. Experimental conditions for the four 

samples presented here are shown in Table 1. 

Table 1. Experimental conditions for the four samples examined. CTR is constant twist rate 

(strain rate) experiments, CT constant torque (stress), 𝛾̇ is shear strain rate (in s-1), 𝛾𝑚𝑎𝑥 is 

maximum bulk shear strain and 𝛾𝑠𝑒𝑐 is the local shear strain in a section of radius 𝑟𝑠𝑒𝑐. 

Sample name P (MPa) T (°C) Test type 𝛾̇, s-1 𝜏, MPa 𝛾𝑚𝑎𝑥 𝛾𝑠𝑒𝑐 

CTR03 400 900 Torsion 1.8 × 10-4 20.1 0.293 0.2 

CT03 400 900 Torsion 2.1–2.4 × 10-4 19.8 0.29 0.2 

CTR1 400 900 Torsion 1.9 × 10-4 19.7–17.6 0.99 0.68 

CT1 400 900 Torsion 1.2–4.0 × 10-4 18.8–18.4 0.94 0.65 

In CTR experiments (Fig. 4a), shear stress is plotted against bulk shear strain, while for 

CT experiments (Fig. 4b), shear strain rate is plotted versus bulk shear strain in semi-

logarithmic scale. In constant twist rate experiments, measured peak shear stresses of 

about 19 MPa at the periphery of the samples are reached at low values of bulk shear 

strain (γ ~0.15), after which mechanical softening occurs and a gradual weakening of the 

samples can be observed up to the maximum bulk strains reached, γ = 0.29 for sample 

CTR03 and γ = 0.99 for sample CTR1. For constant torque experiments, the applied 

torque was set so that the shear stress at the periphery of the samples is ~19 MPa, similar 

to the maximum stress measured in constant twist rate tests. Bulk shear strain rates first 
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decreased rapidly due to elastic loading, followed by a gradual decrease up to a minimum 

at γ ~0.1-0.2. Subsequently, strain rates increased corresponding to mechanical 

weakening of the samples up to a factor of about 4 at γ = 1 (Fig. 4b). The slightly higher 

minimum strain rate of sample CT03 compared to CT1 is related to the higher initially 

applied stress (Tab. 1). 

 

Fig. 4. a and b: Mechanical shear stress-strain curves of torsion experiments performed at 

constant twist rate (a) and constant torque (b). 
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2.4.2  Strain localization 

In order to quantify the local distribution of shear strain within the samples, passive strain 

markers were applied to the copper jackets prior to the experimental runs (except for 

sample CTR03). A grid of evenly spaced straight lines, parallel to the cylinder axis, was 

carved in the copper jacket (Fig. 5; with denser spacing applied to the area where the 

inclusion is) and recovered after the experiments. The locally imposed shear strain is 

estimated from the angular deflection of the originally straight lines. After deformation, 

the distribution of those lines is clearly heterogeneous and reflects the partitioning of 

strain between the limestone inclusion and the Carrara marble. 

 

Fig. 5. Example of the strain markers grid as applied on the copper jacket, recovered after the 

experimental run. 

In particular, a substantial difference in shear strain can be observed between the region 

directly in front of the Solnhofen inclusion and the surrounding matrix, indicative of 

ongoing strain localization within the Carrara marble itself, related to the presence of a 

nearby material heterogeneity. 

Local shear strains are calculated for this area of incipient localized deformation (named 

hereafter the process zone) and for the less deformed matrix at some distance from the 

inclusion tip. A strongly localized shear strain in front of the inclusion is observed (up to 

a factor ~12 compared to the imposed bulk strain), rapidly decaying to background strain 

level with distance (~10 mm) from the inclusion (Fig. 6a). The degree of strain locali-

zation (i.e. the ratio between local to bulk shear strain) is not substantially different 

between the two loading conditions of constant twist rate or constant torque (cf., samples 

CTR1 and CT1, respectively), especially when one considers the large uncertainty in the 
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calculated local strains when the angular deflection is large and the measurements become 

less accurate (a 3° variation can lead to a difference in 𝛾 of 10). 

 

Fig. 6. a and b: Local shear strain evolution with distance from inclusion tip. a) Normalized local 

shear strain (γprocess zone/γbulk); b) local shear strain ratio, γprocess zone /matrix. 
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In Fig. 6b the local strain measured in the process zone is normalized to that of the 

surrounding, less deformed matrix, plotted against distance from the inclusion tip in the 

lateral dimension. The localization of deformation in the process zone with respect to the 

adjacent matrix is higher by a factor ~2–3 than with respect to the bulk strain (Fig. 6a). 

Clearly, the degree of localization is further developed at higher total bulk strain (samples 

CTR1 and CT1, as opposed to sample CT03). Again, no substantial difference is noticed 

between constant stress and constant strain rate samples.  

2.4.3  Microstructures 

In composite micrographs from optical microscopy images we typically observe an area 

of intense grain size reduction and highly deformed grains in the Carrara marble matrix, 

close to the Solnhofen limestone inclusion (Fig. 7a–b and f–g). In contrast, the 

surrounding matrix region remains almost undeformed, and equant grains display similar 

characteristics to the undeformed Carrara marble (Fig. 7k–m). Note that the bulk shear 

strain indicated on the micrographs refers to the maximum measured shear strain. 

Approximate local shear strain 𝛾𝑠𝑒𝑐 within a section of the sample cylinder cut at a radius 

𝑟𝑠𝑒𝑐 is about 30% lower (Table 1), determined by: 

𝛾𝑠𝑒𝑐 =
𝑟𝑠𝑒𝑐

𝑟
𝛾𝑚𝑎𝑥    (3) 

In all micrographs the Solnhofen limestone inclusion is located on the right side, showing 

at higher strain stronger distortion from the original undeformed rectangular shape 

(Fig. 1). 

In the low strain samples (CTR03 and CT03, γ ~0.3; Fig. 7a and f) the process zone, 

represented by the area of intense localized deformation in front of the inclusion tip, is 

characterized by intense twinning, with grains often developing two distinct sets of twins 

oriented at ~60° to each other (Fig. 7c and 7h–i). Bending and tapering of twin sets can 

be observed in several cases (arrows in Fig. 7c and i). After Burkhard, 1993 and Ferrill et 

al., 2004, twins are identified as predominantly type 2 and 3, with some remnants of 

type 1 twins mainly at a distance from the inclusion. Undulose extinction and lobate grain 

boundaries (arrows in Fig. 7c–d and Fig. 7h–i) are pervasive, indicating active crystal 

plasticity and intracrystalline deformation mostly by dislocation glide. Grain size 

reduction by dynamic recrystallization is incipient in the process zone of the low strain 

samples. Qualitatively, the microstructures of the two samples deformed to similar strain 

at different boundary conditions show similar characteristics. 

The most striking feature characterizing the process zone of the high bulk shear strain 

samples (CTR1 and CT1, γ ~1; Fig. 7b and g) is the intense grain size reduction due to 

pervasive dynamic recrystallization (Fig. 7e and j), frequently resulting in core-and-

mantle structures. The abundance of undulose extinction, lobate grains boundaries and 

subgrains similar in size to the recrystallized grains suggest prevailing subgrain rotation 

recrystallization with subordinate contributions of grain boundary migration 

recrystallization (Guillope and Poirier, 1979; Drury and Urai, 1989).  
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Fig. 7. a–m: Optical micrographs of 5 thin sections (four from the experimental runs and one 

from the undeformed starting material), and small insets (c–e, h–j and l,m) displaying details of 

the microstructures; insets c and d are areas of sample CTR03, e is from sample CTR1, f and g 

from CT03 and h from CT1. The undeformed starting material displays a homogeneous 

microstructure with little to no stored strain, large equant grains and abundance of triple 

junctions (l); twin sets are thin and straight (m). In the overview micrographs of the deformed 

samples (a–b and f–g), a strongly inhomogeneous distribution of strain can be observed, with the 

incipient (CTR03 and CT03) and progressive (CTR1 and CT1) formation of an area of intensely 

localized deformation in front of the inclusion.  
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At high strain twinning is less prominent. Grain boundaries are typically sutured and 

curved indicating grain boundary migration. We observe a shape preferred orientation of 

the deformed elongate grains resulting in a foliation gently inclined to the shear plane 

(Fig. 7b and g). Similar to the low strain samples, the main microstructural features are 

similar in samples deformed in both loading conditions applied to the high strain samples. 

Close to the inclusion tip incipient brittle deformation is visible in all samples (Fig. 8). 

Scanning electron microscope (SEM) images combined with optical close-ups reveal 

cracks preferentially located at grain boundaries and small voids ahead of the inclusion 

tip. Small, mostly tensile cracks oriented parallel to the direction of σ1 are visible in the 

low strain constant twist rate sample (Fig. 8a–b). In the equivalent strain constant torque 

sample, a single shear fracture propagating from the tip of the weak limestone inclusion 

is formed within the host marble (Fig. 8c–d). 

Many grain boundaries in the process zone surrounding the inclusion tip are decorated by 

strings of pores. It is conceivable that these indicate crack closure and healing during the 

tests. The displacement associated with the shear fracture is accommodated by the 

weakest phase (the limestone), as can be observed in the relative movement of the ceramic 

glue at the contact between the marble and the inclusion. At higher bulk strain (Fig. 8e–

h), a long single shear fracture is observed in the constant torque sample (Fig. 8g–h). For 

constant twist rate conditions (Fig. 8e–f) a few small incipient intracrystalline cracks 

developed at the very tip of the soft inclusion. No substantial offset can be discerned along 

these small cracks. A large, extended fracture oriented consistently to the direction of σ1 

is seen in this sample, potentially enhanced during unloading given its extension, 

developing beyond the microstructurally defined process zone.  

2.4.4  Grain size and grain shape evolution 

The microstructures of the investigated samples vary strongly on the sample scale as a 

result of the strain partitioning between limestone inclusion and host Carrara marble, and 

within the marble matrix due to the formation of a shear zone in front of the inclusion. To 

investigate the distribution of these heterogeneities within samples and between 

specimens deformed at different conditions we collected EBSD data and performed 

analysis of grain size distribution and characterized the grain shape evolution (for details 

on the methods applied, see section 2.3). Based on optical observations measuring some 

tens of recrystallized grains per thin section, average grain size of dynamically 

recrystallized grains was estimated to 20 ± 4 µm. 

2.4.4.1 Grain size evolution 

Figs. 9a (low bulk strain samples) and 9b (high bulk strain samples), respectively, show 

profiles of average grain size plotted against axial distance from the inclusion (above and 

below; red rectangles in Fig. 9a and b indicate the approximate location of the inclusion). 

For details on the parameters used for the construction of profiles, see section 2.3.  
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Fig. 8. a–h: SEM images and optical close-ups of brittle features in the deformed samples for low 

(a–d) and high (e–h) bulk strain. Applied loading conditions are specified in brackets together 

with the sample number. The direction of maximum compressive stress, σ1 is indicated in the 

upper right corner of the SEM images. The orientation of brittle cracks with respect to the 

direction of the principal stress is somewhat different at low strain between constant twist rate 

(a–b) and constant torque (c–d). Note voids that formed ahead of the inclusions (dotted segments 

in a). Dark seam at inclusion/matrix interface (b) is deformed ceramic cement. Note abundant 

pores decorating open and closed grain boundaries around the inclusion tip. With increasing 

bulk strain, similarly oriented fractures are present in both samples, while in the constant twist 

rate sample (e–f) a single fracture with similar orientation as at lower strain (a–b) is present. 

Cracks may have been enhanced by unloading at the end of the experimental run. 
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Significantly reduced average grain size down to about 60 µm, as a result of intense 

dynamic recrystallization, is clearly visible in the process zone of all samples. Up to a 

shear strain of 0.3 a clear symmetry in the average grain size evolution across the process 

zone is displayed (Fig. 9a). At high strains of about 1 the development of two distinct 

domains on opposite sides of the inclusion becomes more evident, with lower average 

grain size values in the lower sector of the samples (Fig. 9b, note the different slopes of 

the profiles on opposite sides of the inclusion). The applied loading conditions have no 

significant effect on grain size evolution, suggesting that the amount of recrystallized 

material associated with localized deformation is not substantially dependent on the 

imposed boundary conditions. 

 

Fig. 9. a and b: Evolution of average grain size across the thin section, above and below the 

process zone where deformation localizes in front of the limestone inclusion (the position of the 

inclusion is indicated in red). a) bulk strain = 0.3; b) bulk strain = 1. 

The finer step size EBSD maps (see section 2.3) were used to investigate three regions of 

the samples in more detail (here referred to as upper domain, process zone and lower 

domain; Fig. 3a–d). The grain size distributions for all three domains, for the cumulative 

area of the maps and for the undeformed starting material are shown in terms of area 

fraction vs equivalent diameter (Fig. 10; diameter of a circle of equivalent area to each 

grain). Solid, dashed and stippled lines indicate the median values for constant twist rate, 

constant torque and starting material samples, respectively (see Table 2 for a transcription 

of the values). For both low and high bulk shear strains the overall grain size distributions 
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of constant torque and constant twist rate samples within the whole thin section area are 

largely overlapping with rather similar median values (Fig. 10a and e). In all samples, the 

average grain sizes are significantly reduced in the process zones compared to adjacent 

domains and the starting material. Reduction of average grain size outside the process 

zone is more pronounced at high strain (cf. median lines in Fig. 10h compared to Fig. 10d) 

as a consequence of the increased contribution of dynamically recrystallized grains. 

Table 2. Median values (in µm) for the area fraction grain size distribution presented in Fig. 10.  

Domain Low bulk shear strain 

samples 

 High bulk shear strain 

samples 
Starting 

material 

CTR03 CT03  CTR1 CT1  

Whole section 158.52 µm 168.41 µm  134.52 µm 132.55 µm 

214.17 µm 
Upper domain 183.06 µm 218.44 µm  180.12 µm 163.39 µm 

Process zone 114.77 µm 136.28 µm  115.80 µm 102.14 µm 

Lower domain 169.77 µm 154.44 µm  116.18 µm 137.27 µm 

For low strain samples (Fig. 10b–d) the strongest grain size reduction occurs within the 

process zone (Fig. 10c), where the applied loading conditions appear to play no role in 

the resulting distribution. Upper and lower domains (Fig. 10b and d) display some subtle 

differences in evolution between constant twist rate (CTR03) and constant torque (CT03) 

samples. For constant twist rate samples, grain size distributions are similar above and 

below the process zone. Samples deformed at constant torque show a generally lower 

average grain sizes in the domain below the process zone (Fig. 10d). In general, however, 

grain size evolutions are very similar in samples deformed at different loading conditions. 

At high strain, the asymmetry in grain size evolution between the upper and lower domain 

is preserved (also seen in Fig. 9), but the difference between loading conditions is reduced 

(Fig. 10f and h). Note, however, that the overall grain size evolution (Fig. 9) and 

distribution (Fig. 10a and e) ultimately appear not to be influenced by the imposed 

boundary conditions. 

The spatial distribution of dynamically recrystallized grains across the combined three 

domains (stippled black rectangle in Fig. 3a–d) using 3.5 µm step size maps is plotted in 

Fig. 11. Bivariate histograms are constructed by defining a 25 × 25 grid colour coded 

based on how many recrystallized grains (equivalent diameter < 20 µm) are present 

within each grid square. The frequency of recrystallized grains is largest ahead of the 

inclusion and increases with increasing bulk strain. No major differences can be observed 

between the different loading conditions. This is in accordance with the observation that 

the area fraction of grains with equivalent diameter smaller than 20 µm is similar in 

samples deformed at both imposed boundary conditions (Fig. 10a and e).  
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Fig. 10. a–h: Grain size distribution expressed as normalized area fraction within domains 

described in text (upper, lower domains and process zone) and for the whole thin section for the 

two populations of samples (low bulk strain in a–d, high bulk strain in e–h) compared to the 

starting material. Solid, stippled and dotted lines indicate the median value of grain size 

distribution for constant twist rate, constant torque samples and undeformed material, 

respectively. The median grain size in the process zone of all deformed samples is significantly 

smaller than in adjacent domains and compared to the starting material. 
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Fig. 11. Bivariate histograms showing the spatial distribution of small recrystallized grains (eq. 

diameter < 20 μm) for constant twist rate (left) and constant torque (right) samples. A 25 × 25 

grid was defined over the region of interest where the calculation is carried out (black rectangles, 

Fig. 3a–d); the scale indicates the number of measurements within each unit of the grid. A red 

bar indicates the approximate position of the inclusion prior to deformation. The white polygons 

in sample CTR1 correspond to patches of misindexed data (where the thin section was damaged) 

that were computed as artificial small grains by the mtex toolbox. (For interpretation of the 

references to colour in this figure legend, the reader is referred to the web version of this article.) 

2.4.4.2 Grain shape evolution 

We determined the average grain shape within the aforementioned domains to analyze 

the degree of plastic deformation of the matrix material (see section 2.3 for details). In 

Fig. 12a–l, normalized circularity and inverse aspect ratio data are plotted within the three 

area domains for the two considered bulk strains (Fig. 12a–f,  ~0.3 and Fig. 12g–l  ~1.0; 

the data is normalized to the total number of grains).  

The shape distribution of the starting material (hatched curves) is given for comparison. 

Vertical lines indicate the median values of each distribution.  

The histograms in Figs. 12a–c and 12g–i show the distribution of circularity data, i.e. a 

measure of the roughness of grain boundaries, at low and high bulk strain, respectively. 

A comparison of the median values shows that the imposed boundary conditions do not 

produce a very significant difference in the distribution of circularities within any of the 

domains considered.  
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Fig. 12. a–l: Frequency histograms for the two shape descriptors considered (circularity in a-c 

and g-i and inverse aspect ratio in d-f and j-l) within the three described domains (upper, lower 

and process zone) for all samples (low bulk strain in a-f and high bulk strain in g-l) with 

comparison to starting material distributions. Vertical lines indicate the median value of each 

distribution. For detailed description see text.  
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Compared to the starting material distribution, both constant twist rate (CTR03, CTR1) 

and constant torque (CT03, CT1) samples show an overall increase in surface roughness 

(decrease in circularity values) across the entire thin section. The similarities between 

different boundary conditions are also found for the inverse aspect ratio data, especially 

at low strains (Fig. 12d–f). Within the general trend of increased ellipticity (decreased 

inverse aspect ratio) with respect to the starting material distribution, small differences 

are present in the process zone of high strain samples (Fig. 12k).  

2.4.5  Local stress concentration at the tip of the inclusions 

The observations carried out on macrostructural and microstructural data indicate that 

strain is locally concentrated within the Carrara marble in front of the weak Solnhofen 

inclusion. This suggests that the distribution of stress within the samples is also strongly 

heterogeneous. Stress appears to be locally enhanced in regions around the inclusion tips 

that experience the highest amounts of dynamic recrystallization and intracrystalline 

deformation. Several paleopiezometer techniques may be used to estimate local stresses 

(e.g. recrystallized grain size, dislocation density, twin density), but they all rest on the 

assumption that the considered microstructures are in equilibrium with the 

thermodynamic conditions. On the scale of the entire sample we observe a transient 

evolution of both strength and microstructure as the shear zone propagates into the 

Carrara matrix. Although on a local scale (process zone) we may have reached local 

steady state of stress and microstructure this is not the case for the entire samples 

considered here. The results presented in the following in terms of recrystallized grain 

size and dislocation density piezometry are therefore expected to represent lower and 

upper bounds, respectively, to the true stress values locally experienced by the samples. 

Recrystallized grains may be larger than the steady state size at the given stress conditions 

(lower bound), while the density of free dislocations might not be fully reset to the local 

stress (upper bound). 

Calibration of the recrystallized grain size piezometer for Carrara marble has been carried 

out at different experimental conditions by several authors (Schmid et al., 1980; Rutter, 

1995; De Bresser, 1996; Barnhoorn et al., 2004). In this study, we applied the piezometer 

from Barnhoorn et al., 2004 calibrated on high strain torsion experiments performed 

between 500 and 700 °C and from Rutter, 1995, who used triaxial compressive and 

extensional configurations at temperatures between 500 and 1000 °C. The general 

relationship between stress and recrystallized grain size is given by: 

𝜎 = 𝐶 ×  𝑑𝑚 ,    (5) 

where 𝜎 is the equivalent stress, 𝑑 is the recrystallized grain size, and 𝐶 and 𝑚 are two 

constants. Note that the conversion from shear to equivalent stress is defined as follows 

(Paterson and Olgaard, 2000): 

𝜏 =  
1

√3
 𝜎.     (6) 
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The values of the two constants are 573.03 and -0.82, respectively, calibrated by 

Barnhoorn et al., 2004 and 812.83 and -0.88 using Rutter’s 1995 calibration. Note that 

both piezometers are based on the assumption that subgrain rotation is the predominant 

recrystallization mechanism, as is expected from our microstructural observations (see 

section 2.4.3). 

For the determination of recrystallized grain sizes within a lateral distance of about 

500 µm from the inclusion, between 50 and 100 grains were digitized in each of the 

samples, and the average of their equivalent diameters was calculated. Results show stress 

concentration with respect to the applied bulk stress of 2.2–3.1 and 2.9–4.2 using the 

Barnhoorn and Rutter calibration, respectively (Table 3). Within error in grain size 

determinations, calculated stress values are independent of bulk finite strain and loading 

conditions. 

Table 3. Estimated recrystallized grain size and corresponding calculated equivalent stresses. 

Stress concentration factor = local /bulk stress ratio. 

Sample 

name 

Loading 

condi-

tions 

Total 

imposed 

bulk strain 

(γ) 

Recrystall

ized grain 

size (µm) 

Calculated σ 

(MPa) - 

Barnhoorn et 

al., 2004 

Stress 

concent-

ration 

Calculated 

σ (MPa) - 

Rutter, 

1995 

Stress 

concent-

ration 

CTR03 CTR 0.29 10 ± 4 77 ± 30 2.2 100 ± 40 2.9 

CT03 CT 0.29 9 ± 3 87 ± 20 2.5 115 ± 30 3.4 

CTR1 CTR 0.99 9 ± 3 85 ± 20 2.5 113 ± 30 3.3 

CT1 CT 0.94 8 ± 3 101 ± 35 3.1 135 ± 40 4.2 

Dislocation densities at increasing distance from the tip of the weak Solnhofen inclusion 

were estimated using transmission electron microscopy (TEM) of sample CTR03 (low 

bulk strain constant twist rate). Six foils of 0.15 µm thickness were prepared from areas 

within relict deformed grains at incremental distances of ~500 µm (Fig. 13a). The foils 

were examined in STEM mode (scanning transmission electron microscope). Detailed 

images of each foil were acquired at 5 different tilt angles to highlight the number of 

visible dislocations. Subsequently, detailed images were stitched together and, by means 

of a user defined grid, spatial densities of free dislocations (number of dislocations per 

unit area, i.e. the number of free dislocations that would intersect the linear traverses of 

the grid) were manually calculated for all the tilt angles considered. Following De 

Bresser, 1996, the density is defined as: 

𝜌 =
2𝑁

𝜆𝑡
 ,     (7) 

where 𝑁 is the number of intersections, 𝜆 the length of the transect line and 𝑡 the 

(constant) thickness of the TEM foil. 
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The piezometer was calibrated by De Bresser, 1996 on both single crystals and 

polycrystalline calcite deformed between 550–800 °C, yielding: 

𝜎 = 10−6.21 ×  𝜌−0.62,   (8) 

where 𝜎 is the equivalent stress in MPa and 𝜌 is the dislocation density in m-2.  

 

Fig. 13. a and b: a) Micrograph of sample CTR03 with approximate locations of FIB foils for 

TEM analysis, b) local stress with distance from the inclusion tip as calculated using dislocation 

density (red) and recrystallized grain size (orange) piezometry. 
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Resulting stresses show significant error bars (as a consequence of the uncertainty in the 

measured dislocation densities), but decrease non-linearly with distance (Fig. 13b). With 

respect to the applied bulk equivalent stress of 34.8 MPa, the resulting stress 

concentration at the tip of the inclusion is approximately a factor 2, in accordance with 

the results from the recrystallized grain size piezometry.  

2.4.6  Crystallographic preferred orientation 

For the calculation of pole figures, maps produced with a 10 µm step size were used. A 

rectangular area of the thin sections covering the process zone was analyzed for all 

samples. Irrespective of applied loading conditions, a strong CPO developed in the 

deformed samples with increasing strain. Samples deformed at constant torque and 

constant twist rate show comparable textural evolution (Fig. 14b–e) and pole figures that 

differ significantly from the starting material (Fig. 14a).  

In CTR03 (low strain constant twist rate sample, Fig. 14b), the [0001] axes are distributed 

along a rather complete girdle normal to the shear plane and with two maxima at a high 

angle to the pole of the shear plane. For this sample, an incipient alignment of the poles 

of {10–14} with the pole of the shear plane is observed, while the poles of {11–20} appear 

to be quite scattered, with a component parallel to the shear direction.  

The {01–12} poles are distributed across two clear maxima at an angle of ~45° to the 

shear direction. With increasing strain (Fig. 14c), the girdle of [0001] poles becomes more 

continuous and it cross-cuts the shear plane, also developing a strong maximum around 

20° to the shear plane pole. While the {10–14} poles undergo some dispersion, poles of 

{11–20} strengthen the parallelism to the shear direction. Similarly, {01–12} poles 

preserve the two described maxima and develop two more, also at ~45° to the shear 

direction. Poles of {01–18} form small girdles perpendicular to the shear zone, with a 

maximum concentration at an angle (~15°) to the shear plane pole.  

In constant torque samples (Fig. 14d–e), CT03 presents a weak texture similar to the low 

strain, constant twist rate experiment. Poles of [0001] display a weak girdle with a 

maximum at about 30° from the center of the pole figure within the shear reference plane 

and two incipient weak maxima oblique (~45°) to the shear plane and opposite the shear 

direction are also visible. The poles to {10–14} and {11–20} planes are rather dispersed, 

although these latter display maxima normal and at ~45° to the shear plane. Poles of {01–

12} are again arranged in four symmetrical maxima at ~45° to shear direction, with the 

addition of further maxima normal and sub-parallel to the shear plane. With increasing 

strain (Fig. 14e), the CPO strengthens substantially, similar to the sample deformed at 

constant twist rate. Poles of [0001] are now arranged in one single girdle normal to the 

shear plane, with one dominant maximum at ~20° to the poles of the shear plane. The 

{10–14} poles show an alignment parallel to the shear plane, while the poles of {11–20} 

seem to follow the shear direction. Poles of {01–12} are arranged in four symmetrical 

maxima as described for the constant twist rate sample. A strong preferred orientation is 

observed for {01–18} poles as well, forming girdles around the normal to the shear plane.  
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Fig. 14. a–e: Crystallographic preferred orientation of calcite in Carrara marble a) from the 

undeformed sample or b-e) within the process zone of the experimental samples (as defined in 

Fig. 3a–d), for the poles of basal (c (0001)), rhomb (r {10–14}, f {01–12}), (e {01–18}) and 

prismatic (a {11–20}) planes. Orientation of shear plane is indicated by arrows at the top right 

of the figure. 

2.5 Discussion 

2.5.1  Weakening mechanisms 

Plastic strain localization requires the development of an instability in the system 

undergoing deformation (Poirier, 1980; Hobbs et al., 1990). It is generally assumed that 

potentially coexisting weakening mechanisms (recrystallization-induced grain size 

reduction, CPO formation, reaction softening, shear heating) may lead to local strength 

perturbations and ultimately to strain localization (for a review, see Fossen and 

Cavalcante, 2017).  

At the given experimental conditions, Carrara marble is expected to deform in the 

dislocation creep regime (e.g. Schmid et al., 1987; Pieri et al., 2001a, b; Rybacki et al., 

2014). This assumption is confirmed by the observed presence of a strong 
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crystallographic preferred orientation even at early increments of bulk shear strain 

(Fig. 14). Moreover, the increased mean aspect ratio of relict grains with respect to the 

undeformed starting material (Fig. 15a–b) associated with the development of a SPO 

within the process zone of the investigated samples (Fig. 15c–d) are indicative of 

intracrystalline deformation.  

Intense, strain dependent grain size reduction by dynamic recrystallization is observed to 

develop dominantly in the process zone (Fig. 11), induced by the concentration of stresses 

and shear strain around the inclusion tip (Fig. 13). Some contribution of grain size 

sensitive diffusion creep is expected to be active in fine-grained regions in Carrara 

marble, as shown for the same experimental conditions and for recrystallized grain sizes 

in the order of 10–15 µm (ref. Fig. 13 in Rybacki et al., 2014). As discussed by the latter 

authors, the measured stress concentration at the tip of the inclusion may induce switching 

into the dislocation creep regime, suggesting that the deformation mechanism in Carrara 

marble leading to weakening at the examined experimental conditions is grain size 

insensitive. This is supported by our observations indicating formation of cracks at the 

inclusion tip. 

The textural data (Fig. 14) allows identifying possible slip systems activated in the 

process zone of the samples, based on the classification of slip systems operating in calcite 

deformed at high temperature (e.g. De Bresser and Spiers, 1993). A general trend of 

switching main slip systems with increasing strain is observed in both constant twist rate 

and constant torque samples. Basal slip (notice the strong alignment of c-poles in Fig. 14c, 

e) is prevalent in both the high bulk strain samples, together with remnants of slip along 

the rhomb r plane in the a-direction {10–14} <20–21>. The low strain samples show a 

weaker texture, mainly due to slip along the rhomb r{10–14} and f{01–12} planes in the 

a<20–21> direction (Fig. 14b, d). Strengths of the texture within the process zone, as 

quantified by the calculated j-index (Bunge, 1982), are similar for constant twist rate and 

constant torque samples at similar bulk strains. Pole figures are in good agreement with 

observations on calcite at similar conditions in previous studies (Schmid et al., 1987; Pieri 

et al., 2001a, b; Barnhoorn et al., 2004; Rybacki et al., 2014). The activity of similar slip 

systems and the analogous degree of textural development as a function of finite strain in 

our samples suggests that the deformation mechanisms active in the process zone are 

independent of applied loading conditions.  

All deformed samples show cracks at the inclusion tips (Fig. 8a–h). Cracks mostly follow 

grain boundaries and some open fractures are oriented parallel to the maximum 

compressive stress. Although some microcracks may have been induced by cooling and 

unloading, voids, low aspect ratio cracks and healed cracks clearly formed during the 

tests. Locally, where stresses are concentrated, brittle deformation assists in reducing 

grain size as described in natural examples of crustal scale shear zone networks (Fusseis 

et al., 2006; Fusseis and Handy, 2008). The microstructural observations show that brittle 

fracturing even occurs in combination with plastic deformation of calcite (Fig. 8).  
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Fig. 15. a–d: (a) Analysis of mean aspect ratio of relict grains (equivalent diameter > 20 µm) 

across the vertical profiles defined in Fig. 2a–d; (b) comparison of mean aspect ratios of relict 

(eq diam. > 20 µm) and recrystallized (eq. diam. < 20 µm) grains within the process zone of the 

samples; (c, d) shape preferred orientation of relict grains (eq. diam. > 20 µm) across the vertical 

profiles defined in Fig. 2a–d.  

As the process zone propagates into the Carrara marble matrix, cracking is overprinted 

by high-temperature creep of the fine-grained recrystallized matrix assisted by crack 

healing. It is conceivable that some of the cracking is also obliterated during unloading 

and slow cooling of the samples at the end of the experimental runs. 

In CTR samples (Fig. 8a–b and e–f), microcracks and voids display a somewhat different 

distribution and orientation with respect to constant torque samples. At low strain, a set 

of small (50–100 µm) cracks is found, most that are oriented parallel to the direction of 

σ1 (Fig. 8a–b). Most of these cracks are open and appear to be tensile in nature while 

others are associated with small, dynamically recrystallized material. At higher bulk shear 

strains (Fig. 8e–f), some intracrystalline microcracks occur in parallel to the maximum 

shear direction, together with a long interconnected fracture parallel to σ1. In both 
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constant torque experiments (Fig. 8c–d and g–h), a single fracture forms in plane with the 

shear propagation direction from the tip of the inclusion, consistent with the far field 

direction of maximum shear stress. It is, in all cases, difficult to assess with certainty 

whether any displacement occurred along these fractures, as the presence of fine 

recrystallized material related to the ongoing plastic deformation overprints any possible 

passive marker in the microstructure. The preservation of such a fracture in both low and 

high bulk strain sample suggests its formation in the early stages of deformation and its 

further exploitation with increasing strain. Brittle deformation, in all samples, appears to 

be confined to small domains (where local stresses and strain rates are highest) and small 

intervals of strain, associated with pervasive high-temperature creep of calcite. 

2.5.2  Stress distribution and deformation transients 

The heterogeneous stress distribution produced in the matrix due to the presence of an 

inclusion is clearly expressed in the resulting microstructures. The stress enhancement in 

the marble matrix in the process zone in front of the inclusion tip is substantial and has 

been quantified to a factor of 1.5–3 with respect to the applied bulk stress (Table 3, 

Fig. 13), although it should be borne in mind that the paleopiezometers applied here were 

calibrated for steady state conditions not achieved in our tests (Rutter, 1995; De Bresser, 

1996; Barnhoorn et al., 2004). Note that the amount of stress concentration surrounding 

a material heterogeneity depends on the effective viscosity contrast between inclusion 

and matrix and on coupling of the two materials (Kenkmann and Dresen, 1998). At given 

thermodynamic conditions of our tests, the initial viscosity contrast between Carrara 

marble and Solnhofen limestone is expected to be a factor ~10 (Rybacki et al., 2014). As 

suggested by the local shear strain, stress and grain size distributions found in the process 

zone, an exponential decay is observed with distance from the inclusion towards the 

matrix. 

The time-dependent strain localisation pattern can be additionally investigated using 

numerical forward models (Döhmann et al., 2018 and Fig. 16). Here we employ 2D 

Cartesian models with periodic boundary conditions that have been benchmarked to 

experimental mechanical data. The gradient in flow stress reconstructed for sample 

CTR03 (Fig. 13) by means of dislocation density piezometry is in general accordance 

with results from numerical models (Fig. 16). In their study, Döhmann et al., 2018 found 

a rapid stress drop, down to roughly far-field levels, within 2–3 mm from the inclusion 

tip. Numerical modelling was carried out by means of the geodynamic modelling 

software SLIM3D (Semi-Lagrangian Implicit Model for 3 Dimensions, Popov and 

Sobolev, 2008), which was originally intended for the study of lithospheric-scale 

processes (Brune, 2016) but has been applied to laboratory scale localization models as 

well (Cyprych et al., 2016). For the applied thermodynamically coupled conservation 

equations, see Popov and Sobolev, 2008. Experimentally derived (Schmid et al., 1980 

and Rybacki et al., 2014) flow laws were used to model deformation of Carrara marble 

and Solnhofen limestone, and a strain-dependent viscous softening mechanism was 

implemented (Brune et al., 2014). 
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Fig. 16. A–d: Results of a modelling study assuming material parameters and experimental 

conditions as in the tests (Döhmann et al., 2018). The profiles of the second invariant of stress 

are plotted across the outer surface of the sample cylinders; vertical lines are indicating the 

position of the Solnhofen limestone inclusion at the final bulk shear strain for low strain (a, b) 

and high strain (c, d). Note low shear stresses within the inclusion and stress maxima at the 

inclusion tips. 

Model-derived profiles of the second invariant of stress along the inclusion and process 

zone at the cylinders’ outer surface show local stress concentration at the inclusion tip 

decaying towards the matrix (Fig. 16). Stress concentration is significantly smaller than 

observed in the deformed samples but the general trend agrees with experimental results. 
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For example, a nonlinear stress decay is observed with increasing distance from the 

inclusion towards the matrix irrespective of loading conditions. The enhanced strain 

induced in the marble by the applied higher stresses leads to a progressive stress 

relaxation along the process zone (compare Fig. 16a and c for constant twist rate and 16b 

and d for constant torque experiments). Note that a stress peak at the inclusion tip is 

preserved in all cases, regardless of total strain (Table 3 and Fig. 16), as the viscosity 

contrast between the inclusion and the matrix surrounding it is still high. Fig. 16 also 

shows little difference in the shape and magnitude of the area of enhanced stress. 

The paleowattmeter introduced by Austin and Evans, (2007) allows grain size of 

dynamically recrystallized material to be related to mechanical work rather than to flow 

stress alone. We applied the suggested scaling relationship (Eqs. 8, 9 in Austin and Evans, 

2007) to our data. Using the measured grain sizes listed in Table 3 and the values of local 

strain rates derived from the strain markers (see section 2.4.2), the predicted concentration 

in stresses with respect to the far field equivalent stress is in the range 3–5, in good 

agreement with the paleopiezometric estimates (factors 2–4, depending on calibration, 

Table 3). The approach may also be used to predict the average recrystallized grain size 

for given differential stresses and strain rates. Resulting recrystallized grain sizes vary 

between 10 and 12 µm (far field stress) and 8–10 µm (up to a factor 4 stress concentration, 

the upper bound derived from paleopiezometry), in accordance to what is measured 

optically in the samples (Table 3). Taking into account the uncertainty of measured grain 

sizes and strain rates, we conclude that our experiments do not allow us to determine if 

the wattmeter yields more reliable results than the piezometer.  

2.5.3  Amount and geometry of strain localization 

Strain localization as indicated by strain markers increased as the process zone propagated 

into the Carrara matrix (Fig. 6a, b). However, localization remained unaffected by the 

different loading conditions. Within the process zone at low bulk strains Carrara marble 

is strongly twinned: thick, often tapered or bent twins are abundant, as are multiple twin 

sets within single crystals. Deformation twinning in calcite has been extensively studied 

in the past (e.g. Barber and Wenk, 1979; Wenk, 1985), and twin morphology and intensity 

(number of twins per mm) are often used as stress-strain indicators (paleopiezometers) 

during low grade metamorphism (Ferrill, 1991; Ferrill et al., 2004; Rybacki et al., 2013 

and Burkhard, 1993 for a review). At low temperatures and low stress, twinning on the e-

plane {01–18} may accommodate strain until hardening sets in due to the activity of only 

one independent slip system (Burkhard, 1993). At higher temperatures, dynamic recovery 

processes accommodate strain as observed in the high strain samples, CTR1 and CT1. 

Qualitatively, the morphology and distribution of twin sets do not display substantial 

differences between samples deformed at different loading conditions. Other 

microstructural expressions of localized viscous deformation in the process zone have 

been extensively presented (sections 2.4.3 and 2.4.4): little variation is noted for constant 

stress and constant strain rate samples. Strain partitioning into the process zone is clearly 

recognizable at low bulk strains of γ ~0.3 and continues progressively with increasing 
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shear strain irrespective of loading conditions (Fig 6b). Once weakening is completed 

with progressive strain, partitioning of shear strain into the localized shear zone saturates 

at a constant shear strain ratio between shear zone and bulk sample (Fig.6a). The slope in 

Fig. 6a defines the critical shear strain c required to complete weakening at a critical 

length of the process zone. Process zone length and shear strain gradient depend on 

viscosity contrast between the strong host rock and weak shear zone, and the weakening 

mechanism(s).  

2.5.4  Comparison to previous experimental work  

High temperature experimental deformation has been conducted extensively on rock-

forming minerals to reproduce the processes occurring in natural shear zones. Since the 

introduction of the torsion setup in the Paterson gas deformation apparatus, a number of 

large strain studies have been performed on monophase materials, such as olivine (e.g. 

Bystricky et al., 2000; Hansen et al., 2012), calcite (Casey et al., 1998; Pieri et al., 2001a, 

b; Barnhoorn et al., 2004), quartz (e.g. Schmocker et al., 2003) or on multi-phase 

aggregates (e.g. Rybacki et al., 2003; Barnhoorn et al., 2005; Dimanov & Dresen, 2005; 

Holyoke & Tullis, 2006). Notably, although mechanical weakening of the deforming 

materials was described in all cases, localization of deformation at the sample scale was 

only observed in a small number of these studies, where it appeared to be favoured, e.g. 

by high initial strength contrast between phases (Holyoke and Tullis, 2006), by a switch 

in deformation mechanism in only one of the deforming phases, producing locally 

heterogeneous phase distribution (Barnhoorn et al., 2005) or in the case of imposed 

constant load (torque) boundary conditions (Hansen et al., 2012). This latter is in good 

agreement with what was theoretically predicted for the torsion geometry by several 

authors (Fressengeas and Molinari, 1987; Leroy and Molinari, 1992; Paterson, 2007) 

who, by means of linearized perturbation analysis, prescribe strain localization to be 

dependent on the applied boundary conditions. A small enough perturbation of one of the 

material properties is not expected to produce localization in a constant displacement rate 

setting even if strain weakening is observed, as opposed to a constant load setup in which 

localization is always favored. However, the linear perturbation analysis of Fressengeas 

and Molinari (1987) is carried out with the assumption that deviations from homogeneity 

of the material properties are small. For larger perturbations the field equations cannot be 

linearized and the analytical solutions are much more complex. We argue that, in our 

experimental setting, the initial departure from a homogeneous stress distribution 

imposed by the presence of a strong viscosity contrast is much larger than can be treated 

by the linear approximation. As a consequence, it can be inferred that, for bi- or multi-

phase materials with sufficient viscosity contrast (as is often the case in nature), the 

expected influence of boundary conditions on localization is absent or minor.  

2.5.5  Implications for natural shear zones  

Our study shows that, in the presence of a material heterogeneity in an otherwise 

homogeneous medium, localized shear zones form regardless of the imposed loading 
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conditions. Recent theoretical studies accompanied by integration of existing field data 

(Whipple Mountains core complex, southeast California; Platt and Behr, 2011a and Platt 

and Behr, 2011c) propose a theory for the development of viscous shear zone in the 

middle to lower crust in a stress-controlled environment. The authors concluded that the 

yield stress of the undeformed host rock controls the flow stress in the deforming shear 

zone. Consequently, a constant velocity boundary condition is always converted into a 

constant stress condition. However, the theory is based on the assumption of steady-state 

deformation of a homogeneous crustal material. This premise seems to apply to a limited 

number of tectonic situations, but may not apply to channel flow (Beaumont et al., 2004) 

or the dynamic feedback between the brittle upper crust and the semibrittle to ductile 

lower crust during syn- and inter-seismic periods (Trepmann and Stöckhert, 2003). In 

their review paper on shear zones in the mantle, Vauchez et al. (2012) argue that the yield 

stress of a rock is strain rate dependent, where the strain rate itself is a function of shear 

zone width; thus stress cannot be constant. Numerous field and experimental studies 

conducted in the past decades have identified a number of mechanisms that are believed 

to trigger strain localization at the crustal scale. Most of these involve some form of 

inherited presence of a rheological or structural heterogeneity, or the mentioned 

interaction with the seismogenic crust (for a review, see Vauchez et al., 2012). Our results 

suggest that a rheological heterogeneity will initiate shear zone formation with little 

impact of the applied boundary conditions.  

2.6 Conclusions 

We conducted high temperature torsion experiments to investigate the effect of loading 

conditions (constant twist rate or constant torque) on the initial and transient stages of 

strain localization in marble containing a weak material heterogeneity. The inclusion 

induced stress concentration halos in the stronger surrounding matrix resulted in strain 

partitioning into localized shear bands propagating into the marble with ongoing bulk 

deformation. Progressive localization is associated with strain weakening accommodated 

by dynamic recrystallization, CPO development and plastic deformation of relict grains 

within a process zone which is markedly different from the surrounding, relatively intact 

matrix. High temperature creep of marble is the dominant deformation mechanism at the 

applied experimental conditions, although evidence for coexisting brittle deformation is 

found regardless of loading conditions and total strain. This latter observation is of 

particular interest, as it is a feature that is frequently recognized in nature where the 

presence of fractures and veins associated with localized ductile deformation is often 

interpreted as the necessary precursor to localization (e.g. Mancktelow and Pennacchioni, 

2005) or as the expression of coexisting brittle and ductile deformation (e.g. Badertscher 

and Burkhard, 2002; Ebert et al., 2007; Poulet et al., 2014). Overall, we observe that the 

geometry, microstructural and textural features and evolution of the process zone are 

qualitatively and quantitatively comparable in constant torque and constant twist rate 

experiments. 
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Our results suggest that the loading conditions do not significantly affect strain 

localization induced by the presence of a material heterogeneity during nucleation and 

transient evolution stages. 

It should be kept in mind that the experimental setup poses some intrinsic limitations on 

the number of variables that can be investigated simultaneously. The effects that some of 

the latter (as the applied confining pressure, temperature or the presence of a second phase 

in the deforming matrix) might have on the weakening mechanisms and ultimately on the 

processes favouring strain localization are manifold and would require further 

investigation and a multidisciplinary approach (with experimental, field based and model 

based studies).  
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Key Points: 

• First-order numerical softening laws successfully reproduce strain localization 

and stress transients observed in laboratory torsion tests 

• Our models provide a virtual way of analyzing viscous process zone evolution 

as it nucleates near an inclusion and propagates into a matrix 

• The degree of weakening controls the process zone geometry, the finite width of 

shear bands and the potential formation of ultramylonites 
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Abstract 

Localization processes in the viscous lower crust generate ductile shear zones over a 

broad range of scales affecting long-term lithosphere deformation and the mechanical 

response of faults during the seismic cycle. Here we use centimeter-scale numerical 

models in order to gain detailed insight into the processes involved in strain localization 

and rheological weakening in viscously deforming rocks. Our 2-D Cartesian models are 

benchmarked to high-temperature and high-pressure torsion experiments on Carrara 

marble samples containing a single weak Solnhofen limestone inclusion. The models 

successfully reproduce bulk stress-strain transients and final strain distributions observed 

in the experiments by applying a simple, first-order softening law that mimics rheological 

weakening. We find that local stress concentrations forming at the inclusion tips initiate 

strain localization inside the host matrix. At the tip of the propagating shear zone, 

weakening occurs within a process zone, which expands with time from the inclusion tips 

toward the matrix. Rheological weakening is a precondition for shear zone localization, 

and the width of this shear zone is found to be controlled by the degree of softening. 

Introducing a second softening step at elevated strain, a high strain layer develops inside 

the localized shear zone, analogous to the formation of ultramylonite bands in mylonites. 

These results elucidate the transient evolution of stress and strain rate during inception 

and maturation of ductile shear zones. 

3.1 Introduction 

Localization of deformation is ubiquitous in Earth materials and observed over a broad 

range of scales in space and time (Fossen & Cavalcante, 2017). In the brittle upper crust, 

localization is represented by fault zones (Coyan et al., 2013; Valoroso et al., 2013) 

transitioning into localized ductile shear zones in the middle–lower crust at the brittle-

ductile transition hosting mylonites and ultra-mylonites (Palin et al., 2014; Park & Jung, 

2017). Localization within the deeper ductile lithosphere is accommodated by a 

combination of different deformation mechanisms, e.g. diffusion and dislocation creep, 

frictional sliding or cataclasis, depending on mineral composition and boundary 

conditions (Burlini & Bruhn, 2005; Kenkmann & Dresen, 2002). These processes cause 

shear zone initiation at material heterogeneities and multiple defects commonly present 

in rocks that serve as nucleation points for shear zones on the micro- or macro-scale. 

Typical examples include randomly scattered flaws (e.g. Misra & Mandal, 2007)⁠, brittle 

fractures (Mancktelow & Pennacchioni, 2005)⁠, weak layers (Gerbi et al., 2015), veins and 

dykes (Handy, 1989) or rock fabric (Bürgmann & Dresen, 2008)⁠. A plethora of studies 

showed that a subsequent strength reduction in shear zones may be attributed to a wide 

range of processes, like grain-size reduction (Tasaka et al., 2017)⁠, shear heating (Duretz 

et al., 2015), a combination of both (Foley, 2018), a change in controlling deformation 

mechanism such as from dislocation to diffusion creep (e.g. Handy, 1989; Linckens et al., 
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2011; White, 1976)⁠,⁠ the development of crystallographic preferred orientations (Ji et al., 

2004)⁠ or melting (Handy et al., 2001). 

Laboratory experiments on rock materials provide insights into localization and 

weakening processes during shear zone formation at well-defined deformation 

conditions. Several experimental studies at high P-T conditions have investigated strength 

and microstructures in high-strain deformation tests on mono-mineralic geomaterials. For 

pure Carrara marble it was found that strain weakening is associated with recrystallization 

to a fine grain size, the development of a strong lattice-preferred orientation (Pieri et al., 

2001a), and that steady state flow is reached at shear strains 𝛾 > 4 (Pieri et al., 2001b). In 

axial compression tests at 700–990 °C, Ter Heege et al. (2001) found that dislocation 

creep mechanisms dominate Carrara marble flow at peak stresses and that grain size 

sensitive mechanisms contribute to flow only for higher bulk shear strains. However, 

Barnhoorn et al. (2004) observed no significant contribution of diffusion creep even for 

large shear strains 𝛾 ≤ 50. Only minor rheological weakening may be attributed to grain 

size reduction by dynamic recrystallization, if grain growth is not inhibited (De Bresser 

et al., 2001). Zener pinning for example impedes grain growth and can thus enhance strain 

localization (Bruhn et al., 1999; Herwegh et al., 2005; Linckens et al., 2011; Bercovici & 

Ricard, 2012). By means of experimental studies with multiphase aggregates the 

localization phenomena have been analyzed at various conditions. A second phase, for 

example, helps maintain a fine grain size that allows continuous deformation in the 

diffusion creep regime (Tasaka et al., 2017). Geometric phase mixing occurs only at very 

high shear strains and is hence a consequence of localization (Cross & Skemer, 2017). 

Stress partitioning in a two phase system may lead to above-average stresses in one phase 

and comparatively low stresses in the other (Bruhn & Casey, 1997). Strong stress and 

strain gradients close to matrix/inclusion interfaces were also observed in a two-phase 

study using anorthite-diopside aggregates and are similar to deformation microstructures 

observed in ultramylonites (Dimanov & Dresen, 2005).The effect of material 

heterogeneities on the rheological response of otherwise homogeneous Earth materials 

has been recently addressed by Rybacki et al. (2014)⁠, who analyzed the effect of material 

heterogeneities on the onset of localized viscous deformation. These studies revealed a 

rich interplay of various factors and processes, yet it is difficult to study individual 

processes in isolation and to provide a time-dependent view of strain localization. 

In addition to experimental studies, numerical modeling of localization processes allows 

testing realistic materials in order to isolate the effect of specific deformation mechanisms 

and parameters. Previous numerical modeling work aimed at understanding the role of 

strength anisotropies that are either caused by compositional differences (Kenkmann & 

Dresen, 1998; Mancktelow, 2002; Treagus & Lan, 2004; Cook et al., 2014) or due to 

inherited structures (Corti et al., 2007; Mazzotti & Gueydan, 2017; Webber et al., 2018)⁠. 

For example, during lithospheric extension the inherited mechanical structure exerts a 

strong control on rift geometry and architecture (Duretz et al., 2016). Material 

heterogeneities significantly impact strain localization: (1) Hard inclusions produce stress 
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concentrations inside a homogeneous matrix (Kenkmann & Dresen, 1998), and (2) weak 

inclusions localize strain in turn producing stress concentrations at the inclusion matrix 

interface (Cyprych et al., 2016)⁠. Jammes et al. (2015)⁠ identified three end-member types 

of shear zones: (1) localized, (2) localized anastomosing and (3) delocalized shear zone 

that depend on the proportion of strong and weak phase and the strength ratio. Other 

modeling studies focused on the effect of rheological weakening and hardening 

mechanisms. Weakening mechanisms have been formulated as a function of strain 

(Cyprych et al., 2016; Mazzotti & Gueydan, 2017)⁠, stress (Gardner et al., 2017)⁠, 

deformation work or grain size in combination with grain-size dependent flow laws (e.g. 

Jessell et al., 2005; Bercovici & Ricard, 2012; Herwegh et al., 2014; Cross et al., 2015) ⁠. 

However, all these formulations have been shown to strongly influence the localization 

behavior in numerical models. 

Here we compare the results of our numerical models to a series of laboratory tests 

(Nardini et al., 2018). in order to investigate the temporal and spatial evolution of strain 

localization and weakening processes in viscously deforming rocks. As mentioned above, 

ductile shear zones are often initiated at material heterogeneities which is why we use a 

single weak inclusion torsion setup to analyze dynamics, strength, and geometry of the 

resulting ductile shear zone. Based on this reference model, we perform additional 

numerical experiments assessing the time-dependent impact of weakening through a scan 

of the relevant parameters and finally we focus on the formation of ultramylonites. 

3.2 Laboratory Experiments 

3.2.1 Experimental setup 

Sample preparation is following the procedures described in Rybacki et al. (2014)⁠: 

Cylinders of Carrara marble (10 mm in length, 15 mm outer diameter) were cut from a 

single block of marble, and an internal borehole (6.1 mm of inner diameter) was cored 

and subsequently filled with cylinders of solid gold to provide a homogeneous 

distribution of stress over the entire sample through the full duration of the experiments 

(Paterson & Olgaard, 2000)⁠. Circular segments of Solnhofen limestone (arc length 

~11.8 mm), a very fine grained (average grain size < 10 µm) rock, were produced by 

polishing ~750 µm thick sections that were subsequently inserted in the external surface 

of the Carrara marble cylinders (see Figure 1a). 

Experiments were conducted in a Paterson-type gas deformation apparatus (Paterson, 

1970)⁠, at 900 °C temperature and 400 MPa confining pressure. The samples were inserted 

in copper jackets of ~0.2 mm thickness, and jacket strength at the experimental conditions 

was accounted for in the evaluation of the mechanical data. Straight vertical scratches on 

the jacket surface serve as passive strain markers. As shown in Rybacki et al. (2014)⁠, at 

experimental P-T conditions the fine grained limestone is substantially softer than Carrara 

marble and therefore acts as a weak material heterogeneity within a homogeneous 

stronger matrix. Two different loading conditions, constant twist rate (equivalent to a 
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shear strain rate of 1.9 × 10-4 s-1 at the outer periphery) and constant torque (~18.8 MPa), 

were tested. For each loading type, samples were tested to a final bulk shear strain 𝛾 ~ 1 

(Nardini et al., 2018). 

 

Figure 1. (a) Schematic drawing of experimental setup: cylinder height is 10 mm, outer diameter 

is 15 mm, the inclusion features an angular length of 90°, and the inner borehole has a diameter 

of 6.1 mm and is filled with a solid gold cylinder. The matrix consists of Carrara marble and the 

inclusion of Solnhofen limestone. (b) Effect of viscous softening on Carrara marble flow law. The 

factor 𝐴𝜀 (a fraction of the weakening amplitude 𝐴) is increased between the two threshold values 

of local finite strain 𝜀1 and 𝜀2, hence the effective viscosity is locally reduced. (c) Model setup 

and boundary conditions. Constant bulk strain rate (𝜀𝑏̇𝑢𝑙𝑘) is achieved by prescribing velocity at 

top (𝑣𝑥,𝑡𝑜𝑝) and bottom (𝑣𝑥,𝑏𝑜𝑡) model boundaries. At the left and right model side we use periodic 

boundary conditions, i.e. velocity and stress are continuous across these faces and any material 

point crossing these boundaries enters again on the other side of the model. Flow laws of matrix 

and inclusion are chosen to represent Carrara marble (strong matrix) and Solnhofen limestone 

(weak inclusion; see Table 1). Vertical gray lines are passive strain markers. 

3.2.2 Experimental results 

At constant twist rate, calculated shear stress at the sample periphery initially increased 

up to a peak value of ~19–20 MPa at a bulk shear strain of 𝛾 ~0.2, followed by gradual 

weakening up to the maximum bulk shear strain of about 1 for sample CTR1 (Figure 2a). 

This sample is used to benchmark the numerical model. In the constant torque experiment, 

torque was kept uniform such that the maximum shear stress at the sample periphery was 

about 18.8 MPa, similar to the peak stress measured in the constant twist rate experiment 

(see supplementary Figure S1 for results of the constant torque experiment and a 
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comparison to a numerical model). The experiments reveal that in front of the inclusion 

the strain within the Carrara marble was strongly localized forming a process zone 

consisting of highly deformed grains and grain size reduction. The local shear strain in 

this area is higher than in the adjacent host rock. At the inclusion tip, the local strain is up 

to about 30 times higher than in the neighboring matrix and ~10 times higher than the 

bulk strain (Nardini et al., 2018). 

 

Figure 2. Benchmark and comparison of constant strain rate model to experiment. (a) Stress 

strain curves of reference model (green) and experiment (black). Background shows the phases 

P1 – pre-weakening, P2 – onset and acceleration of weakening and P3 – deceleration of 

weakening. (b) Model with passive strain markers and shear zone outlines of model (green) and 

experiment (black). (c) Copper jacket from experiment with passive strain markers, estimated 

inclusion length and shear zone outline. Results in (b) and (c) are shown at a bulk shear strain of 

~1. 
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3.3 Model description 

In the following, we describe the setup of the numerical model and examine (i) the results 

in comparison to the associated laboratory experiments, (ii) the time-dependent evolution 

of the model, (iii) the role of softening, (iv) the effect of varying softening parameters, 

and (v) the impact of progressive softening. Points (i) and (ii) combined with the 

mechanical data yield further insights into the strain localization process. With (iii) to (v) 

we expand the parameter space beyond the experimental results allowing new insights 

from the numerical perspective. 

3.3.1 Numerical modeling technique 

We use the geodynamic modeling software SLIM3D (Semi-Lagrangian Implicit Model 

for 3 Dimensions; Popov & Sobolev, 2008)⁠. The implicit finite element code utilizes the 

Arbitrary Lagrangian-Eulerian Method, has a realistic elasto-visco-plastic formulation for 

rheology and a free surface. The software was originally designed to investigate 

lithospheric-scale processes and has since been applied in divergent (Brune et al., 2012, 

2013, 2014, 2016, 2017; Brune & Autin, 2013; Brune, 2014; Heine & Brune, 2014; 

Koopmann et al., 2014; Clift et al., 2015) convergent (Quinteros et al., 2010; Quinteros 

& Sobolev, 2013; Duesterhoeft et al., 2014; Ballato et al., 2019)⁠ and transform (Popov et 

al., 2012; Brune, 2014)⁠ plate boundary settings. Recently however, its scope has been 

extended with the aim to investigate localization processes on the centimeter scale 

(Cyprych et al., 2016)⁠. 

With the SLIM3D software, we solve the thermomechanically coupled conservation 

equations of momentum 

−
𝜕𝑝

𝜕𝑥𝑖
+

𝜕𝜏𝑖𝑗

𝜕𝑥
+ 𝜌𝑔𝑧 = 0    (1) 

energy 

𝜌𝐶𝑝
𝐷𝑇

𝐷𝑡
−

𝜕

𝜕𝑥𝑖
(𝜆

𝜕𝑇

𝜕𝑥𝑖
) − 𝜏𝑖𝑗𝜀𝑖̇𝑗 = 0   (2) 

and mass 

1

𝐾

𝐷𝑝

𝐷𝑡
− 𝛼𝑇

𝐷𝑇

𝐷𝑡
+

𝜕𝑣𝑖

𝜕𝑥𝑖
= 0    (3) 

with coordinates 𝑥𝑖, velocities 𝑣𝑖, temperature 𝑇, time 𝑡, pressure 𝑝, stress deviator 𝜏𝑖𝑗, 

strain rate deviator 𝜀𝑖̇𝑗, densities 𝜌, gravity vector 𝑔𝑧, heat capacities 𝐶𝑝, heat 

conductivities 𝜆, thermal expansivities 𝛼𝑇, and bulk moduli 𝐾. The Einstein summation 

convention is applied over repeated indices. 

The conservation equations are solved simultaneously considering the constitutive laws 

that relate deformation and stress. Total deviatoric strain rate is described as the sum of 

elastic and viscous strain rate (Simo & Hughes, 2006): 
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𝜀𝑖̇𝑗 = 𝜀𝑖̇𝑗
𝑒𝑙𝑎𝑠𝑡𝑖𝑐 + 𝜀𝑖̇𝑗

𝑣𝑖𝑠𝑐𝑜𝑢𝑠 =
1

2𝐺
𝜏̂𝑖𝑗 +

1

2𝜂𝑒𝑓𝑓
𝜏𝑖𝑗   (4) 

where 𝐺 is the elastic shear modulus, 𝜏̂𝑖𝑗 the objective stress rate (e.g. Bonet & Wood, 

1997)⁠, and 𝜂𝑒𝑓𝑓 the effective viscosity. 

We use dislocation creep flow laws to model the viscous deformation of limestone and 

marble. The effective viscosity is described as: 

𝜂𝑒𝑓𝑓 =
1

2
𝜏𝐼𝐼𝜀𝑑̇𝑖𝑠

−1      (5) 

with 𝜏𝐼𝐼 as the second invariant of the effective deviatoric stress given by: 

𝜏𝐼𝐼 = √
1

2
(𝜎𝑥𝑥 − 𝑝)2 +

1

2
(𝜎𝑦𝑦 − 𝑝)

2
+

1

2
(𝜎𝑧𝑧 − 𝑝)2 + 𝜎𝑥𝑦

2 + 𝜎𝑥𝑧
2 + 𝜎𝑦𝑧

2  (6) 

and 𝜀𝑑̇𝑖𝑠 as the second invariant of the viscous strain rate for dislocation creep, which is 

defined as: 

𝜀𝑑̇𝑖𝑠 = 𝐵𝑑𝑖𝑠𝐴𝜀(𝜏𝐼𝐼)𝑛 exp (−
𝐸𝑑𝑖𝑠

𝑅𝑇
)    (7) 

where 𝐵𝑑𝑖𝑠 is the material-dependent creep parameter or pre-exponential factor, 𝐴𝜀 is a 

strain-dependent function of an arbitrary factor 𝐴 which we call the weakening amplitude 

(defined below), 𝑛 is the power law stress exponent, 𝐸𝑑𝑖𝑠 the activation enthalpy and 𝑅 

the gas constant (Popov & Sobolev, 2008). Flow law parameters for Carrara marble and 

Solnhofen limestone are given in Table 1. 

To account for the rheological weakening mechanisms operating in rocks at elevated 

temperatures and pressures, we implement the function 𝐴𝜀 that captures progressive 

weakening. The strain rate 𝜀𝑑̇𝑖𝑠 in each element is increased by this factor 𝐴𝜀 depending 

on the actual viscous strain 𝜀 of the element: 

𝐴𝜀 = {

1                                𝑖𝑓           𝜀 < 𝜀1

1 +
𝐴−1

𝜀2−𝜀1
(𝜀 − 𝜀1) 𝑖𝑓 𝜀1 < 𝜀 < 𝜀2

𝐴                               𝑖𝑓           𝜀 > 𝜀2

   (8) 

The threshold values 𝜀1 and 𝜀2 depend either on 1) accumulated finite viscous strain (see 

Cyprych et al., 2016)⁠ or 2) deformation work per element volume 𝑊𝑑𝑒𝑓 defined as: 

𝑊𝑑𝑒𝑓 = 𝜀𝑣𝑖𝑠𝑐 ∗ 𝜏𝐼𝐼     (9) 

with 𝜀𝑣𝑖𝑠𝑐 as the viscous component of finite strain, which is computed by integrating the 

second invariant of the deviatoric viscous strain rate tensor with respect to time. For all 𝜀 

< 𝜀1 the factor 𝐴𝜀 is 1. With increasing finite viscous strain, 𝐴𝜀 is linearly increased 

between the threshold values 𝜀1 and 𝜀2. For 𝜀 > 𝜀2, 𝐴𝜀 is equivalent to the weakening 
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amplitude 𝐴. As a result, this parameterization reduces the effective viscosity (see Figure 

1b). The thresholds 𝜀1 and 𝜀2 and the weakening amplitude 𝐴 of the reference model are 

determined manually by iterative comparison to experimental observations (Figure 2a). 

𝐴 is chosen such that the stress drop observed from peak stress until the end of the 

experiment is matched. The threshold values 𝜀1 and 𝜀2 control the onset and the end of 

weakening and were selected such that the shape of the stress strain curve from the 

experiment is reproduced by the numerical model. 

3.3.2 Setup of the numerical model 

Our reference model is designed to reproduce the single inclusion experiments of Nardini 

et al. (2018)⁠ described above in 2-D Cartesian coordinates. We model the laboratory shear 

deformation of a hollow cylinder by using periodic boundary conditions, such that 

material leaving one side of the model in shear direction enters again on the opposite side 

(see Figure 1c). The model height is 10 mm and the length of the model along shear 

direction is 47.124 mm which represents the outer circumference of the hollow cylinder 

in the laboratory experiment. Thermal properties of the material do not influence the 

model results, due to an imposed temperature of 900 °C and the small model size. For the 

same reason temperature gradients are quickly dissipated, which is why shear heating 

does not play a role. To compare with the experiments, we apply constant strain rate and 

constant stress boundary conditions, respectively. 

Flow laws implemented in the models are based on a series of torsion and triaxial 

experiments performed on Carrara marble and Solnhofen limestone by Rybacki et al. 

(2014). The flow law parameters are similar to those obtained by Schmid et al. (1980)⁠. 

Activation energy and thus temperature dependency are incorporated into the material-

dependent pre-exponential parameter (𝐵𝑑𝑖𝑠
900), as the experiments and models are 

performed at a constant temperature (900 °C; see Table 1). The Solnhofen limestone 

flows as a superplastic material at the given P-T conditions (Schmid et al., 1977), due to 

its small grain-size. This is incorporated into the model setup by employing a low stress 

exponent of 𝑛 = 1.4 derived by Rybacki et al. (2014). 

3.4 Numerical model results 

3.4.1 Benchmarking of the numerical model 

We deduce the three weakening parameters of our strain-dependent softening 

parametrization (𝜀1, 𝜀2, 𝐴), by iterative comparison between experiments and model. The 

experimentally derived stress-strain curve and final strain distribution are successfully 

reproduced using a model with the following values for the accumulated finite strain 

thresholds: 𝜀1 = 0.2, 𝜀2 =0.5 and the weakening amplitude: 𝐴 = 6 (Figure 1b) affecting 

the Carrara marble. 

Our model results are in excellent agreement with experimental results at constant strain 

rate (CTR1). Stress strain curve (see Figure 2a), shear zone width and matrix deformation  
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Table 1: Flow laws and boundary conditions for the reference model. 

 Boundary conditions  Flow laws 
Reference strength 

(at strain rate 1.9 × 10-4 s-1) 

Phase 𝑇 [°C] strain rate [s-1] 𝑛 
log10(𝐵𝑑𝑖𝑠

900) 

[Pa-1 s-1] 
Stress [MPa] 

Viscosity 

[Pa s] 

Carrara marble 

(matrix) 
900 1.9 × 10-4 

7.6ac -59.59a 22.45 5.91 × 1010 

Solnhofen limestone 

(inlcusion) 
1.4a -13.10b 5.00 1.32 × 1010 

Note. Temperature dependence is incorporated in the pre-exponential factor and flow law parameters 

are valid for given boundary conditions only (Rybacki et al. 2014). Reference strength gives stress and 

viscosity at the used bulk shear strain rate (1.9*10-4 s-1.). 
aRybacki et al. (2014).      bRybacki et al. (2014) report -12.55; was modified such that peak stress of model is 

equivalent to experiment.      cSchmid et al. (1980). 

 

are very similar as shown by the passive strain markers (see Figure 2b and 2c). The 

inclusion length fits to the experimental estimate and its distorted rhomboidal shape 

(Rybacki et al., 2014)⁠ is also observed in the model. Steady-state deformation is not yet 

reached at a bulk shear strain of 𝛾 = 1, indicated by the non-zero slope of the stress strain 

curve. Constant stress model and experimental results also do not differ significantly as 

shown in the supplements (Figure S1). In agreement with the results from Nardini et al. 

(2018), this test likewise indicates that both loading configurations (constant strain rate 

and constant stress) lead to nucleation of ductile shear zones. 

The benchmark comparison also reveals a minor difference between model and 

experiment. When using the experimentally determined flow laws, we find that the 

maximum bulk shear stress of the model is ~5% lower than in the experiment. Likely, 

this offset is due to experimental uncertainties contained in the flow laws, which we level 

out by adopting a slightly smaller pre-exponential factor for the Solnhofen inclusion 

(Table 1). 

3.4.2 Spatial and temporal model evolution 

In this section we investigate the bulk stress evolution by analyzing the evolution of 

model-intrinsic strength variations that arise from the flow laws and local stress 

partitioning. To describe inhomogeneous deformation surrounding the shear zone tip we 

use the term process zone, which originates from nonlinear fracture mechanics (Zang et 

al., 2000)⁠. Here we expand its meaning to viscous materials describing a region of 

enhanced microstructural modification in comparison to the remaining matrix (Rybacki 

et al., 2014)⁠. To analyze the evolution of the process zone that is observed in the 

experiments, we visualize the stress and strain distribution in space and time. We 

distinguish four phases (P1–P4) during model evolution: pre-weakening (P1), onset and 

acceleration of weakening (P2), deceleration of weakening (P3) and steady-state (P4). In 
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phase P1 stresses build up (loading) and no material is weakened by viscous softening, 

but with ongoing deformation the shear strain locally exceeds the threshold strain 𝜀1 

defining the beginning of weakening and phase P2 at a bulk shear strain of 𝛾 ~0.05. 

 

Figure 3. Local stress (second invariant of the effective deviatoric stress) (a–f) and strain rate 

(g–l) evolution within the matrix of the constant strain rate benchmark model. A, B and C 

distinguish three different Carrara marble zones and their outlines indicate finite strain 

thresholds of 𝜀1 = 0.2 for beginning (white) and 𝜀2 = 0.5 for end (black) of softening. The process 

zone B is associated with a local stress maximum propagating into the matrix (a–c). The zone is 

controlled by the onset and end of softening. A second stress peak remains fixed at the inclusion 

tips (a–f). 

From this moment on the Carrara marble matrix is subdivided into an unaltered zone A 

and the process zone B that is submitted to ongoing weakening (Figure 3). With 

progressive deformation the process zone grows and a larger volume exceeds the 

weakening threshold, accelerating bulk softening. At a bulk shear strain of 𝛾 ~ 0.6 the 

process is slowing down defining the beginning of P3. Two fully weakened regions C 

emerge in the model center where shear strains start to exceed 𝜀2 that defines the second 

threshold and completion of weakening (Figure 3d). In phase P4 the deformation 

proceeds at steady state, which is only observed for bulk shear strains 𝛾 > 2 using the 

reference setup. In the experiment and the benchmark model, steady state is not reached 

since the test is terminated at a bulk shear strain of 𝛾 ~ 1. 
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Pronounced stress peaks in front of the inclusion tips are observed during early stages of 

deformation (P1 and early P2) (see Figure 3a) resulting in higher strain rates (Figure 3g) 

than in surrounding matrix regions of low stress. Similar to the experimental results, strain 

rates in the process zone are locally increased by up to a factor of ~30 in comparison to 

the matrix. Due to this stress and thus strain rate differences, the finite strain threshold 

value 𝜀1 (white outline) is first exceeded at the inclusion tips where softening of the 

material starts. This leads to a positive feedback promoting localization. Strain rate 

subsequently increases further and soon the second threshold value 𝜀2 (black outline) is 

also exceeded indicating local completion of softening (see Figure 3b–f and 3h–l). 

Consequently, stress gradually decreases again locally between the onset outline and the 

inclusion (see Figure 3b and 3c). The stress concentrations at the inclusion tips remain 

due to the remaining viscosity contrast between matrix and inclusion. The cylindrical 

symmetry of the experiment and our model results in a merge of the two weakening fronts 

(𝜀1 outline). Once the two local stress peaks causing the onset of softening merge, they 

combine to a single, local stress maximum in the model center and the stress gradient in 

the process zone decreases significantly with further deformation (see Figure 3e). The 

fully weakened zones C grow, as the process zone B propagates into the matrix from the 

inclusion, featuring a gradual stress increase from the end of softening outline towards 

the inclusion tips (see Figure 3d). In phase P3 the completely weakened areas in the 

vertical model center are connected (see Figure 3e and 3k), after which the rate of 

weakening decreases (Figure 2a). Stress and strain rates directly above and below the 

inclusion remain low throughout the experiment due to local stress partitioning. A small 

transition zone between the inclusion and matrix exists due to coupling of the materials. 

The overall observed stress drop in the matrix (Figure 3a–f) results from our weakening 

parameterization, which decreases the effective viscosity of the Carrara marble. 

Analytical solutions of a linear dislocation in an elastic half- space predict extremely high 

stresses as displacements vanish towards fracture tips (Okada, 1985)⁠. Within the ductile 

regime and for inclusions of finite width, however, we can show that the localization 

process at the inclusion tip evolves in a smoother and time-dependent way. Figure 4 

shows length profiles that display key parameter values and their evolution with 

increasing bulk strain along two horizontal model cross sections. The position of profile 

(a) is chosen such that it crosses the center of the right inclusion tip at a bulk shear strain 

of 1 which is 0.1 mm above profile (b) along the model center. Horizontal velocity in 

profile (a) is increased, due to the vertical shift in position. 

By that, the point symmetry to the inclusion center is broken, which on the other hand is 

a feature of profile (b). Similar to a dislocation in an elastic medium, the area surrounding 

the inclusion tip exhibits high gradients in deformation and stress. The profiles show the 

highest strain rates and strains inside the weak inclusion directly at the tip. Highest stress 

values are however observed in the matrix in front of the inclusion. Local strain in the 

process zone at the inclusion tip increases approximately linear with bulk strain by a 

factor of ~4. 
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Figure 4. Along-strike variations of key variables through time. The inclusion deforms due to 

simple shear generating differences between horizontal profiles at various vertical positions. 

Here we show horizontal profiles along the center of the inclusion (at a bulk shear strain of 1) 

and along the center of overall model domain, which is also the center of the inclusion. (a) 

Horizontal profile along the center of the inclusion tip. Maximum rate of deformation and 

accumulated finite strain are found in the inclusion tip and maximum stress in the matrix directly 

in front of the inclusion tip. (b) Horizontal profile along the model center. Due to the symmetry 

of the setup, results are approximately point symmetric to the model center. 

3.4.3 The impact of softening on the reference model 

To better constrain the effect of the viscous softening formalism, we run an additional 

constant strain rate model, but without the strain dependent weakening law. Besides the 

differences in the stress strain curves (Figure 5a), also a less pronounced shear zone 

development is observed (Figure 5b). This is indicated by the linearly deflected, yellow 

strain marker crossing the matrix and the yellow shear zone outline. Strain is instead 

localizing mainly in the inclusion and, to a lesser extent, in the matrix close to the 

inclusion tips. Nonetheless, the results of this test still show reasonable agreement with 
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the experimental data, because the bulk weakening is generally low for the used samples 

and setup, which is indicated by the total shear stress drop of just ~2 MPa in the 

experiment. 

Additionally, we test a softening law that is based on deformation work instead of finite 

strain as discussed above. In this formulation, the weakening thresholds (𝜀1 and 𝜀2, Eq. 

8) are not based on finite strain, but on deformation work as defined in Eq. 9. Threshold 

values 𝜀1 and 𝜀2 were chosen following the iterative procedure described above for finite 

strain. However, we find no significant difference to the strain based softening 

implementation (see supplementary Figure S2). 

 

Figure 5. Comparison of model without the weakening law to experiment and reference model 

(same as in Figure 2c). (a) Stress strain curves of model without weakening law (yellow), 

experiment (black) and reference model (green). (b) Model without weakening law with passive 

strain markers and shear zone outlines of model where inferable (yellow), experiment (black) and 

reference model (green). (c) Copper jacket from experiment with passive strain markers, 

estimated inclusion length and shear zone outline. Results in (b) and (c) are shown at a bulk shear 

strain of 𝛾 ~ 1. In comparison to the reference model, shear stress remains constant over time 

and the shear zone in the matrix is less pronounced. 
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3.4.4 The softening law parameters 

This chapter addresses the effects of the softening law parameters on the localization 

process. We therefore vary the three controlling parameters (Figure 1b), the finite strain 

threshold values onset (𝜀1) and end (𝜀2), as well as the weakening amplitude (𝐴). In order 

to test the effect of varying 𝐴, we change this parameter between 1 and 500 leaving the 

remaining reference model parameters unchanged, that is 𝜀1 (0.2) and 𝜀2 (0.5) (Table 2). 

Models are conducted up to a bulk shear strain of 𝛾 ~4, where steady state conditions are 

reached in almost all cases. The reference model for instance reaches steady state at a 

bulk shear strain of approximately 2 (Figure 6a). Increasing 𝐴 amplifies the weakening 

of the Carrara marble matrix, resulting in a bulk shear stress drop and enhanced strain and 

thus shear zone localization, which is also indicated by a decreasing angle between 

inclusion and matrix shear zone (Figure 6). Large values of 𝐴 increase the rate of strain 

localization. This is indicated by the sudden shear stress drop at a bulk shear strain of 0.4 

and by faster stress peak propagation into the matrix. For values of 𝐴 > 50 the matrix 

separates into two zones of substantial viscosity contrast (Figure 6b). 

 

 

Table 1. Parameters for models used to test the effect of the weakening amplitude (𝐴) of the 

softening law. 

Models for testing weakening amplitude 𝐴 𝜀1 𝜀2 𝛥𝜀 𝐴 

M0 – no softening – – – 1 

M1 – reference model 0.2 0.5 0.3 6 

A1 0.2 0.5 0.3 20 

A2 0.2 0.5 0.3 100 

A3 0.2 0.5 0.3 500 
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Figure 6. Effect of the weakening amplitude 𝐴. (a) Stress strain curves of models with different 

weakening amplitude. For comparison the duration of the torsion experiment is indicated. P1–

P4 refer to the phases described in chapter 3.4: pre-weakening (P1), onset and acceleration of 

weakening (P2), deceleration of weakening (P3) and steady-state (P4). (b) Viscosity fields of the 

models at a bulk shear strain of 4. The inclusion in the reference model is elongated further than 

in the model without weakening, as the matrix is increasingly deformed due to the softening law. 

This effect increases with 𝐴. For values of 𝐴 > 50, strain localization is strongly pronounced, as 

shown by the viscosity field of models with a weakening amplitude 𝐴 of 100 and 500. Higher 

values of weakening amplitude lead to stronger weakening and localization. 

In another experiment, models are run up to a bulk shear strain of 4, varying 𝜀1and 𝜀2 at 

constant 𝐴 (Table 3). As expected, this shifts the onset and end of weakening – earlier for 

lower finite shear strain values and later for higher – but the actual effect on the model is 

not linear (Figure 7a). Note that by changing the strain range of softening 𝛥𝜀 = 𝜀1- 𝜀2, the 

slope of the stress strain curve and thus localization rate is affected as well. The reference 

model with the lowest 𝛥𝜀 displays the fastest localization rate, because the rate with which 

the pre-exponential factor is increased is higher between the two thresholds due to the 

linear nature of the softening law. Model E2 with 𝛥𝜀 of 0.8 however, reaches steady state 

only after a long period of ongoing softening (between 0.4 and 3.4 bulk shear strain). The 
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local stress patterns of the tested models differ at a bulk shear strain of 1, depending on 

the applied threshold values. While model M0 is in the pre-weakening phase P1, model 

E3 & E2 are in phase P2 and model M1 & E1 already reached phase P3 approaching 

steady-state conditions (Figure 7b). 

Table 2. Parameters for models used to test the effect of onset (𝜀1) and end (𝜀2) of the softening 

law. 

Models for testing onset and end 𝜀1 𝜀2 𝛥𝜀 𝐴 

M0 - no softening - - - 1 

M1 - reference model 0.2 0.5 0.3 6 

E1 0.0 0.5 0.5 6 

E2 0.2 1.0 0.8 6 

E3 0.5 1.0 0.5 6 

 

 

Figure 7. Effect of onset and end of weakening on the stress strain evolution. (a) Stress strain 

curves of models with varying onset (𝜀1) and end parameters (𝜀2). Note the shapes of curves E1 

and E3 (same 𝛥𝜀) indicating a non linear relationship between threshold parameters and 

weakening behavior. (b) Stress field (second invariant of the effective deviatoric stress) of models 

at bulk shear strain of 1. M0) no softening; M1) reference model; E1) 𝜀1 = 0; E2) 𝜀2 = 1; E3) 

𝜀1 = 0.5 and 𝜀2 = 1.0. Models with lower 𝜀1 have lower bulk strengths at the same bulk shear 

strain. 
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3.4.5 Ultramylonite model – the effect of progressive softening and switch of 

deformation mechanism 

Mylonitic shear zones often feature mm–cm wide bands with fine grain sizes referred to 

as ultramylonites (Hippertt & Hongn, 1998; Kenkmann & Dresen, 2002). It is commonly 

assumed that grain size refinement from cataclasis (Blenkinsop, 1991), dynamic 

recrystallization (Warren & Hirth, 2006) or mineral reactions (Herwegh et al., 2003) 

promotes a switch to grain size-sensitive deformation (Heitzmann, 1987; Bürgmann & 

Dresen, 2008)⁠. The switch to grain size-sensitive creep is transient unless grain growth is 

suppressed (e.g., Pearce & Wheeler, 2011), which can be achieved for example by 

pinning through phase mixing. In order to mimic a progressive change in mechanism, a 

second softening step is introduced using a similar approach as described above for the 

onset of weakening (Eq. 8), where we add additional strain thresholds for onset (𝜀3) and 

end of weakening (𝜀4). This second softening step is exploratory and not based any data. 

Configuration of the model setup and the initial onset of softening are identical to the 

reference model, hence earliest stages of model evolution are the same as before. The 

introduction of a second softening step with progressive strain, however, is expected to 

lead to further localization and formation of a narrow low-viscosity layer embedded in 

the primary shear zone. To this end finite strain thresholds for onset of weakening (𝜀3 = 1) 

and completion (𝜀4 = 2) are chosen, respectively. This procedure enables formation of a 

localized ultramylonite band inside the active shear zone. A high weakening amplitude 

(𝐴𝑢𝑚 = 20) is chosen to enable fast and strong localization once the threshold 𝜀3 is 

reached. 

Evolution of the model is equivalent to the reference model for bulk shear strains less 

than 0.4 (compare Figure 3a–d to Figure 8a–d). Upon onset of the second softening stage, 

strain localizes into a narrow zone in the model center (Figure 8n and 8o). Inside this high 

strain zone, the inclusion is strongly elongated and an anastomosing pattern of the second 

shear zone establishes (Figure 8q and 8r) that additionally becomes wider with increasing 

bulk strain (Figure 8o–r). This transition to an anastomosing shape forms due to a rotation, 

which is caused by the shear deformation that the material is subjected to. Despite the 

simplicity of our setup with a single inclusion, our model nevertheless captures the nested 

structure and the anastomosing shape of the resulting high-strain band. This agrees very 

well with common observations of ultramylonite bands in nature (Heitzmann, 1987; 

Kilian et al., 2011). 
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Figure 8. Local stress (second invariant of the effective deviatoric stress) (a–i) and strain rate 

(j–r) evolution within the matrix of the ultramylonite model. Outlines indicate finite strain 

thresholds 𝜀1 = 0.2 for onset of softening (white), 𝜀2 = 0.5 end of first softening stage (black), 

𝜀3 = 1.0 for beginning of second stage (orange) and, 𝜀4 = 2.0 for end of second (yellow) softening 

stage. The onset of the second softening stage triggers evolution of further localized high strain 

layer (e, f, n and o) representing ultramylonite formation within a mylonite. 

3.5 Discussion 

3.5.1 Strain localization and shear zone evolution 

The ductile shear zone formation observed in the experiments involves strain localization, 

rheological weakening of the Carrara marble and bulk strength reduction. Our numerical 

model reproduces these observations by employing a strain dependent viscous softening 
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law. The model reaches steady state at a bulk shear strain of ~2 in good agreement with 

observations from experiments (Rybacki et al., 2014)⁠. Once steady-state is reached, grain-

size reduction through dynamic recrystallization and grain growth are anticipated to reach 

a dynamic balance (De Bresser et al., 2001)⁠, resulting in steady-state material strength. 

Our model results provide insight into the development of local stress, strain partitioning 

between matrix, inclusion and shear zone and ensuing viscosities. This provides detailed 

insight in the evolution of a localized shear zone that allows a direct comparison with the 

bulk mechanical data and microstructural observations collected from the deformation 

experiments. It has to be kept in mind though, that the numerical model does not feature 

the grain-scale resolution necessary to reproduce the brittle deformation as observed in 

the experiments. Nevertheless, the model successfully predicts local stress concentration 

and strain rate amplification ahead of the inclusion in first order agreement with the 

experimental results. This provides confidence to the results of the parameter study 

performed here, as to the magnitude of softening. This holds in particular to the results of 

models predicting progressive multistage softening combined with a change in 

deformation mechanisms, as suggested from a large number of field studies. 

The nucleation of a localized shear zone at the inclusion tips involves formation of a 

process zone. This process zone is defined by a strong local stress concentration and 

resulting volume of enhanced microstructural modification (Rybacki et al., 2014)⁠. In our 

models this zone is represented by a 2D area showing local stress concentrations that 

result from the viscosity contrast between limestone and marble present at the assumed 

temperature conditions. The enhanced stress levels locally reduce the effective viscosity 

of the Carrara marble (power-law rheology) resulting in locally increased strain rates. In 

turn, this triggers rheological weakening causing shear strain to progressively localize in 

a shear zone embedded in the Carrara matrix. A localized, elliptical process zone is 

established, corresponding to the experiments, that displays a zone of gradually reduced 

grain-sizes around the inclusion tips. 

3.5.2 Relating our softening parameterization to nature 

The two threshold values for finite strain (𝜀1 and 𝜀2) used in the numerical model are 

expected to mimic the effects that microstructural changes within the process zone have 

on the bulk strength of the experimentally deformed samples. As such, they are unlikely 

to represent specific and observable stages of the local microstructural evolution within 

the process zone. Strain weakening behavior is known to results from a number of 

different processes, e.g., dynamic recrystallization, dislocation annihilation, vacancy 

diffusion or lattice preferred orientation. These concur to produce the microstructural and 

textural modifications that can be observed in our experimental samples in proportions 

that are likely to vary in the course of the transient processes discussed here. A simple 

linear parametrization cannot be expected to capture single elements of such complexity 

within heterogeneously deforming samples. Our parameterization, however, appears to 

reproduce the phenomenological aspects of weakening as observed in our experiments 

with reasonably high accuracy. 
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While it is beyond the scope of our model to pinpoint the micromechanical processes and 

features corresponding to specific values of local shear strain, some general observations 

can be made to discuss the significance of our approach. Plastic yield of the bulk 

assembly, suggesting the onset of strain weakening processes at the local scale, is already 

observed at very low values of bulk shear strain (~0.01–0.02, cf. Fig. 4 in Nardini et al, 

2018) corresponding to a local strain of ~0.1–0.2 at the tip of the inclusion (cf. Fig. 6a in 

Nardini et al., 2018), which is in the range of our selected 𝜀1. It is important to notice that 

the process zone forming along the weak inclusion plane is intrinsically transient both on 

a temporal and spatial level. The heterogeneity-induced viscosity contrast produces a 

volume of stress enhancement (e.g. Fig. 3), which evolves with bulk shear strain and 

determines a strongly heterogeneous strain distribution (Fig. 6 in Nardini et al., 2018). 

Similarly to what would be expected in the brittle regime for slip-weakening behavior, an 

area of strength perturbation is developed. It is characterized by higher strain rates and 

increasing microstructural changes closer to the inclusion: the extent of such a 

perturbation may determine the value of 𝜀2, that is. the end of weakening in our softening 

law. Whether or not, in a non-steady-state shear zone like is the case in our experimental 

samples, a microstructural and/or textural signature would be associated at all times with 

the varying volume of perturbed material is questionable. It is therefore reasonable to 

conclude that, while a definite one-to-one correlation between the described finite strain 

threshold values and specific microstructural changes is not possible, these parameters 

are still able to capture the bulk mechanical expression of the strain weakening processes 

locally activated in the microstructures. 

3.5.3 Scope and limitation of strain softening parametrization 

The advantage of employing a simple, first-order softening law is to keep numerical 

complexity low, which is not only more transparent, but also saves computational time in 

large-scale models (e.g. Huismans & Beaumont, 2003; Brune et al., 2014)⁠. In an attempt 

to model rock weakening and strain localization, different types of softening 

parameterizations have been previously used in order to describe the weakening behavior 

of natural materials. For example, Gardner et al. (2017)⁠ studied strain localization using 

different load bearing framework geometries. They found that interconnected weak layers 

are hard to form without a dynamic weakening process, which was also observed in an 

experimental study by Holyoke & Tullis (2006)⁠. This agrees with our results showing 

that pronounced shear zone formation in the matrix only occurs for materials with an 

implemented weakening formalism simulating progressive material softening. This 

implies the necessity of using softening laws to properly model strain localization and 

thus shear zone formation. Gardner et al. (2017)⁠ used a different implementation to 

simulate weakening. They introduced stress dependent softening combined with time 

dependent hardening focusing on the transition from non-linear to linear flow. At larger 

scale, Mazzotti & Gueydan (2017)⁠ pointed out the fundamental role of inherited tectonic 

structures for strain and seismicity concentrations in an intraplate setting. Similar to our 

study, their model also includes irreversible softening (no counteracting hardening 
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mechanism). However, in their model softening is achieved by changing the material 

yield stress instead of the pre-exponential factor in a constitutive law, as in this study. 

In large-scale rock deformation, there are several major effects that may play an important 

role affecting localization and shear zone formation and that need to be considered in 

numerical modelling studies. These are highly non-linear processes such as shear heating 

(Thielmann & Kaus, 2012; Duretz et al., 2015; Foley, 2018), melting (Dannberg & 

Heister, 2016; Schmeling et al., 2018)⁠ or a switch to grain-size sensitive diffusion creep, 

like modeled in our study (e.g. Handy, 1989)⁠. In that aspect, our models provide a 

minimum constraint to the degree of viscous strain softening that can be expected to act 

in nature. Another important point is that numerical models of brittle deformation often 

involve a strong mesh-dependency (De Borst & Mühlhaus, 1992) such that the softening 

parameters have to be adopted to the chosen resolution. However, this is not the case 

when modeling viscous deformation where the size of the process zone as well as the bulk 

shear stress evolution and employed softening parameters (𝜀1, 𝜀2, 𝐴) are almost 

independent of the model resolution. 

3.6 Conclusions 

Strain localization in shear zones is an important process in lithosphere dynamics 

occurring over a broad range of spatial scales. For simplicity, we use a piece-wise linear 

softening law and show that it is capable of reproducing rheological weakening observed 

in laboratory experiments. Our model provides a virtual way of analyzing the viscous 

process zone evolution that can be divided into four phases (P1) pre-weakening, (P2) 

onset and acceleration of weakening, (P3) deceleration of weakening and (P4) steady 

state. Spatial stress distributions show that matrix strain localization is initiated by a local 

stress peak at the inclusion tips. From there and with increasing strain, the process zone 

expands into the matrix. Shear zone width and localization rate are controlled by the 

amount of rheological weakening. Our numerical models show that rheological 

weakening is necessary to establish a pronounced shear zone in a strong matrix 

surrounding a weak inclusion and to explain the anastomosing shape and the nested 

structure of ultramylonites. This reinforces the importance for geodynamic models to 

contain softening laws that appropriately account for rheological weakening. 
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Key Points 

• 2D numerical models elucidate evolution of asymmetric Kenya Rift segments 

• Intrabasinal faulting is caused by bending of the central block and does not reach 

the brittle-ductile transition 

• Small-scale crustal inheritance can exert decisive control on first-order rift 

architecture 
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Abstract 

Complex, time-dependent, and asymmetric rift geometries are observed throughout the 

East African Rift System (EARS) and are well documented, for instance, in the Kenya 

Rift. To unravel asymmetric rifting processes in this region, we conduct 2D geodynamic 

models. We use the finite element software ASPECT employing visco-plastic rheologies, 

mesh-refinement, distributed random noise seeding, and a free surface. In contrast to 

many previous numerical modeling studies that aimed at understanding final rifted 

margin symmetry, we explicitly focus on initial rifting stages to assess geodynamic 

controls on strain localization and fault evolution. We thereby link to geological and 

geophysical observations from the Southern and Central Kenya Rift. Our models suggest 

a three-stage early rift evolution that dynamically bridges previously inferred fault-

configuration phases of the eastern EARS branch: (1) accommodation of initial strain 

localization by a single border fault and flexure of the hanging-wall crust, (2) faulting in 

the hanging-wall and increasing upper-crustal faulting in the rift-basin center, and (3) loss 

of pronounced early stage asymmetry prior to basinward localization of deformation. This 

evolution may provide a template for understanding early extensional faulting in other 

branches of the East African Rift and in asymmetric rifts worldwide. By modifying the 

initial random noise distribution that approximates small-scale tectonic inheritance, we 

show that a spectrum of first-order fault configurations with variable symmetry can be 

produced in models with an otherwise identical setup. This approach sheds new light on 

along-strike rift variability controls in active asymmetric rifts and proximal rifted 

margins. 

4.1 Introduction 

Asymmetric rifting, which is characterized by a dominant single border fault, is known 

to have played a major role in the evolution of many past rift systems (e.g., Schlische et 

al., 2003; Withjack et al., 2013). It can also be observed in many presently active 

extensional tectonic settings (e.g., Gawthorpe & Leeder, 2008; Ebinger & Scholz, 2011), 

where it governs basin geometry, topography evolution, erosion, and sedimentation 

patterns. One such setting is the largest continental rift system in existence today: the East 

African Rift System (EARS). It exhibits a wide array of developmental stages from 

youthful extension with incipient faulting to final continental breakup (Corti, 2009; 

Ebinger & Scholz, 2011; Ring, 2014) and is thus an ideal location for studying the stages 

of early rifting that involve asymmetric normal fault activity followed by hanging-wall 

segmentation. In this study, we focus on the southern and central sectors of the Kenya 

Rift, which are in an early phase of active continental rifting (Ebinger et al., 2017) 

characterized by the transition from waning border fault activity to enhanced intra-basinal 

faulting and subsidence (Muirhead et al., 2016). 

The first-order tectonic characteristics of continental rifts are known to be influenced by 

a large range of structural, petrological, and thermal parameters, which have been 
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investigated in previous numerical modeling studies (e.g., Armitage et al., 2018; Duretz 

et al., 2016; Huismans & Beaumont, 2011; Jammes & Lavier, 2019; Naliboff et al., 2017; 

Petersen & Schiffer, 2016). It is evident that, in addition to the rheological characteristics 

of crust and mantle (thickness, composition and intrinsic heterogeneity), the thermal 

structure, which includes the effects of radiogenic heating, plays a major role in rift 

evolution (e.g., Burov & Schubert, 2007). Depending on these parameters, either wide or 

narrow (e.g., Brun, 1999; Buck et al., 1999) and either symmetric or asymmetric rifts 

(Buiter et al., 2008; Huismans and Beaumont, 2003) may form. Although the above 

processes dictate the principal rift setting, the location, orientation, and geometry of the 

initial fault systems may be strongly affected by pre-existing structures and fabrics 

associated with suture zones (e.g., Corti, 2009; Corti et al., 2007; Delvaux et al., 2012; 

Hodge et al., 2018; Phillips et al., 2016; Shackleton, 1993; Smith & Mosley, 1993). 

The structural evolution of continental rifts is controlled to a large degree by the influence 

of tectonic and magmatic processes (e.g., Buck et al., 2005) whose impact can be sketched 

by considering two end-members: (1) In magma-assisted rifts, such as in the Afar region 

(Kendall et al., 2005), dikes and other magmatic intrusions accommodate the majority of 

overall extensional deformation (Bastow & Keir, 2011) and play a vital role in achieving 

continental breakup (Wright et al., 2006). (2) Conversely, in tectonically dominated rifts, 

deformation is accommodated by faults while only a minor part of the extensional 

deformation is related to magmatic processes (e.g., Petit & Deverchere, 2006; 

Schumacher, 2002; Schwarz & Henk, 2005;). The eastern branch of the EARS, however, 

does not clearly belong to one of these end-member cases as upper crustal extension is 

accommodated by a combination of normal faulting and diking (Calais et al., 2008; 

Muirhead et al. 2015; Oliva et al., 2019). Voluminous lava flows that testify to widespread 

thermal processes and volcanic activity are documented throughout the history of the 

eastern branch (Rooney, 2020). Nevertheless, the details of how magmatic contributions 

influence the development of first-order tectonic structures in this area are not well 

understood. 

Many numerical modeling studies have focused on continental margins (e.g., Bassi, 1991; 

Brune et al., 2014; Huismans & Beaumont, 2011; Salazar-Mora et al., 2018; Svartman 

Dias et al., 2015; Tetreault & Buiter, 2018), while analogue modeling techniques have 

largely been used to study the structural evolution of active continental rifts and their 

geodynamic causes (e.g., Corti, 2012; Khalil et al., 2020; Sokoutis et al., 2007; Zwaan et 

al. 2019). The reason why analogue techniques are often preferred in these settings is the 

comparably high spatial resolution that allows the details of the evolution of normal-fault 

networks to be captured, especially during early rifting where crustal thinning is limited. 

In contrast, the advantage of numerical models lies in their ability to reproduce the 

temperature- and strain-rate-dependent rheological evolution of the lithosphere, which is 

particularly important during the necking and crustal hyper-extension phases that have 

shaped many rifted margins worldwide (Jeanniot & Buiter, 2018; Péron-Pinvidic et al., 

2019). Hence, only a small number of numerical geodynamic modeling studies have 



4 Controls on Asymmetric Rift Dynamics: Numerical Modeling of Strain 

Localization and Fault Evolution in the Kenya Rift 

89 

focused on active continental rifts (e.g., Beutel et al., 2010; Corti et al; 2019; Muluneh et 

al., 2020), and many of those studies have addressed either large-scale processes of rifting 

and the driving forces responsible (Kendall & Lithgow-Bertelloni, 2016; Stamps et al., 

2015; Ulvrova et al., 2019) or the interaction between volcanism and mantle dynamics 

(Armitage et al., 2018; Civiero et al, 2019; Koptev et al., 2018). Nevertheless, significant 

insights into the early stages of the structural evolution of rifts may be gained from 

studying individual sectors of active rifts and comparing geological information and 

interpretations of tectonic evolution with numerical models. This holds especially true for 

the effects of rheology, thermal structure, and inheritance on localization patterns, 

geometry, and timing of faults, and the resulting interaction between magmatic and 

structural processes. 

In this study, we employ numerical 2D forward models to analyze the evolution of early 

rift stages. We establish a reference model that reproduces major aspects of the Southern 

and Central Kenya Rifts, where a good coverage of geological and geophysical data is 

available. Our aim is to understand how and why an asymmetric, narrow rift forms in this 

particular geological setting and to discuss its tectonic evolution. 

4.2 Geological Background 

The Kenya Rift (36°E, 3°N to 2°S), where asymmetric and symmetric rift geometries are 

observed, exhibits many key aspects of rift evolution (Figure 1). It is a slowly spreading, 

active continental rift, with a present-day extension rate of ~2 mm a-1 (e.g., Saria et al., 

2014). The Kenya Rift is part of the eastern branch of the EARS and is located within the 

nascent plate boundary between the Somalia and Victoria plates (Stamps et al., 2008; 

Figure 1a). Major east-dipping normal faults on the western side of the rift and normal 

faults with lesser throws that cut the eastern flanks of the rift led to the formation of a 

pronounced basin with an average width of 60–70 km (Figure 1b). The interior of this 

basin, however, became increasingly dissected by arrays of closely spaced, low-offset 

normal faults that delimit a tectonically active depression (Baker et al., 1988), which 

constitutes an inner graben. 

Based on the overall fault geometry, our study region (Figure 1b) can be divided into two 

sectors. The first consists of the asymmetric north-northeast-oriented Southern Kenya 

Rift with one major border fault along the Nguruman Escarpment in the west, and a 

~50 km wide and densely faulted inner rift sector, which slopes gently toward the west. 

The eastern side of the Southern Kenya Rift is bordered by the prominent Ngong-Turoka 

Escarpment, which constitutes an antithetically faulted flank (Baker et al., 1988; Smith, 

1994). The second sector consists of the asymmetric northwest-oriented Central Kenya 

Rift (Figure 1b) with the Mau Escarpment on the west and the antithetic Sattima and 

Kinangop faults on the east (Baker et al., 1988; Shackleton, 1945). Overall, fewer 

secondary faults are exposed in this region due to the masking effect of ubiquitous 

Quaternary pyroclastic deposits. 
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Across the Nguruman Fault at the western flank of the Southern Kenya Rift, elevation 

decreases from ~1800 m at the rift shoulder to ~600 m at the rift floor (e.g., Baker, 1958; 

Crossley, 1979). The fault has an approximate dip of 60°–65° E at the surface and appears 

to be shallowing slightly at depth as suggested by local seismicity (Lee et al., 2016; 

Weinstein et al., 2017). In contrast, the eastern rift flank has a less pronounced relief and 

exposes westward-dipping Neogene volcanics (Pliocene Trachytes; Baker et al., 1988; 

Randel & Johnson, 1970) of the Ngong-Turoka Escarpment, with a height of at least 

350 m above the downfaulted equivalents of the Pliocene Trachytes within the rift that 

are exposed at the surface (Baker & Mitchell, 1976). Farther basinward of these outcrops, 

elevation decreases along densely spaced, rift-parallel horst-and-graben structures, which 

characterize the entire area from the eastern side of the rift to the basin floor in the Magadi 

area. The current depocenter and sediment sink of the Southern Kenya Rift is the Magadi-

Natron lake basin at ~600 m elevation, situated between the rift center and the western 

border fault (Figure 1). 

4.2.1 Timing of Rifting 

The present-day configuration of the Southern and Central Kenya Rift is associated with 

extensional processes that began during the Miocene (e.g., Shackleton, 1978; Tiercelin & 

Lezzar, 2002). However, thermochronological, geophysical, and sedimentary evidence 

for a preceding rifting episode during the Paleocene–Eocene exists immediately north of 

the equator in the transition between the Central and the Northern Kenya Rift (e.g., Ego, 

1994; Hautot et al., 2000; Mugisha et al., 1997; Torres Acosta et al., 2015). 

The onset of Miocene extensional faulting in the Central Kenya Rift was closely linked 

with the emplacement of extensive phonolite flows (Shackleton, 1945; Baker et al., 1971; 

1988; Lippard, 1973) that were deposited in a shallow, wide depression (Lippard 1973; 

Figure 1c, blue Miocene units). This depression existed at 14.5 Ma, as it unconformably 

encloses flood phonolites of that age that overspilled these areas and flowed away from 

the future rift area (Lippard 1973; Williams, 1972; Wichura et al., 2010; 2015). These 

areally extensive flood phonolites are widespread on the shoulders of the Central Kenya 

Rift (mainly mapped as Middle Miocene Plateau Phonolites), where they serve as 

important strain markers. The earliest faults cutting these Middle Miocene Plateau 

Phonolites were active at the western side of the present-day rift in the transition to the 

Northern Kenya Rift, documenting the onset of down-to-the-east normal faulting and the 

formation of a halfgraben between 14.5 Ma and 12 Ma at ~1° N (Chapman & Brook, 

1978; Hetzel and Strecker, 1994; Morley et al., 1992; Mugisha et al., 1997), which is also 

reflected by thermochronological records showing a rapid cooling phase beginning at that 

time (Torres Acosta et al., 2015). These fault scarps prevented subsequent lavas flows of 

the Upper Miocene Flood Phonolites and Trachytes from overflowing the rift toward the 

west (Baker et al., 1971; Crossley, 1979). In the Central Kenya Rift this halfgraben 

geometry is associated with the east-dipping normal faults that constitute the Mau 

Escarpment (Clarke et al., 1990; Figure 1). An asymmetric geometry can be  
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Figure 4. (a) Plate-tectonic overview and (b) simplified map of the Southern and Central Kenya 

Rift with normal faults (black), location of cross sections (white), and present-day full extension 

velocities (red arrows) in mm a-1 (based on Saria et al., 2014). The Southern Kenya Rift extends 

from ~2.5° to ~1°S and is bounded by the Nguruman Escarpment to the west. The Central Kenya 

Rift is bounded by the Mau Escarpment and extends from ~1°S to ~2.5°N (not shown on this map). 

Ball-and-bar symbol denotes important faults with throws > 500 m, mainly along the western rift-

bounding border faults and the Sattima Fault of the central segment. The local extension direction 

is nearly rift-perpendicular in the area of the analyzed cross sections, justifying a 2D modeling 

approach, although evidence for oblique extension exists in the Central Kenya Rift (Zielke & 

Strecker, 2009). (c) Geological overview of the study area (based on the Geological map of 

Kenya, 1987, and Guth, 2014). The geology of the rift shoulders is shown without Quaternary 

sedimentary and volcanic air-fall covers. 
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unambiguously documented using the ubiquitous occurrence of the Mio-Pliocene Plateau 

Trachytes that are exposed at 2,700 m elevation on the eastern (Saggerson, 1970) and 

western (Williams, 1969a) rift shoulders and at ~2500 m on the fault-bounded intrarift 

Kinangop Plateau (Figure 1; Baker et al., 1971; 1988); in contrast, this unit has been 

downfaulted by 1000 m along the Mau Escarpment with a pronounced westward dip that 

indicates the dominance of the western border fault during asymmetric rifting (Clarke et 

al., 1990). 

At the present-day eastern side of the Central Kenya Rift, Early Pliocene faulting 

generated throws between 500 and 700 m along the west-dipping Sattima Fault (Figure 

1) testifying the transition to a morphologic full-graben stage (e.g., Shackleton, 1945). 

This was followed by normal faulting farther west prior to 2.6 Ma that form the array of 

faults bounding the Kinagop Plateau to the west and delimiting the ~40-km-wide inner 

graben (Baker et al., 1988; Clarke et al. 1990). Due to the sustained subsidence along 

faults that bound the inner graben, the areal extent of volcanic and sedimentary units 

became increasingly limited with decreasing age. As such, Quaternary volcano-

sedimentary units are areally restricted to the inner graben, which has been the focus of 

densely spaced normal normal faulting that has resulted in a horst-and-graben landscape 

(Hackman, 1988; McCall, 1967; Thompson & Dodson, 1963). Furthermore, the inner 

graben has been characterized by volcanic, seismic, and hydrothermal activity during the 

last 2 Ma (Clarke et al., 1990; Riedl et al., 2020; Tongue et al., 1992). 

The first manifestations of extensional tectonism in the Southern Kenya Rift are 

documented at <10 Ma (Crossley, 1979) along the western Nguruman Escarpment, 

whereas the eastern rift border along the Ngong-Turoka Escarpment was faulted only 

during the Pliocene (Baker & Mitchell, 1976; Saggerson, 1991). Over time, fault activity 

migrated from the Nguruman Escarpment eastward to the Lake Magadi basin in the center 

of the rift (Baker, 1958; Crossley, 1979). Here, the youngest volcanic units are the 0.95 

to 1.37 million-year-old Magadi Trachytes that are confined to the inner graben (Baker et 

al. 1971), and stratigraphically equivalent trachyte flows occur throughout the Kenya Rift 

in similar, fault-bounded structural settings. All of these units are affected by densely 

spaced normal faults (e.g., Baker et al., 1988; Muirhead et al., 2016) that define the 

seismically active volcano-tectonic axis of the rift. In the Magadi area young tectonic 

activity is documented by small-offset normal-faults (e.g., Hillaire-Marcel et al., 1986; 

Muirhead et al., 2016) and numerous extensional cracks that strike parallel to the 

Quaternary normal faults. Extensional cracks generated during recent earthquakes at the 

rift floor (Atmaoui & Hollnack, 2003; Muirhead and Kattenhorn, 2018) and pronounced 

seismic activity (Ibs-von Seht et al., 2001; Weinstein et al., 2017) in the Magadi area 

document that extensional processes are active today. 
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4.3 Numerical Model Setup 

Here, we employ numerical forward models to investigate the early-stage evolution of 

asymmetric continental rifting. In doing so, the finite element software ASPECT 

(Advanced Solver for Problems in Earth's ConvecTion) (Bangerth et al., 2018, 2019; 

Heister et al., 2017; Kronbichler et al., 2012) is used to solve the thermomechanically 

coupled conservation equations of momentum (Equation 1), mass (Equation 2), energy 

(Equation 3), combined with additional advection equations for each Eulerian 

compositional field ci, (Equation 4): 

−∇ ∙ (2𝜂𝜀̇) + ∇𝑃 = 𝜌𝐠                (1) 

∇ ∙ (𝐯) = 0      (2) 

𝜌̅𝑐𝑃(
𝜕𝑇

𝜕𝑡
+ 𝐯 ∙ ∇𝑇) − ∇ ∙ 𝜅∇𝑇 = 𝜌̅𝐻             radioactive heating   

+(2𝜂𝜀̇): 𝜀̇        shear heating               (3) 

       +𝛼𝑇(𝐯 ∙ ∇𝑃)  adiabatic heating   

𝜕𝑐𝑖

𝜕𝑡
+ 𝐯 ∙ ∇𝑐𝑖 = 0      (4) 

where 𝜀̇ is the deviator of the strain rate tensor 
1

2
(∇𝐯 + (∇𝐯)𝑇) with v the velocity vector. 

Density is defined as 𝜌 = 𝜌0(1 − 𝛼(𝑇 − 𝑇0)) with the thermal expansivity 𝛼 and the 

reference temperature 𝑇0, while P is the pressure, g is the gravity vector, 𝜌̅ is the adiabatic 

reference density, T is the temperature, 𝜅 is the thermal diffusivity and H is radioactive 

heating. The visco-plastic effective viscosity 𝜂𝑒𝑓𝑓 is computed from either a composite 

of diffusion and dislocation creep (Equation 5) or Drucker-Prager plasticity (Equation 6; 

Glerum et al., 2018) depending on whether viscous stresses stay below the yield stress or 

not. 

𝜂𝑒𝑓𝑓
𝑑𝑖𝑓𝑓|𝑑𝑖𝑠𝑙

=
1

2
(

1

𝐴
)1/𝑛𝜀𝑒̇

(1−𝑛)/𝑛
exp (

𝑄+𝑃𝑉

𝑛𝑅𝑇
)    (5) 

where n = 1 for diffusion creep and n > 1 for dislocation creep, and the effective 

deviatoric strain rate is defined as 𝜀𝑒̇ = √
1

2
𝜀𝑖𝑗

′̇ 𝜀𝑖𝑗
′̇  . Values for prefactor A, activation 

energy Q, activation volume V, and gas-constant R are given in Table 1. Plastic effective 

viscosity is given by: 

𝜂𝑒𝑓𝑓
𝑝𝑙 =

𝐶 cos(𝜙)+𝑃 sin (𝜙)

2 𝜀̇𝑒
      (6) 

where C is the cohesion and ϕ the friction angle. 

For this study, plastic strain is stored on particles (Gassmöller et al., 2018) to reduce fault 

width and to avoid numerical diffusion of the strain variable. Parameters are listed in 

Table 1. Here, we build on previous ASPECT setups that were designed to capture rift 
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dynamics on a wide range of scales (Corti et al., 2019; Glerum et al., 2020; Heckenbach 

et al., 2021; Muluneh et al., 2020; Neuharth et al., 2021; Sandiford et al., 2021). 

Our 2D models comprise a 500 × 200 km box with up to 500 m elemental resolution. The 

initial, prerift structure consists of a 22-km-thick upper crustal layer with a wet quartzite 

rheology, a 16-km-thick lower crustal layer of wet anorthite, an 82-km-thick lithospheric 

mantle of dry olivine and an 80-km-thick section of asthenospheric mantle comprised of 

wet olivine (see Table 1 and Figure 2a). Hence, the initial Moho depth is 38 km and 

lithospheric thickness is 120 km. This particular crustal and mantle geometry is inspired 

by the gravity and thermal models of Sippel et al. (2017), but chosen such that it reflects 

estimated pre-rift thicknesses. 

We chose a model setup that represents two well-known aspects of East African rifting 

in a simplified representation: 

(1) Structural inheritance. Continental deformation often localizes within zones of past 

tectonic activity (e.g., Schuhmacher, 2002; Schlische et al., 2003; Withjack et al., 2013), 

as is also observed within the EARS (Corti et al., 2007; Katumwehe et al., 2015; 

Macgregor, 2015; Shackleton, 1993; Smith and Mosley, 1993). Especially basement 

foliations and reactivation of pre-existing structures or fault geometries are involved in 

defining the deformation patterns (e.g., Corti, 2009; Delvaux et al., 2012; Hetzel and 

Strecker, 1994; Morley, 2010). In numerical models, these are either incorporated as 

prescribed, local features (Corti et al., 2003; Brune et al., 2017a; Salazar-Mora et al., 

2018) or with some form of random noise (Duclaux et al., 2020; Naliboff et al., 2020) to 

focus localization of the model. Here, we adopt the latter approach by implementing a 

zone in the model center of randomized initial strains from 0 to 0.2 (see Figure 2a) using 

a Gaussian distribution with a width of 2σ = 200 km that is comparable to that of mobile 

belts (Lenardic et al., 2000; Katumwehe et al., 2015). All differences between the models 

of this study result from a random seed pattern affecting the distribution of the initial 

strain within this Gaussian envelope (Figure 2a). Note that the employed random number 

generator srand can yield variable patterns for different library configurations, hence 

individual model details are currently not reproducable on other computers, only the 

overall ensemble behaviour. To facilitate localization, we use softening laws for (i) brittle 

layers (e.g., Brune, 2014; Jourdon et al., 2021; Persaud et al., 2017; Petersen & Schiffer, 

2016; Salazar-Mora et al., 2018) and (ii) ductile parts of the crust (e.g., Döhmann et al., 

2019; Gerbi et al., 2010; Pérez‐Gussinyé et al., 2020) (Table 1). Brittle softening is 

implemented as a linear decrease of the friction coefficient by up to 90% between 

accumulated strain values of 0–0.5. It is applied to the upper and lower crust and the 

lithospheric mantle. Viscous softening on the other hand is implemented as a factor that 

reduces the effective viscous viscosity by up to 90%, again between accumulated strain 

values of 0–0.5. It is only applied to the crustal layers. 

  



4 Controls on Asymmetric Rift Dynamics: Numerical Modeling of Strain 

Localization and Fault Evolution in the Kenya Rift 

95 

Table 3. Model parameters. 

Parameter Units 
Upper 

crust 

Lower 

crust 

Lithospheric 

mantle 

Asthenosph

eric mantle 

Reference temperature K 293 293 293 293 

Reference density kg m-3 2700 2850 3280 3300 

Adiabatic surface temperature K 1623 1623 1623 1623 

Thermal expansivity 10-5 K-1 2.7 2.7 3.0 3.0 

Thermal diffusivity 10-7 m2 s-1 7.7160 7.3099 8.3841 8.3333 

Heat capacity J kg-1 K-1 1200 1200 1200 1200 

Radiogenic heat production µW m-3 0.5 0.1 0 0 

Unweakened friction coefficient  0.5 0.5 0.5 0.5 

Cohesion MPa 20 20 20 20 

Rheology  
Wet  

Quartzitea 

Wet  

Anorthiteb 

Dry  

Olivinec 

Wet  

Olivinec 

Unweakened pre-exponential 

constant for diffusion creep 
Pa-1 s-1 5.97 × 10-19 2.99 × 10-25 2.25 × 10-9 1.5 × 10-9 

Grain size mm 1.0 1.0 1.0 1.0 

Grain size exponent  2.0 3.0 0 0 

Activation energy for diffusion 

creep 
kJ mol-1 223 159 375 335 

Activation volume for diffusion 

creep 
cm3 mol-1 0 38.0 6.0 4.0 

Unweakened pre-exponential 

constant for dislocation creep 
Pa-n s-1 8.57 × 10-28 7.13 × 10-18 6.52 × 10-16 2.12 × 10-15 

Power law exponent for 

dislocation creep 
 4.0 3.0 3.5 3.5 

Activation energy for dislocation 

creep 
kJ mol-1 223 345 530 480 

Activation volume for dislocation 

creep 
cm3 mol-1 0 38.0 18.0 11.0 

Softening laws      

Maximum friction softeningd  90% 90% 90% none 

Maximum viscous softeninge  90% 90% none none 

      
aRutter & Brodie (2004), bRybacki et al. (2006), cHirth & Kohlstedt (2003), dLinear decrease of friction coefficient 

by 90% between strain values of 0 and 0.5. eLinear decrease of effective viscosity by 90% between strain values 

of 0 and 0.5. 

(2) Changes in thermal regime related to the large-scale impingement of a mantle plume. 

Evidence for the involvement and timing of a mantle plume in East African extension 

comes from a wide range of geochemical (Halldórsson et al., 2014; Pik et al., 2006), 

seismological (Civiero et al., 2015; Green et al., 1991; Mulibo & Nyblade, 201), paleo-

topographical (Wichura et al., 2010, 2015), and modeling studies (Koptev et al., 2018; 

Moucha & Forte, 2011). We account for the plume-affected lithospheric temperature 
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distribution at the onset of extension through the following scheme: Phase I (pre-plume) 

represents stable, equilibrated conditions using a potential mantle temperature of 1350°C 

(Rooney et al., 2012) and the lithospheric structure described above starting from a 

steady-state conductive continental geotherm and an adiabatic temperature increase in the 

sublithospheric mantle. A temperature increase of the asthenospheric layer due to the 

arrival of the East-African mantle plume (Hofmann et al., 1997) is simulated in phase II 

(pre-rift) by increasing the bottom temperature boundary condition by 200°C, a generally 

inferred excess plume temperature (Bunge 2005; Schilling, 1991), which is somewhat 

higher than values calculated for potential mantle temperatures based on volcanic rocks 

of the area (Rooney et al., 2012). After 20 Ma of small-scale convection in the 

asthenosphere, phase III (syn-rift) starts by imposing extensional velocities at the model 

boundaries. During this phase, a narrow rift initiates and evolves. Due to the simplified 

setup, we did not account for other processes that result from plume impingement like 

diking or lithospheric erosion from below (e.g., Beniest et al., 2017; Celli et al., 2020; 

Koptev et al., 2015; Sobolev et al., 2011). 

The time-dependent velocity and temperature specifications at the model boundaries are 

complemented by the following thermal and mechanical boundary conditions: a free 

surface (Rose et al., 2017) with a constant temperature, and thermal isolation at the model 

sides. Outflux is prescribed on the left and right boundary and adjusted for each of the 

model’s three phases (see Figure 2); no flow in phase I, strong outflow of up to 10 mm a-

1 through the left and right sides of the asthenosphere in phase II and 1 mm a-1 of outflow 

through the entire the left and right boundaries in phase III, which reflects estimates of 

the present-day extension rate in our study region (Saria et al., 2014). In order to conserve 

model volume, lateral outflow is compensated by prescribed inflow through the bottom 

boundary. 

There are several model limitations that have to be kept in mind when interpreting our 

results. Our models neither represent magmatic processes like diking and underplating, 

nor surface processes, dynamic topography, plume-related lithosphere erosion, or 3D 

effects. Since deeply sourced dynamic topography is excluded from the model, about 1–

2 km elevation has to be added when comparing the model results to topography in nature 

(Faccenna et al., 2019; Moucha & Forte, 2011; Osei Tutu et al., 2018). Another limitation 

is the uncertainty in radiogenic heat, that has a big impact on deformation patterns and 

wide or narrow rifting styles (Jaupart et al., 2016), mainly because it affects the 

thicknesses of the viscous and brittle layers in the upper and lower crust. For the setup of 

our study we chose the following values for radiogenic heat production: 0.5 µW m-3 for 

the upper crust and 0.1 µW m-3 for the lower crust (Jaupart et al., 2016). 
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Figure 5. Setup of the numerical model at the start of each of the three model phases. (a) Phase I (pre-

plume): Thermally equilibrated setup with prescribed boundary velocities of zero, modeled time: 1 million 

years. Strain is seeded using a Gaussian distribution of amplitude 0.2 at random locations (dark areas in 

model center) simulating structural inheritance and breaking model symmetry, to facilitate and focus 

localization. (b) Phase II (pre-rift): Arrival of a hot mantle plume simulated by prescribing an excess 

temperature of 200 °C as bottom boundary condition and a fast divergent asthenospheric flow field. 

Velocity boundary conditions lead to small scale convection and a temperature increase in the 

asthenospheric mantle. (c) Phase III (syn-rift): Start of lithospheric extension with velocity boundary 

conditions prescribing a full extension velocity of 2 mm a-1 (Saria et al., 2014). Note how the mantle 

temperatures increased due to the previous plume arrival stage, while due to the low conductivity of rocks 

the shallow temperatures are not affected at all. 
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4.4 Modeling Results 

4.4.1 Evolution of the Numerical Reference Models 

After the brief pre-plume phase, small-scale convection is observed in the asthenosphere 

during the pre-rift phase (Figure 2c). The lithosphere–asthenosphere boundary (LAB), 

which is defined here as the compositional interface between lithospheric and 

asthenospheric mantle, rose by up to 7 km in the model center due to the small-scale 

convection. At the end of the pre-rift phase, at a total modeled time of 21 million years, 

the temperature at the LAB has increased by ~100°C to 1350°C. Interestingly, 

temperatures in the shallower lithospheric mantle and the crustal layers are barely affected 

by this temperature increase (Figure 2c), since conductive equilibration in the lithosphere 

operates over hundreds of millions of years (Cacace & Scheck-Wenderoth, 2016). We 

also find that significantly longer plume-residence times do not heat the lithosphere 

enough to induce a shift from narrow to wide rifting. This could only be achieved by 

higher radiogenic heating or crustal thicknesses, which indicates that brittle localization 

has more control on resulting structures than conductive heating from below. 

In the first 15 million years of the syn-rift phase, strain does not localize efficiently, and 

deformation is distributed throughout the entire crustal layer. As faults compete for strain, 

they successively coalesce until one of the border faults accommodates almost all 

extension (Figure 3). Meanwhile, the LAB rises by about 10 km and isotherms are 

advected upwards. At Moho depths, advection transfers heat faster than conduction, even 

at these slow extension rates. Finally, a narrow rift is established in the model center and 

the lithospheric layer is thinned further during continued extension. In our reference 

model for the Southern Kenya Rift, the narrow, asymmetric rift initiates at t10 = 10 Ma 

(Figure 3c). Timings are referenced to a state of the numerical model that compares well 

to the present-day rift (Figure 4). With ongoing deformation, the eastern border fault is 

established around 5 Ma (Figure 3d). Due to rotation of the major faults in the west, 

shallow, minor faults develop in the uppermost layer of the hanging-wall in the basin 

interior. A similar tectonic evolution is observed in our reference model for the Central 

Kenya rift (Figure 5). The main difference is that the secondary border fault is slightly 

more active. Hence, the difference in elevation of the rift shoulders is lower. 
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Figure 6. Evolution of the reference model. (a) Syn-rift phase immediately after prescribing the extension 

velocity of 2 mma-1 at the boundaries. The strain rate pattern originates from the seeded strain and the 

implemented friction softening. Model time identical to Figure 2c. (b) Localization of deformation slowly 

increases in the competing fault network before onset of rifting. (c) Asymmetric onset of rifting, initial uplift 

of the main rift shoulder at 10 Ma. (d) Border fault localisation at 5 Ma. (e) State of the rift that serves as 

our reference model for a comparison with the present-day Southern Kenya Rift. A westward dipping 

border fault has formed in the east, and shallow, crustal fault activity is observed in the eastern half of the 

graben. (f) Zoom of the upper crustal fault network. 
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Figure 7. Comparison of the numerical model and an observational cross section of the Southern Kenya 

Rift. (a) Snapshot of the numerical model with active (black and red) and inactive (dark yellow) faults. (b) 

Topographic swath across the Southern Kenya Rift, based on the TanDEM-X digital elevation model (10 

times vertical exaggeration). Dark, medium and light gray indicate minimum, mean and maximum 

topography along 5 km wide swath; profile location indicated in Figure 1b. Mapped faults based on Baker 

(1958). (c) Cross section with earthquake data (filled circles: Weinstein et al., 2017; open circles: Hollnack 

& Stangl, 1998), Moho-depth measurements (small dots with error bars: Plasman et al., 2017) and 

estimated sediment thicknesses (yellow: Birt et al., 1997). 
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Figure 8. Comparison of a numerical model with the same setup as the reference model, but different 

random noise, and a cross section of the Central Kenya Rift. (a) Snapshot of the numerical model results. 

(b) Topographic swath profile of the Central Kenya Rift, based on the TanDEM-X digital elevation model 

(10 times vertical exaggeration). Dark, medium and light gray indicate minimum, mean and maximum 

topography along 5-km-wide swath; profile location indicated in Figure 1b. 

4.4.2 Impact of inheritance 

We investigate the impact of small-scale inheritance by introducing element-sized 

strength perturbation in our models. In nature, these heterogeneities may be represented 

by foliations, lithological heterogeneities or pore-pressure variations. Here, we 

approximate this complexity by means of randomly distributed strength variations that 

are implemented through the combination of frictional strain softening and an initial, 

random strain distribution. We conduct 26 model runs that are identical to the reference 

model except for a different random strain pattern at model start. Thereby, we self-

consistently generate a range of possible crustal-scale fault configurations, but we also 

isolate the dominant deformation style of a specific numerical setup by monitoring its 

frequency across a range of initial noise configurations (Figure 6). Instead of comparing 

the models at the same modeled time, the results are compared after 10 million years of 

active rifting with the time of onset defined as the first occurrence of significant 

displacement along the main border fault(s). This way, the amount of deformation that is 

accommodated within the fault systems is more comparable. Note that the polarity of 
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asymmetric faulting is random, but for the ease of visual inspection and comparison we 

mirrored model figures if necessary, such that the main border fault dips to the right 

(Figure 6). 

In this numerical setup, we find that about 50% of the models are strongly asymmetric 

with one main border fault active after 10 million years of active rifting (one-sided, e.g., 

Figure 6 M1–3). Flexural hanging-wall deformation is distributed over several secondary 

faults, with varying quantity and dip directions. We classify 40% of the models as 

intermediate such as our reference model (e.g., Figure 6 M4, MRef, M5). These models 

feature one dominant border fault, but secondary deformation in the hanging-wall is more 

pronounced than in the one-sides models. Only 10% of the models fall into the third, two-

sided category (Figure 6 M6–M8), of which only one model (M6) features a symmetric 

border-fault geometry. All examples of this category feature a westward dipping border 

fault on the eastern rift side that reaches into the lithospheric mantle and limits the depth 

of the main fault in comparison to the more asymmetric models. Although models may 

be categorized at certain snapshots as in Figure 6, fault geometries actually develop over 

time. Strongly asymmetric models, for example, tend to become more symmetric due to 

coalescence of secondary faulting. In general, we find that the principal rift style (narrow) 

is unaffected by small-scale inheritance, but the tectonic history of each model may differ 

significantly. Deformation patterns are strongly influenced by the initial random noise 

distribution, especially in case of the hanging-wall segmentation and in the central area 

of normal fault blocks affecting the upper crust. 

4.5 Discussion 

Rifting in our models initiates across a distributed and complex network of low-

deformation faults. Over time, the early developed fault network of individual faults 

coalesces into a system with a reduced number of faults that each accommodate larger 

displacements. This model evolution reproduces results of Cowie et al. (2005), who found 

that faults and shear zones that are characterized by a low maximum strain rate are active 

for a shorter time than faults with higher maximum strain rates. In agreement with our 

results, these authors explained the migration of fault activity into a narrower zone by a 

combination of crustal strain localization due to brittle failure and a co-evolving thermal 

structure. Our experimental results are in line with the observations from the Southern 

Kenya Rift, where after the formation of the first western border fault, hanging-wall 

flexure and a second phase of fault coalescence led to border-fault localization on the 

eastern rift side. The involved major crustal shear zones enable lithosphere-scale necking 

that strongly decreases the thickness of the lithosphere (Lavier & Manatschal, 2006). 

  



4 Controls on Asymmetric Rift Dynamics: Numerical Modeling of Strain 

Localization and Fault Evolution in the Kenya Rift 

103 

 

Figure 9. Impact of different random noise patterns on rift style. The only difference in the setup 

of the models is the randomized initial strain distribution. Combined with strain-dependent 

friction and viscous softening, individual fault networks develop in each model. About half of the 

models are strongly asymmetric (one-sided) with a dominant main border fault and distributed 

hanging-wal deformation with varying fault-dip directions (M1–3). The second largest group 

(intermediate, ~40% of models) also features a main border fault, but deformation on the eastern 

rift border is more localized (M4, MRef, M5). Two-sided models (M6–M8) constitute the smallest 

group (~10%). While M7 and M8 still feature an asymmetric fault geometry, M6 has symmetric 

border faults with similar displacements. Models M6–M8 are different from the other two groups 

and both have a pronounced eastern border fault that extends into the lithospheric mantle and 

connects to the main fault at depth. 
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Sustained and pronounced volcanic activity has been a major feature in all sectors of the 

Kenya Rift (Baker et al., 1971; Macdonald et al., 2001; Rooney, 2020; Williams, 1969b); 

however, we model rift evolution with a purely tectonic setup that does not account for 

diking or magmatic underplating. This apparent contradiction is nevertheless justified 

when considering first-order features: the existence of important border faults, the 

Nguruman, Mau or Sattima faults, clearly illustrates that a large part of the extension is 

accommodated by faulting. Intra-basin faults however, are likely affected by stress 

changes related to dike intrusion at depth (Behn et al., 2006; Rowland et al., 2007), 

providing a possible explanation for the second-order differences between our model and 

observations. Below we discuss these issues in more detail for the central and southern 

sectors of the Kenya Rift. 

4.5.1 Southern Kenya Rift 

First, we compare our numerical model to the available structural and stratigraphic data 

of the Southern Kenya Rift before we discuss the temporal evolution of the system in a 

second step. The first-order model geometry consisting of the main western border fault 

and a pronounced westward dipping fault in the east is in very good agreement with field 

and seismological observations (Figure 4). While the eastward-dipping border fault in our 

reference model features a high rift shoulder associated with a greater throw, the major 

fault on the eastern side of the rift valley records less displacement. From shoulder to 

shoulder, the rift is approximately 70 km wide, both in our experiment and in the Southern 

Kenya Rift. As in our model, a subdued area of high topography is observed in the basin 

center in nature and defined in both cases by a gentle westward-directed topographic 

gradient. In the model, the internal part of the eastern half of the rift is characterized by a 

shallow fault network in the top third of the upper crustal layer that may be responsible 

for producing the observed rift-parallel densely faulted rift center (Figure 3d). In nature, 

the thickness of the crystalline crust (i.e. excluding sedimentary cover) ranges between 

25 and 30 km in the thinned rift center and up to 40 km in rift shoulder areas, and 

respective Moho depths range between 31 km and 43 km relative to sea level (Birt, 1996; 

Birt et al, 1997; Dugda et al., 2005; Ebinger et al., 2017; Green et al., 1991; Tugume et 

al., 2012; Sippel et al., 2017). These values agree very well with the crustal thicknesses 

of 25–30 km beneath the rift center and 40 km beneath the rift shoulders observed in the 

numerical model (see Figure 3e), particularly when considering that ~4–5 km of 

magmatic underplating can be expected in the Kenya rift (Thybo et al., 2000). 

The evolution of the numerical model reproduces the asymmetric pattern of the overall 

rift evolution in southern Kenya. The first large-scale and unambiguous evidence for 

extensional tectonic activity is the formation of the eastward-dipping main border fault 

along the Nguruman Escarpment in South Kenya. The Nguruman fault is a major rift-

bounding structure that is associated with an up to 40-m-wide cataclastic zone that follows 

the gneissic foliation in the basement rocks of the Mozambique Belt (Baker, 1958; Hetzel 

and Strecker, 1994). Stratigraphic relationships between Miocene nephelinites with an 

age range between approximately 15 and 9 Ma, the Nguruman fault scarp, and 6.9-m.y.-
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old flood phonolites and trachytes that are banked against the fault scarp document that 

major faulting must have occurred here after 9 Ma and prior to 6.9 Ma (Baker, 1958; 

Baker and Mitchell, 1976; Crossley, 1979). 

Conversely, on the eastern side of the rift our numerical model predicts a delay of 5 Ma 

(at t5) in activity of the border-fault system due to the flexure of the central block (Figure 

3d). This agrees with regional stratigraphic and structural relationships across the Ngong-

Turoka escarpment on the eastern rift border, which also record a much later onset of the 

segmentation of a monocline that had formed in the ubiquitous Mio-Pliocene Trachytes 

(here, the 3.3-m.y.-old Nairobi Trachyte), which ultimately formed a pronounced set of 

escarpments that now define the eastern rift flank (Baker et al., 1988). In addition, our 

model predicts continued tectonic subsidence along the Nguruman Escarpment during the 

hanging-wall segmentation at the eastern rift border. These model results are supported 

by geological observations at the Nguruman Escarpment, where lateral pinchouts and 

direct contacts of Pliocene flood basalts (3.1–2.3 Ma) with faults at the Nguruman 

Escarpment (i.e. Kirikiti Basalts, Crossley; 1979) document protracted faulting and the 

generation of topographic conditions that prevented the spillover of these lavas on the 

western rift-shoulder areas. Thus, as predicted in the model, Pliocene tectonic activity at 

both sides of the Southern Kenya Rift ultimately generated a full-graben stage with two 

conjugate border faults where all tectonic and volcanic activity has been confined until 

the present day (tnow = 0 Ma; Figure 3e and 4). 

The valley floor of the Southern Kenya Rift is dissected by a densely spaced, N-S-to-

NNE-striking fault array (Baker, 1958; Ibs-von Seht et al., 2001; Weinstein et al., 2017). 

These faults are characterized by an average density of 1.6 surface faults per kilometer, 

each showing a throw of at least 35 m (e.g., Baker 1958). In general, it has been suggested 

that the spacing between adjacent normal faults is proportional to the thickness of the 

faulted layer (Dyksterhuis et al., 2007; Sharples et al., 2015). The dense fault spacing in 

the Southern Kenya Rift, however, cannot be related to the comparably thick brittle crust 

in this region (Albaric et al., 2009). In the model, the maximum depth of brittle faulting 

beneath the central basin is 5 km while the brittle-ductile transition is located at ~15 km 

depth (Figure 3f and 4a). These values correspond to earthquake-hypocenter depths and 

sectors of brittle deformation documented by an earthquake-recording network in the 

greater Lake Magadi region (Ibs-von-Seht et al., 2001). Our model results explain the 

predicted high fault density through hanging-wall bending, which leads to significantly 

closer-spaced fault arrays than expected from brittle layer thickness (Figure 3f). This can 

be understood when considering that hanging-wall flexure causes tensional stresses and 

normal faulting (Bott, 1996) above the neutral plane of bending, which is much shallower 

than the brittle-ductile transistion. Our model also shows that flexure takes place even 

after localization of the eastern border fault (Figure 3). This flexure of a hanging-wall 

block could explain the distributed intra-basin fault of the Magadi-Natron basin (Baker, 

1958; Muirhead et al., 2016). An additional way to discriminate between normal faulting 

related to bending stresses in the hanging-wall block and regionally controlled extension 
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may be achieved by analyzing fault-length distributions, since bending-related normal 

faults tend to deviate from the commonly observed power-law distribution of pure-shear 

normal faults (e.g., Supak et al., 2006). In this context it is interesting that Muirhead et al. 

(2016) found that cumulative frequency plots of fault lengths within the Magadi-Natron 

basin are slightly more compatible with an exponential fit rather than a power-law fit, 

which suggests that the faults in the Magadi-Natron basin may reflect flexure-induced, 

shallow normal faulting. However, we caution that these densely-spaced normal faults 

could alternatively be related to locally elevated tensional stresses due to shallow dike 

emplacement (Behn et al., 2006; Muirhead et al., 2016; Rowland et al., 2007), a process 

that we cannot reproduce with our current modeling capabilities. While a certain fraction 

of normal faults in the Kenya Rift may be associated with dike emplacement (e.g., Ibs-

van-Seht et al., 2001; Tongue et al., 1992), we speculate that such a process should have 

a greater impact in more advanced regions of extension, such as Afar, where the magmatic 

input is significantly larger than in our study region (Kendall et al., 2005; Stab et al., 

2015; Wright et al., 2006). 

The spatial distribution of extension within the Southern Kenya Rift has been recently 

quantified by means of analyzing fault systems, GPS-based motion vectors, and the 

chronology of lava-flow emplacement (Muirhead et al., 2016). The authors infer that 0.4–

0.6 mm a-1 are accommodated by slip along the Nguruman border fault on the western rift 

side while 1.34~1.60 mm a-1 are taken up by the intra-rift faults. Our reference model for 

the Southern Kenya Rift exibits 1.0 mm a-1 for the western border fault, 0.44 mm a-1 

across the eastern border fault and 0.1 mm a-1 for intra-basin faults. The remaining 

0.46 mm a-1 are accommodated by deformation outside the rift, mostly along faults east 

of the eastern border faults. In particular, deformation in the modeled rift center does not 

match the extension values across the small-scale intra-rift fault network of Muirhead et 

al. (2016). We speculate that this might be due to insufficient numerical representation of 

magmatic weakening processes acting in the rift. These processes include (1) thermal 

weakening of the crust due to magmatic addition (Thybo et al., 2000), (2) dike injections 

that drive extension (Buck, 2006, Oliva et al., 2019) and near-surface faulting (Behn et 

al., 2006), and (3) fluid flow along rift-internal faults (Muirhead et al., 2016), which 

reduces the effective friction on faults. By forcing deformation to the rift center, these 

weakening processes would ultimately reduce activity of the border faults. Future 

comparative modeling studies should therefore set out to consider magmatic processes 

associated with diking and fluid migration in order to investigate their role in localization 

processes within young continental rift settings at lithospheric-scale. 

4.5.2 Central Kenya Rift 

Our model predicts asymmetric rift initiation with an east-dipping normal fault along the 

future western side of the rift. This is supported by the geological observations and the 

distribution of regionally extensive Middle Miocene Plateau Phonolite flows emplaced 

prior to the onset of faulting on the western side of the rift (Baker et al., 1971; 1988; 

Strecker et al., 1990). The numerical model chosen for comparison with the Central 
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Kenya Rift (Figure 5a) is similar to the reference model of the Southern Kenya Rift 

(Section 4.2), but it differs in the displacement along the secondary (eastern) border fault 

that develops ~5 Ma after rift initiation a difference that is solely caused by an alternative 

random noise pattern in initial strain. This is compares very well with geological 

interpretations where spatially more restricted emplacement of lava flows within the 

developing rift basin and the overspilling of flows toward the east in the area of the 

present-day rift shoulders support the notion of an initial halfgraben, followed by 

segmentation of the hanging-wall block between 5.5 and 4 Ma (Baker et al., 1988; Clarke 

et al., 1990; Shackleton, 1945). 

Further similarities exist between our Central Kenya Rift Model (Figure 5a) and 

interpretations drawn from stratigraphic relationships and faulting on the western side of 

the central segment, where our model predicts a 4-km-offset of the crystalline basement 

surface. This can also be inferred from field-based observations and data from geothermal 

drilling in the Naivasha area (Clarke et al., 1990; Strecker, 1991) indicating that the throw 

involving the Mio-Pliocene Plateau Trachytes is on the order of 2 km since ~3 Ma. In 

addition, the total offset of the basement rocks based on exposures on the western rift 

shoulder and their depth position obtained from seismic refraction data (KRISP working 

group, 1987) is approximately 4 km (Strecker, 1991). However, the formation of the 

Kinangop Plateau (Figure 5), limited by the westward-dipping Sattima fault in the east 

and the westward-dipping Kinangop fault to the west, is not represented in the numerical 

model. Instead, a synthetic normal fault has developed in our model that segments the 

hanging-wall block. 

4.5.3 Influence of inheritance and crustal anisotropies 

Our analysis shows that the initial fault pattern may strongly control the first-order 

structure of a rift. In some cases, the initial fault configuration may even override the 

rheologically expected symmetry (Huismans et al., 2005) and induce a symmetric rift in 

a setup that otherwise generates predominantly asymmetric geometries (Figure 6). This 

means that any process affecting the initial fault configuration, such as rupture 

propagation along structures inherited from earlier deformation phases (Muirhead & 

Kattenhorn, 2018), strain softening (Huismans & Beaumont, 2003) or initial diking 

(Buck, 2006) may affect the first-order structural evolution of a rift and possibly of the 

future rifted margin. 

In the lithosphere below the Kenya Rift, the Late Proterozoic Mozambique Belt is a 

known major crustal heterogeneity that once constituted a collisional orogen in the suture 

zone between East and West Gondwana, (Smith & Mosley, 1993) and it is hypothesized 

to have influenced the geometry of the Kenya Rift during all stages of its evolution (e.g., 

Hetzel and Strecker, 1994; Muirhead & Kattenhorn, 2018; Robertson et al. 2015; 

Shackleton, 1976; Shackleton & Ries, 1984; Smith, 1994; Smith & Mosley 1993). Our 

model sheds new light on the influence of such crustal heterogeneities: while most 

numerical models change rheological setup and strain softening parameters (e.g. 
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Armitage et al., 2018; Brune et al., 2017b; Duclaux et al., 2020; Ros et al., 2017), we 

varied the initial random strain pattern and kept rheology and strain softening the same. 

By using this approach, we are able to show that low-degree variability of crustal strength 

may decisively influence rift geometry. While predominantly asymmetric rift 

configurations can be generated in this way, in some cases, variability in crustal strength 

may even lead to symmetric rift patterns in a cold and brittle lithosphere (Figure 6). 

4.6 Conclusions 

In this study, we employed a 2D numerical model to integrate geological and geophysical 

data into a framework that enables us to explain the tectonically characteristic evolution 

of the Southern and Central Kenya Rift. This encompasses the following processes and 

steps: (1) a broad zone of low deformation and competing faults develops until 

coalescence of faults takes place and a single border fault localizes. before (2) a conjugate 

border fault develops and (3) an anomalously shallow fault network emerges due to 

bending of the central hanging-wall block. Even though volcanic activity is ubiquitous in 

the Kenya Rift, our purely tectonic model is capable of reproducing first-order 

characteristics of the rift. By utilizing a random noise implementation of initial strain, we 

highlight that the 2D setup is capable of addressing along-strike variations of the rift, but 

also that small-scale crustal inheritance strongly affects first-order faults and overall rift 

geometry. 
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5 Conclusions 

In this thesis, the overarching subject of localisation of deformation was split into the two 

major topics strain localisation in ductile shear zones and localisation of deformation 

during continental rifting and presented in the form of three published papers. Chapter 2 

and 3 addressed localisation in ductile shear zones by conducting rock experiments and 

numerical models, while chapter 4 encompassed a numerical study investigating the 

tectonic evolution of the Southern Kenya Rift. These studies contribute to the discussion 

about governing mechanisms, parameters, and boundary conditions in geodynamics on 

different spatial and time scales. 

The experimental study aimed at investigating the initial and transient stages of strain 

localization of a ductile shear zone and test whether and how the imposed loading 

conditions affect the localisation process for a setup that is known to feature strain 

localisation. Therefore, Carrara marble cylinders with single inclusions of Solnhofen 

limestone were twisted in a Paterson apparatus at high temperature (900 °C) and 

confining pressure (400 MPa). During the experiment, a shear zone forms from a 

propagating process zone, which is induced by stress concentrations in the strong matrix 

around the weak inclusion. The areally limited weakening of the marble matrix is 

accommodated by CPO development, plastic grain deformation and dynamic 

recrystallisation. Besides the prevailing high temperature creep of marble, evidence for 

minor amounts of brittle deformation is found. This combination is commonly observed 

in nature, where the fractures are interpreted as a precursor to localization (e.g. 

Mancktelow & Pennacchioni, 2005) or as a hint to coexisting brittle and ductile 

deformation (e.g. Poulet et al., 2014). In a previous study, constant torque boundary 

conditions were found to enable strain localization for an olivine aggregate, while 

constant strain rate failed to produce the same result (Hansen et al., 2012). Varying 

between constant twist and constant torque yields similar results in our experiments, 

suggesting that loading conditions do not significantly affect the localisation process and 

initiation of a rheological shear zone. The heterogeneous initial stress distribution due to 

the setup configuration has a greater impact on the evolution of deformation than the 

boundary condition. Hence on this spatial scale, effects of the boundary loading 

conditions are probably neglectable for multiphase material assemblages that feature high 

viscosity contrasts. However, variables like confining pressure or a second mineral phase 

in the matrix may affect the localisation process and an assessment requires further 

research. For larger scales on the other hand, like a divergent rift scenario, large 

differences exist between constant force and constant velocity boundary conditions. For 

example, in numerical models of divergent rifts, constant force boundary conditions alone 

would lead to a runaway effect once the lithospheric strength undercuts a threshold (Brune 

et al., 2016). 
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Building on the laboratory experiments, numerical models were conducted where a piece-

wise linear softening law was developed, that describes the weakening of Carrara marble 

during deformation at 900°C. This simple law reduces the effective viscosity of the 

material by a factor which depends on the local strain and can reproduce the rheological 

weakening observed in the laboratory experiments. The developed numerical model is a 

virtual way of analysing the process zone evolution by extending the observable and 

variable parameters as compared to laboratory experiments. The four phases of process 

zone and shear zone evolution (P1) pre-weakening, (P2) onset and acceleration of 

weakening, (P3) deceleration of weakening and (P4) steady-state can be distinguished. 

Local stress peaks at the inclusion tips induced by viscosity contrasts are crucial for 

matrix strain localisation. With increasing strain, the process zone expands into the matrix 

until a full shear band is established. Stress strain curves from laboratory experiments for 

different (geo-)materials often feature stress drops in the same order of magnitude as with 

the studied marble. This stress drop can also be described as an effect of rheological 

weakening which is necessary to establish a shear zone in the given setting with limestone 

and marble. The amount of rheological weakening controls the shear zone width and the 

localisation rate. This also holds for the development of the anastomosing and nested 

structure of ultramylonites, reinforcing the importance of accounting for rheological 

weakening in numerical models. The usage of simple softening laws is efficient and saves 

computational resources. Benchmarking them with laboratory experiments helps to 

produce reasonable numbers. This benchmarking procedure could be performed on 

already published studies of such rheological experiments to establish weakening laws 

for other materials and for a broader range of conditions. For the numerical modelling 

community this may be an opportunity to enhance the already used softening laws. 

The scale was changed for the third paper of this thesis. In this study, a 2D numerical 

model was developed that integrated geophysical and geological data to study and explain 

the tectonic evolution of the Southern and Central Kenya Rift. The main processes and 

steps of this evolution involve (1) a broad zone of low deformation and competing faults 

and localisation of a single border fault, (2) development of a secondary, conjugate border 

fault and (3) the formation of a shallow fault network in rotating and bending hanging-

wall block in the rift centre. The purely tectonic model can reproduce first-order 

characteristics of the rift, despite not featuring volcanic activity which is omnipresent in 

the Kenya Rift and known to affect tectonic evolution often strongly. A random noise 

implementation of initial strain can address along-strike variations of a rift in 2D setup. 

The bulk lithospheric behaviour during rifting is controlled by structural inheritance 

(Jammes & Lavier, 2019). With the initial strain implementation, the effect of small-scale 

crustal inheritance on the first-order faults and general rift geometry could be shown. 

Regarding the current scientific knowledge about the effect of loading conditions on 

deformation and localisation of multiphase materials with high viscosity contrasts, the 

experiments of the first manuscript suggest that there is no substantial difference between 

loading by constant stress and constant strain rate. A new method of generating softening 
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laws based on laboratory experiments, was established within the second manuscript. 

This is a useful tool to generate reasonable values for strain softening implementations in 

numerical modelling software. Finally, with the third study, it was shown that a purely 

tectonic model can be sufficient to generate first-order characteristics of parts of the 

Kenya Rift and that a random noise implementation of initial strain elucidates the effect 

of small-scale inheritance. Due to the large range of spatial and temporal scales involved 

in rock deformation, this kind of multi-disciplinary approach that bridges laboratory 

experiments, natural observations, and physics-based process-modelling holds strong 

potential for future research. 
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