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How robust are landslide susceptibility estimates?

Abstract Much of contemporary landslide research is concerned
with predicting and mapping susceptibility to slope failure. Many
studies rely on generalised linear models with environmental pre-
dictors that are trained with data collected from within and outside
of the margins of mapped landslides. Whether and how the perfor-
mance of these models depends on sample size, location, or time
remains largely untested. We address this question by exploring the
sensitivity of a multivariate logistic regression—one of the most
widely used susceptibility models—to data sampled from different
portions of landslides in two independent inventories (i.e. a historic
and a multi-temporal) covering parts of the eastern rim of the
Fergana Basin, Kyrgyzstan. We find that considering only areas on
lower parts of landslides, and hence most likely their deposits, can
improve the model performance by >10% over the reference case
that uses the entire landslide areas, especially for landslides of
intermediate size. Hence, using landslide toe areas may suffice for
this particular model and come in useful where landslide scars are
vague or hidden in this part of Central Asia. The model performance
marginally varied after progressively updating and adding more
landslides data through time. We conclude that landslide suscepti-
bility estimates for the study area remain largely insensitive to
changes in data over about a decade. Spatial or temporal stratified
sampling contributes only minor variations to model performance.
Our findings call for more extensive testing of the concept of dy-
namic susceptibility and its interpretation in data-driven models,
especially within the broader framework of landslide risk assessment
under environmental and land-use change.

Keywords Landslide susceptibility . Logistic
regression . Southern Kyrgyzstan . Landslide inventory . Remote
sensing

Introduction
Most modern landslide susceptibility models aim to predict and
map the degree to which landscapes are prone to slope failure. A
common strategy is to use stacks of environmental data and to
summarise these data with respect to whether they occur within or
outside of mapped landslide areas. One key assumption in this
approach is that these environmental predictors are sufficient
proxies for the controls on slope instability (Galli et al. 2008;
Korup 2008; Schulz et al. 2018). In susceptibility studies, these
causes are routinely subsumed into a number of geological, topo-
graphic, climatic, hydrologic, and land-cover variables (Dou et al.
2015; Reichenbach et al. 2018). Generalised linear models use these
variables as inputs and are designed to learn their relative weights
in terms of dedicated coefficients (Braun et al. 2015; Provost et al.
2017). The predictive performance and accuracy of susceptibility
studies may thus depend partly on the mapping quality of these
training landslides (Kalantar et al. 2018). Yet few standards are
available to warrant that landslide inventories are comparable
(Corominas et al. 2013; Golovko et al. 2015), and even experts

may differ in their subjective assessment and mapping of land-
slides (Van Den Eeckhaut et al. 2005).

Regional landslide mapping efforts have been motivated by
abrupt triggers such as strong earthquakes (Tanyaş et al. 2017);
widespread landslide damage (Pittore et al. 2018); expanding our
knowledge base by merging existing data (Havenith et al. 2015);
and efforts of creating systematic multi-temporal landslide inven-
tories using optical satellite time series data (Behling and Roessner
2017; Behling et al. 2016). Yet, the structure and level of detail in
these inventories remain highly variable. Some landslide invento-
ries feature only scar areas, because deposits may have been
eroded or otherwise difficult to trace. Still, mapped scars may
reveal details about mechanisms of slope failure and reactivation
(Frodella et al. 2017). Some inventories may contain only landslide
deposits, especially where scarps are unrecognisable, which can
often be the case of older or prehistoric landslides. Yet other
inventories feature the entire area affected by landslides to under-
stand the total direct physical impact, but may not necessarily
distinguish between depletion and accumulation areas (Cruden
and Varnes 1996; Pánek et al. 2019).

The effect of these different landslide mapping choices on
susceptibility models has remained largely unexplored. This
choice may be important to aid decisions of whether we should
consider the scar, body, toe, if not the entire landslide-affected,
areas to contribute most to robust susceptibility models (Lai et al.
2019). Assuming that we have only limited information about the
extent of each landslide, which parts of a landslide then can and
should we include in susceptibility models? Considering only
landslide source areas might reduce the performance of the
models in the case of retrogressive landslides. Considering instead
only landslide accumulation may ignore important aspects of the
initial failure mechanism (Robinson et al. 2015). For example,
highly mobile debris flows travel well beyond the length of their
source area, whereas slow moving, deep-seated landslides with
little displacement have very similar sized source and accumula-
tion areas (Teshebaeva et al. 2019; Yamada et al. 2013). Asymmetric
landslide footprint areas often reflect flow diversions that can also
influence susceptibility assessments (Golovko et al. 2017a). The
fringes of landslides may be more prone to reactivation than more
central portions, given that scar and deposit margins are steeper
than their surroundings and more exposed to groundwater seep-
age (Dang et al. 2016). Hence, landslide susceptibility may also
change over time. Reactivated landslides in particular may affect
susceptibility assessments over years to decades (Samia et al. 2017),
and acknowledging this effect in models requires continuous
monitoring. Multi-temporal satellite-based monitoring of land-
slide occurrences allows tracking whether and how susceptibility
varies over time (Behling et al. 2016; Golovko et al. 2017b), though
within limits of revisit period of the satellite, overall time period of
data acquisitions, sensor resolution, and cloud cover. Systematic
monitoring can record, for example, precursory slope failures that
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may exhaust much of the soil cover at a given site and thus reduce
the susceptibility to shallow landslides. Such precursory slope
failures may also indicate later occurrence of larger slope failures
initiated then by rare triggering conditions such as extreme pre-
cipitation. Time series of landslide surface characteristics derivable
from satellite imagery can also capture how landslide-induced
losses of vegetation cover may affect the local soil hydrology and
thus alter slope stability. Quantifying the above-mentioned influ-
ences on a susceptibility model could aid more objective model
estimates.

In this study, we address whether and how this variability in
landslide susceptibility can be captured by multivariate logistic
regression, a common model used for statistical inference. Multi-
variate logistic regression can predict local landslide susceptibility
based on the weighted combination of predictors, choice of which
may change drastically the regression coefficients and the overall
performance (Formetta et al. 2016). However, instead of searching
for the optimal predictor set, we check how models perform if the
sampled predictor values cover only parts of landslides instead of
their entirety. First, we test whether it matters to use only part of
the data enclosed within mapped landslide margins. The rationale
behind this approach is that incomplete mapping of landslides will
in many cases only afford information about environmental pre-
dictors in parts of the scar, body, or deposits of slope failures. We
simulate these constraints by a stratified sampling scheme and test
how this scheme affects the predictive performance of a widely
used landslide susceptibility model. We also test whether and how
the model performance depends on landslide size besides the
sampling location. Second, we test how thus derived susceptibility
estimates change over time as more data become available. We
start with an initial training set of landslides and keep adding
newly mapped landslides as testing data to track the performance
of the logistic regression model over time. Hence, we explore
whether sample size that increases with time notably improves
the predictive performance of the models, and whether this war-
rants ongoing, resource-intensive data collection.

Study area and data
The study area is situated in southern Kyrgyzstan along the east-
ern rim of the Fergana Basin in the Tien Shan mountains (Fig. 1).
The rising topography of the eastern rim of the Fergana Basin
receives higher precipitation from incoming westerlies, whereas
ongoing tectonic deformation results from the overthrusting of the
Pamir block on to the southern Tien Shan (Coutand et al. 2002;
Reigber et al. 2001; Strecker et al. 2003; Zubovich et al. 2016). Both
elevated precipitation and tectonic activity induce landslides
mostly within weakly consolidated Mesozoic and Cenozoic sedi-
ments (Roessner et al. 2005; 2006; Wetzel et al. 2000). Hence,
landslides have been responsible for more than half of all natural
hazard-related deaths in our study area, similar to other regions in
Central Asia, including Uzbekistan, and Tajikistan (Havenith et al.
2017).

We used two landslide inventories in our analyses. The first
database was compiled in a multi-temporal landslide inventory
consisting of landslide objects in form of polygons which were
derived in a semi-automated way from time series of optical
RapidEye satellite remote sensing data covering the time period
between 2009 and 2017. Landslides were detected by analyzing
temporal changes in the Normalized Difference Vegetation Index

(NDVI) and relief-oriented parameters (e.g. hillslope inclination,
relief position) in a rule-based approach combining pixel-and
object-based analyses. Landslides are often visible as discretely
appearing and gradually closing gaps in the vegetation cover as a
consequence of failure and regrowth. This vegetation regrowth is
usually slower compared with vegetation growth around landslide
patches, while the landslide-affected areas are prone to subsequent
erosion and reactivation processes. These distinct dynamics allow
separating fresh landslides from seasonal changes in vegetation or
cropping patterns in agricultural areas. Automated analysis of
these changes also enables distinguishing permanently bare areas
(e.g. urban structures, water bodies, rock outcrops) from tempo-
rarily unvegetated landslide areas. Detailed descriptions of the
landslide mapping methods can be found in Behling and
Roessner (2017) and Behling et al. (2014; 2016). For this study,
semi-automated landslide detection was performed in a retrospec-
tive way by processing the entire time series of available images.
Automatically detected landslide objects were thoroughly validat-
ed by visual inspection using high-resolution imagery. Many of
these landslide locations were also visited during repeated field
investigations between 2012 and 2017 (Fig. 2d). The resulting in-
ventory for this study comprises about 8500 landslides that oc-
curred between 2009 and 2017 within the 120 km by 150 km study
area (Fig. 1).

Landslide planforms in this multi-temporal inventory vary in
size between 10 m2 and 2 km2 (Fig. 3). Besides the outline and
areal coverage, each landslide is characterised by its time period
of occurrence determined by the temporal resolution of the
satellite imagery contained in the time series. This reference
interval consists of the time between the last suitable image
acquisition before the landslide occurred and the first suitable
image acquisition after the landslide failure. Hence, this inven-
tory also includes reactivation of landslides (Fig. 2), which have
previously occurred during the observation period as long as
those reactivations have resulted in a significant spectral contrast
detectable by the used semi-automated analysis method (Fig. 3b).
The annual reactivation rate increased from 3% in 2010 to ≈15%
in 2012, expressed in terms of the total annual landslides area.
This trend persists at similar rates thereafter. The rate is as low as
3% at the start of the monitoring, whereas reactivated landslides
predating the observation period (2009–2017)—e.g. from 2007 or
2008—cannot be captured. We refer to this multi-temporal land-
slide inventory derived by a validated semi-automated remote
sensing-based approach (Behling et al. 2016) as ‘automatic’ and
to the susceptibility models based on this inventory as automatic
models’.

The second landslide inventory, we use here, was compiled by
Havenith et al. (2015) in form of a historic inventory originally
covering the whole Tien Shan. This inventory comprises various
data sources, e.g. remote sensing, field investigations, reports, and
previously published inventories without a time stamp (e.g. Strom
and Korup 2006; Schlögel et al. 2011). To allow a direct comparison
between the two inventories, we extracted some 1100 landslides
from this second inventory, which fall within our study area (Fig.
1). Landslide areas range from 1500 m2 to 30 km2 (Fig. 3). We refer
to this subset of the second inventory as ‘manual’ and the suscep-
tibility models using this inventory as ‘manual models’.

Logistic regression is a common tool for estimating landslide
susceptibility, but hinges on a carefully selected set of landslide
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predictors. Following recent recommendations (Liu et al. 2016;
Othman et al. 2018; Reichenbach et al. 2018), we derived a set of
geological, hydrological, land cover, and morphological predictors:
(i) local hillslope inclination, aspect, topographic position index
(TPI), and total curvature extracted using TopoToolbox
(Schwanghart and Scherler 2014) from the 30-m resolution digital
elevation model (DEM) of the Shuttle Radar Topographic Mission
(SRTM; Farr et al. 2007); (ii) hydrological flow accumulation as a
proxy for rainfall runoff, and distance from the road network
based on the shortest flow direction (OpenStreetMap®; World
Bank 2017), as roads can alter runoff and slope stability; (iii)
satellite-based land cover indices including the NDVI, and indices
of quartz and iron oxide content at the Earth surface; and (iv)
nominal classes of the regional geology (geological periods;
Saponaro et al. 2015) as proxies for rock types.

We used the spectral indices of quartz, iron oxide content, and
NDVI in the model assuming that different soil types would have
different combinations of index values. Quartz content is high in
paleosols and loess sequences in which it can attain 40–65% (Gallet
et al. 1996; Zheng et al. 1994). Iron oxides can help to discriminate
between soil types as their iron-oxide concentration is closely related
to environmental andweathering factors, such as rockmineralogy, soil
moisture, temperature, or pH (Cornell and Schwertmann 2003;

Schwertmann and Taylor 1989). For the derivation of these indices,
we used Sentinel-2 (S2) image data with a spatial resolution of 10 m to
compute the NDVI using four Sentinel-2 L1C scenes obtained from the
Copernicus Open Access Hub (https://scihub.copernicus.eu). The
NDVI quantifies green vegetation and phenology (Rouse Jr. et al.
1974), normalising green leaf scattering in the near-infrared wave-
length (S2-Band 8, 832 nm) and chlorophyll absorption in the red
wavelength (Band 4, 664 nm). The spectral range, resolution, and
revisit time of only 5 days of Sentinel-2 is well suited for these
applications (Frampton et al. 2013; van der Meer et al. 2014). Our
choice of acquisition period was also guided by preferring images with
low cloud cover (<5%). Each scene was atmospherically corrected
from top of atmosphere (TOA) to bottom of atmosphere (BOA)
reflectance using the Sen2Cor algorithm in the Sentinel Application
Platform toolbox (SNAP; Louis et al. 2016). Spectral bands were then
resampled to a resolution of 20 m and a mosaic was created using
ENVI® v5.1 software. We used the spectral angle mapper algorithm
(SAM; Kruse et al. 1993) to measure the degree of similarity between
spectra extracted from the Sentinel-2 mosaic and quartz spectra
resampled to the resolution of Sentinel-2 from the United States
Geological Survey (USGS) spectral library (Kokaly et al. 2017). We
used the ratio between S2-Bands 4 (664 nm) and 2 (492 nm) as a
proxy for iron oxides content (van der Werff and van der Meer 2015).
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We re-projected and re-sampled all data to the DEM grid resolution of
30 m for consistency (Table 1). Finally, we extracted the Climate
Hazards Group InfraRed Precipitation with Station Data (CHIRPS
version 2.0) that merge 0.05∘ resolution satellite with weather-station
measurements (Funk et al. 2015); CHIRPS time series may help to
demonstrate a possible seasonality of landslide occurrences.

Methods
We use multivariate logistic regression to estimate the probability
that a given DEM grid cell is classified as a landslide. Modern
susceptibility models based on random forests, support vector

machines, or artificial neural networks usually outperform logistic
regression (Braun et al. 2015; Chang et al. 2019). Yet logistic re-
gression allows a straightforward interpretation of its coefficients
as the relative weights of the standardised predictors (Table 1).
This opportunity for comparing the relative influence of each
predictor is often lost in more sophisticated, black-box models
(e.g. Martinović et al. 2016; Samia et al. 2018). Our model input
consists of randomly sampled 5000 predictor values each from
both within and outside of the landslide polygons separately for
the two inventories. For each sample, we recorded the correspond-
ing class label, i.e. ‘landslide’ or ‘no landslide’. We tested a number
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Fig. 2 Landslide sequence at the eastern rim of the Fergana Valley, Kyrgyzstan, and capture in the multi-temporal landslide inventory. (a–c) RapidEye images used for
semi-automated mapping of the landslide outlines (yellow and blue polygons). (d) Mapped landslide outlines draped on Google Earth (GE) perspective view; acquisition of
GE imagery 2013-11-22. (e–g) UAV images taken during field surveys in October 2016 (g) and August 2017 (e, f) show the landslide in 2016 and 2017 as part of a larger
unstable hillslope; (g) older landslides to the west (predating our study) and fresh failures captured in (e, f)
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of sample variants that we divided into three groups. Two of these
groups explore the sensitivity of the model to the sampling loca-
tion of the predictors inside landslide margins (spatial sampling,
Table 2). The third group investigates the sensitivity of the auto-
matic model over time as increasing amount of data becomes
available through newer satellite imagery (temporal sampling,
Table 2). We express all performance changes with respect to a
reference model that takes in all available landslide data. To
estimate the predictive performance of our models, we compute

the area under the receiver operating characteristic curve (ROC-
AUC) using a 10-fold cross-validation (Costache 2019). The ROC is
a graphical illustration of the diagnostic ability of logistic regres-
sion. A ROC-AUC value of 0.5 identifies a purely random classifier,
whereas a value of 1 is a perfect classification. We compare the
average ROC-AUC of the models that of the base model and check
whether the mean difference between the models exceeds the error
bounds of the base model based on 10-fold cross-validation.

Spatial sampling
We test whether susceptibility to slope failure changes measur-
ably when using predictors from either landslide scar or toe
areas, while considering also landslide size. To this end, we
partition the landslide inventories into two, four, and six
quantiles of landslide area to maintain equal sample sizes.
We then compute logistic regression models for discrete bins
(quantiles) for several geomorphometric variables (Table 1). We
sample predictor values according to their normalised elevation
in the landslide to distinguish objectively between scar and toe
areas (Fig. 4a), with normalised elevation ranging from 0
(landslide toe) to 1 (landslide crown).

We also test how sampling predictors from various areal por-
tion and relative centrality affect the susceptibility model (Fig.
4b, c). An areal portion of 0 (1) means that a given cell is
completely outside of (within) the landslide margins. A relative
centrality of 0 (1) identifies a cell at a landslide margin (centre).

We define landslide compactness as the average angle be-
tween all vectors connecting the highest part of the crown
with landslide grid cells and the vector defining the landslide
long axis (Fig. 4d). The long axis of a landslide is defined
here as the shortest path connecting the highest and lowest
points within the landslide planform. We use this compact-
ness to split the inventories into subsets of symmetric and
asymmetric landslides that we discerned using different per-
centiles in compactness.

Landslide cells are randomly sampled 100 times for each com-
bination of all these location metrics, leading to a total of 10 × 10 ×
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Table 1 List of landslides predictors used in the model

Predictors Unit Resolution Reprojected

Elevation m 1′′ (WGS84) 30 m (UTM 43 N)

Hillslope inclination ° 30 m -

Total curvature m−2 30 m -

Flow accumulation m2 30 m -

TPI m 30 m -

Aspect ° 30 m -

Downhill distance from roads m 30 m -

Uphill distance from roads m 30 m -

Geology - 30 m -

NDVI - 20 m 30 m (UTM 43 N)

Quartz index - 20 m 30 m (UTM 43 N)

Iron oxides index - 20 m 30 m (UTM 43 N)
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10 × 9 × 100 = 9 × 105 model runs. These 9 × 105 combinations are
then repeated by switching crown with toe locations (Fig. 4a). By
doing so, we also sample predictors in percentiles starting from the
accumulation zone up to the depletion zone of each landslide. We
use the Kolmogorov-Smirnov (KS) to test the statistically signifi-
cant changes in model performance linked to the different sam-
pling schemes from either crown to toe or the reverse. The KS test
evaluates the difference between the empirical cumulative distri-
bution functions of the model results for each sampling scheme.

Temporal sampling
We train a number of models at monthly steps determined by each
image acquisition date ti to investigate the effect of having more
landslide data over time during a satellite-based monitoring cam-
paign. We thus test predicted landslide susceptibility with younger
landslides, i.e. those that postdate the image date ti by less than a
year, taking into account their uncertain dates. Each landslide age is
in an interval defined by the date of the images showing the first
landslide evidence (Tf), and the date of the previous available image
(Tp). If ti is within the age bracket of any landslide (Tp < ti < Tf), we
randomly place that landslide into training and (unobserved) testing
data weighted by the time difference in days with respect to ti. For
example, for an image acquired on t1 = April 15, and a known age
bracket of a landslide between Tp =April 12 and Tf=April 22, we
estimate a probability of (15 − 12)(22− 12) = 0.3 that this landslide
belongs to the training set (Fig. 5). We repeated this random place-
ment 100 times for each ti, together with a 10-fold cross-validation to
obtain a total of 103 ROC-AUC estimates of model performance. We
then repeat these steps by testing a total of 12 × (2017 − 2009) = 96
monthly updates of the model for all landslides (i.e. our reference
model), thus covering nearly a decade of monitoring data.

Results
We keep the number of predictors fixed in our logistic regression
models (for distributions see Fig. 7) and note that the individual
weights vary considerably with the different sampling schemes.
The weights fluctuate less in the automatic than in the manual
model (Fig. 6). The estimated model performance in terms of the
ROC-AUC is 78% ± 3% (68% ± 3%; 95% bootstrap interval) for the
automatic (manual) model, if sampling predictor values from all
grid cells within all training landslide polygons (Fig. 7). This model
outcome refers to the reference model (Fig. 8a, b).

Spatial sampling
We first report the model sensitivity to sample predictors from
quantiles of landslide size and relative elevation (Fig. 4a). We find
that the performance of the automatic model increases >9% (from
78 to >87%, Fig. 9), when sampling from the lower parts of
landslides as well as from larger landslides. This trend is similar,
but less distinct for the manual model, where sampling from
smaller landslides slightly raises performance (from 68 to >75%,
Fig. 9b, d). When we use more quantiles, the manual model that
samples larger landslides performs better (Fig. 9f).

Model performance changes less distinctly if we sample the
predictor values cumulatively from either landslide head or toe
(Fig. 10). Except for when we sample in percentiles of areal fraction
and relative centrality (Figs. 4b, c and 10a, c), the ROC-AUC values
generally remain unchanged for the automatic model.

Grid cells with greater overlap with landslides elevate the ROC-
AUC of the automatic model by about 11% (Fig. 10a), whereas the
performance of the manual models remains unchanged (Fig. 10b).
The ROC-AUC also increases if including more central landslide
cells in the automatic model, though hardly for the manual model
(Fig. 10c, d). In all runs, the performance is on average higher for
samples from the landslide accumulation zone; all the pairs are
significantly different at the 5% significance level (Fig. 10e–h). The
performance of the automatic model is largely insensitive to the
sampling locations within landslides, and the trend is statistically
insignificant (Fig. 10e, g). Nevertheless, the ROC-AUC of the man-
ual model increases by >10%, if sampling only from landslide toes
(Fig. 10f, h), especially for asymmetric landslides (Fig. 10h). Sam-
pling more towards the landslide crown consistently decreases the
performance of the manual model, although the error bands
overlap with those of the model using mainly toe samples.

Temporal sampling
The performance of the models changes only slightly with increas-
ing availability of landslide data. The ROC-AUC of both the train-
ing and testing data roughly level out after the first year of
landslide monitoring already when landslides affected some
0.01% of the study area (≈1000 cells, orange lines in Fig. 11b, c).
The average ROC-AUC remains largely constant for both training
and testing data until late 2016, though its uncertainty in terms of
the 95% bootstrap interval marginally narrows with time. We also
observe that the model performance increases above that of the

Table 2 Tested sample variants, two are spatial and the last one is temporal sampling. c.v. indicates cross-validation, r.s. stands for random sampling

No. Criteria Bin type Intervals Sampling

1 Relative elevation landslide area Discrete 2 quantiles 0–1/2–1 10-fold c.v.
100 r.s.

4 quantiles 0–1/4–
2/4–

3/4–1

6 quantiles 0–1/6–
2/6...

5/6–1

2 Relative elevation areal portion Cumulative 10 percentiles 0.1–1, 0.2–1...0.9–1 10-fold c.v.
100 r.s.

0–1, 0.1–1...0.9–1

0–0.1, 0–0.2...0–1

Relative centrality compactness 9 percentiles 0–1/10–1, 0–
2/10–1...0–

9/10–1

3 Temporal Discrete Monthly increments 10-fold c.v.
100 r.s.

1.1.2009–31.12.2017
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training model for periods encompassing landslides that occurred
within a year of ti (blue lines in Fig. 11b, c). The error margins for
the testing data from 2011 to 2014 are larger than those of other
periods as the dates of those landslides are more uncertain
(Fig. 11a). After 2016, landslide numbers increased threefold to
fourfold compared with previous years, though most of those
landslides were smaller than the DEM grid resolution of this
analysis (≤900 m2 and shown in Fig. 11b). Upon removing these
small landslides, the mean ROC-AUC increased by ≈3% (orange
lines in Fig. 11b and c) and approached that of the testing data by
2016, i.e. near the end of our monitoring period.

Discussion
Our main goal was to test how sensitive landslide susceptibility
estimates are to the choice of where and when we sample predictor
data from mapped landslides. Does it matter whether we include
only characteristics from either landslide crowns or toes? Should

we sample across all landslide sizes evenly to achieve a predictive
performance that is sufficiently representative? Do these suscepti-
bility estimates change on a yearly or even monthly basis? What
difference the choice of landslide catalog make in the final suscep-
tibility estimate? Our results show that the performance of a
simple logistic regression model, for a fixed choice of predictors,
increases over the reference model when sampling predictor data
from landslide-toe areas. This rather unconventional improve-
ment could arise, while the deposits of many high mobile land-
slides such as debris flows might reach in scarce flat regions in the
study area (Figs. 1b and 7b, c). Although the scarcity of planes
could lead to spatial correlation of the predictors in those deposits,
the homogeneous distribution of the landslides along the study
area hinders such an impact. The improvement in terms of the
ROC-AUC is about 10% and consistent for both automatic and
manual models (Figs. 9 and 10). The individual predictor weights
of the logistic regression remain largely unchanged in the

Fig. 4 Metrics of relative landslide location for simulating the quality of landslide mapping with respect to known and fixed margins. (a) Normalised elevation of grid cells
within the landslide margins. (b) Fraction of grid-cell area within the landslide margins. (c) Normalised distance from landslide margins. (d) We also introduce
compactness, expressed as the mean deviation of the angles between all vectors from landslide scar to grid cells and the vector defining the long axis of the landslide
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Fig. 5 Strategy of random sampling for checking updating effects on the landslide susceptibility model. (a) Estimated time intervals (dark grey horizontal lines) during which
landslides >900 m2 occurred, judging from the acquisition dates of satellite images (sample is from automatic inventory). Note the abundance of landslides in 2010 and 2017.
Here ti is an example date for which to determine the data into training and testing subsets (red dashed vertical line). (b) Color bar shows the probability of a landslide being
sampled in the training subset based on the fraction of splitting of the age intervals of each landslide; see the ‘Study area and data’ section for more explanation
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automatic model regardless of sampling strategy, but oscillate
more strongly in the manual model (Fig. 6).

Involving landslide cells to the model in a way that all the
landslides are represented covering the entire study should elevate
model performance (Zêzere et al. 2017). This approach fundamen-
tally aims to capture the diversity of the landslide predisposing
factors. In our analyses, sampling from larger landslides (>104 m2)
elevates the performance of the automatic model by >10% (Fig.
9a–e), as does considering only cells with an areal portion of 1, i.e.
those being fully inside the landslide boundaries. The latter im-
provement is a consequence of landslide size, as nearly half of the
landslides are ≤900 m2 in the automatic inventory. Removing
those smaller landslides also improves the performance of the
model, most likely because they have an average area that ap-
proaches the resolution of the DEM (e.g. Golovko et al. 2017a).
Sampling only central landslide portions that are well away from
margins favours the influence of large landslides in the model and
is consistent with the seemingly better performance of models
that use only larger landslides (Fig. 9a–e). For the manual inven-
tory, it is the sampling of preferably smaller (<10 km2) landslides
that raised predictive performance, though only marginally by
>7%.

In only one case, where the manual model was trained by
samples from very large landslides exclusively, i.e. >20 km2 (2

landslides, Fig. 3), was the performance better (Fig. 9f). This
improvement may come at the cost of high spatial autocorrelation
between the predictors. Susceptibility models using data inputs by
cell always carry the risk of this bias, since the landslide cells are
treated as being statistically independent (Erener et al. 2010;
Reichenbach et al. 2018). Irrespective of the different landslide size
distributions in the two inventories (Fig. 3), sampling from land-
slides with areas between 104 and 106 m2 raised the performance.
In manual (automatic) inventory, about 1100 (800) are in this
interval counting about 60% (30%) of the total landslide area
(Fig. 3). Considering all the above-mentioned, we could synthesis
that mapping small ≤900 m2 or very large >10 km2 landslides
lowers the model performance (excluding the case where we sus-
pect autocorrelation; Figs. 9 and 11). In essence, smaller landslides
may fail to capture sufficiently the diversity of the factors that lead
to slope instability, whereas the larger landslides tend to represent
more broadly the range of values in the multivariate predictor
space (Figures 3 and 9).

Increasing number of landslides that cover the entire study area
should gradually elevate the landslide susceptibility estimates
(Günther et al. 2014). On the contrary, the predictive performance
for the automatic model (orange line in Fig. 11b, c) hardly changes
as more landslide data become available over time, when we study
whether and how landslide susceptibility changes through time.
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Fig. 8 Landslide susceptibility inferred from multivariate logistic regression. (a, b) The reference models trained on all available data in each inventory; (c, d) Based on the
same model, though sampling only from above the median elevations of landslides; (e, f) Based on samples only from below the median elevations of landslides. Green
(black) polygons are mapped landslides used to train (test) the models. See Fig. 9 for the predictive performance of these models. Density estimates show the susceptibility
with the same colormap
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This indicates a saturation limit, beyond which more data might
not necessarily improve the model performance. In the Fergana
Basin, we find that the performance stabilised roughly after 1000
landslide cells that cover 0.01% of our study area, given that these
early landslides of 2009 and 2010 are somehow homogeneously
distributed over the study area.

By dividing the landslide inventory to training and testing
subsets at fixed dates, we can test repeatedly the performance of
the model with previously unobserved sets of landslides. Our
strategy differs from that in many landslide susceptibility studies
that routinely extract training and testing subsets from their data
by chance (e.g. Braun et al. 2015; Günther et al. 2014; Lombardo
and Mai 2018). Random subsetting loses information on the timing
of landslides and potential coeval triggers such as earthquakes or
rainstorms. Such event-triggered landslides might tend to cluster

in certain topographic or lithologic niches leading to the overesti-
mation of the performance of a susceptibility model (Steger et al.
2016). With temporal division of the training and testing subsets,
we minimise the chance of event-triggered landslides to fall into
both the subsets; thus, topographic or lithologic properties of the
testing set are unknown to the trained model. This is reflected by
the consistent drop of ROC-AUC (5% in Fig. 11b and 2% in Fig. 11c)
between the training and testing samples between 2010 and 2017
(Fig. 11b, c), which might indicate that the diagnostic performance
of a regular landslide susceptibility model for future landslides is
2–5% lower than the original model performance, which
is estimated, e.g. via 10-fold cross-validation (Lombardo and Mai
2018).

The above-mentioned assumption—the model performance of
testing model should be lower than the one of training
model—failed in a particular period. Our model classified the
testing subset unexpectedly better that the training subset between
2012 and 2016 when the testing landslides that occurred in subse-
quent years (blue lines in Fig. 11b, c). We suggest a few potential
reasons to explain this performance mismatch. The ratio of train-
ing and testing subsets in 2012 (≈5:1) increases until 2016. Such a
mismatch in performance is absent, when the ratio imbalance was
favouring the testing subset in the model that cover all the subse-
quent landslides (orange lines in Fig. 11b, c), likely ruling out the
possibility that the sampling proportions distort the ROC-AUC
estimate. The other reason is the reactivation of landslides that
were used to train the models. We observe a fivefold increase in
the reactivation rate in 2012 (Fig. 3b), which coincides with a drop
in the total count and area of landslides (Figs. 5a and 11a). Besides
this reactivation rate, postlandslides are claimed to increase the
susceptibility for follow-up landslides in the subsequent years
(Samia et al. 2017). Half of the landslides in 2012 occurred only
within 300 m of an earlier landslide, which could be related to the
legacy effect of the postlandslides. This distance gradually in-
creases first to 450 m in 2013 and then to 700 m in 2014.

The reference interval to detect landslides increases towards the
autumn and winter months due to cloud and snow cover (shaded
blue, Fig. 11a). These uncertainties in landslide timing contribute
to a higher bootstrapping variance, while estimating the model
performance (shaded areas, Fig. 11b, c). We note a small decrease
in the landslide area during the early summer months, most likely
linked to higher rainfall and snowmelt around the rims of the
Fergana Valley (Behling et al. 2014; Havenith et al. 2015).

By sampling predictor data from different portions of the
landslides, we were able to alter the model performance by about
10% compared with a reference model that uses all the available
data. Although the maximum ROC-AUC is achieved when sam-
pling predictors predominantly from the toe areas of the land-
slides, we would like to state that the improvement in ROC-AUC
does not necessarily lead to a better landslide susceptibility model
(Zêzere et al. 2017). Many of the improvements remain marginal
(<5%) in spatial tests indicating the statistical robustness of the
susceptibility model to sampling locations. The choice of the
landslide inventory seems to be the main determinant of the final
susceptibility performance, via landslide area distribution and the
coverage over the study area (Günther et al. 2014). Also in the
temporal sampling, we witness that the model improvement after a
short time period is little to none. Our temporal tests point out
another issue about the correct assessment of a susceptibility
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model performance due to fair division of testing and training
subsets of the landslide inventory (Lombardo and Mai 2018):
traditional methods for this division based on chance might lead
to a slight overestimation of performance.

Conclusion
Multivariate logistic regression has been widely used to predict the
likelihood for a given (pixel) location to be involved in a landslide.
We applied this method to a study area at the eastern rim of the
Fergana Basin, Kyrgyzstan, considering a set of morphological,
geological, and land cover proxies as predictors. Specifically, we
tested how the model performance changes with different pixel

sampling strategies according to landslide position, shape, and
size. We also explored the sensitivity of predictions as the number
of landslides for training the model increases with time. Our
findings suggest that, where detailed data are unavailable for this
highly landslide-prone region, training the model using pixels
from landslide deposits might suffice for predicting terrain sus-
ceptible to slope failure (Figs. 9 and 10). The model performs
consistently better when predictors are sampled from landslide
toes, regardless of different methods of landslide mapping that we
tested systematically for two inventories. Landslide size distribu-
tion can alter predictions significantly. We obtain a better perfor-
mance when sampling data from intermediate-sized (104 − 106 m2)
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landslides, regardless of whether the inventory was derived man-
ually or automatically. We infer that intermediate-sized landslides
reflect the diversity of the slope instability factors better than
smaller or larger landslides.

Finally, the increases in predictive performance through time
are modest because the first year of observation already offered a
large number of training data (Fig. 11). In this context, we find that
temporal sampling could reduce biases in assessing the perfor-
mance of a susceptibility model. Our results motivate revisiting the
concept of static susceptibility and its interpretation in statistical
models. Yet even the best performing models may fail to capture
the underlying physical processes or give insight into the possible
landslide release mechanism. This perspective might contrast with
requirements of site-specific engineering but may be useful in
regional landslide risk assessment.
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