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Abstract

The evolution of life on Earth has been driven by disturbances of different types and
magnitudes over the 4.6 million years of Earth’s history (Raup, 1994, Alroy, 2008).
One example for such disturbances are mass extinctions which are characterized by
an exceptional increase in the extinction rate affecting a great number of taxa in a
short interval of geologic time (Sepkoski, 1986). During the 541 million years of the
Phanerozoic, life on Earth suffered five exceptionally severe mass extinctions named
the “Big Five Extinctions”. Many mass extinctions are linked to changes in climate
(Feulner, 2009). Hence, the study of past mass extinctions is not only intriguing, but can
also provide insights into the complex nature of the Earth system. This thesis aims at
deepening our understanding of the triggers of mass extinctions and how they affected
life. To accomplish this, I investigate changes in climate during two of the Big Five
extinctions using a coupled climate model.

During the Devonian (419.2–358.9 million years ago) the first vascular plants and
vertebrates evolved on land while extinction events occurred in the ocean (Algeo et al.,
1995). The causes of these formative changes, their interactions and their links to
changes in climate are still poorly understood. Therefore, we explore the sensitivity of
the Devonian climate to various boundary conditions using an intermediate-complexity
climate model (Brugger et al., 2019). In contrast to Le Hir et al. (2011), we find only a
minor biogeophysical effect of changes in vegetation cover due to unrealistically high
soil albedo values used in the earlier study. In addition, our results cannot support the
strong influence of orbital parameters on the Devonian climate, as simulated with a
climate model with a strongly simplified ocean model (De Vleeschouwer et al., 2013,
2014, 2017). We can only reproduce the changes in Devonian climate suggested by proxy
data by decreasing atmospheric CO2. Still, finding agreement between the evolution
of sea surface temperatures reconstructed from proxy data (Joachimski et al., 2009)
and our simulations remains challenging and suggests a lower δ18O ratio of Devonian
seawater. Furthermore, our study of the sensitivity of the Devonian climate reveals
a prevailing mode of climate variability on a timescale of decades to centuries. The
quasi-periodic ocean temperature fluctuations are linked to a physical mechanism of
changing sea-ice cover, ocean convection and overturning in high northern latitudes.
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In the second study of this thesis (Dahl et al., submitted) a new reconstruction of
atmospheric CO2 for the Devonian, which is based on CO2-sensitive carbon isotope
fractionation in the earliest vascular plant fossils, suggests a much earlier drop of atmo-
spheric CO2 concentration than previously reconstructed, followed by nearly constant
CO2 concentrations during the Middle and Late Devonian. Our simulations for the
Early Devonian with identical boundary conditions as in our Devonian sensitivity study
(Brugger et al., 2019), but with a low atmospheric CO2 concentration of 500 ppm, show
no direct conflict with available proxy and paleobotanical data and confirm that under
the simulated climatic conditions carbon isotope fractionation represents a robust proxy
for atmospheric CO2. To explain the earlier CO2 drop we suggest that early forms of
vascular land plants have already strongly influenced weathering. This new perspective
on the Devonian questions previous ideas about the climatic conditions and earlier
explanations for the Devonian mass extinctions.

The second mass extinction investigated in this thesis is the end-Cretaceous mass
extinction (66 million years ago) which differs from the Devonian mass extinctions in
terms of the processes involved and the timescale on which the extinctions occurred. In
the two studies presented here (Brugger et al., 2017, 2021), we model the climatic effects
of the Chicxulub impact, one of the proposed causes of the end-Cretaceous extinction,
for the first millennium after the impact. The light-dimming effect of stratospheric
sulfate aerosols causes severe cooling, with a decrease of global annual mean surface
air temperature of at least 26◦C and a recovery to pre-impact temperatures after more
than 30 years. The sudden surface cooling of the ocean induces deep convection which
brings nutrients from the deep ocean via upwelling to the surface ocean. Using an ocean
biogeochemistry model we explore the combined effect of ocean mixing and iron-rich
dust originating from the impactor on the marine biosphere. As soon as light levels
have recovered, we find a short, but prominent peak in marine net primary productivity.
This newly discovered mechanism could result in toxic effects for marine near-surface
ecosystems. Comparison of our model results to proxy data (Vellekoop et al., 2014, 2016,
Hull et al., 2020) suggests that carbon release from the terrestrial biosphere is required
in addition to the carbon dioxide which can be attributed to the target material. Surface
ocean acidification caused by the addition of carbon dioxide and sulfur is only moderate.
Taken together, the results indicate a significant contribution of the Chicxulub impact to
the end-Cretaceous mass extinction by triggering multiple stressors for the Earth system.

Although the sixth extinction we face today is characterized by human intervention
in nature, this thesis shows that we can gain many insights into future extinctions from
studying past mass extinctions, such as the importance of the rate of change (Rothman,
2017), the interplay of multiple stressors (Gunderson et al., 2016), and changes in the
carbon cycle (Rothman, 2017, Tierney et al., 2020).



Zusammenfassung

In den 4,6 Milliarden Jahren Erdgeschichte wurde die Entwicklung des Lebens durch
Störungen unterschiedlichster Art geprägt (Raup, 1994, Alroy, 2008). Ein Beispiel für
solche Störungen sind Massenaussterben. Diese sind durch einen außergewöhnlichen
Anstieg der Aussterberate einer großen Anzahl von Taxa in einem kurzen geologischen
Zeitintervall gekennzeichnet (Sepkoski, 1986). Während der 541 Millionen Jahre des
Phanerozoikums traten fünf außergewöhnlich schwere Massenaussterben auf. Viele Mas-
senaussterben stehen mit Klimaveränderungen im Zusammenhang (Feulner, 2009). Die
Untersuchung vergangener Massenaussterben ist daher nicht nur faszinierend, sondern
gibt auch Einblicke in die komplexen Prozesse des Erdsystems. Diese Dissertation möchte
unser Verständnis für die Auslöser von Massenaussterben sowie deren Auswirkungen auf
das Leben erweitern. Dazu untersuche ich die Klimaveränderungen während zwei der
fünf großen Aussterbeereignisse mit Hilfe eines gekoppelten Klimamodells.

Während des Devons (vor 419,2-358,9 Millionen Jahren) entwickelten sich die ersten
Gefäßpflanzen und Wirbeltiere an Land, während im Ozean Massenaussterben statt-
fanden (Algeo et al., 1995). Die Ursachen dieser tiefgreifenden Veränderungen, ihre
Wechselwirkungen und ihre Zusammenhänge mit Klimaveränderungen sind noch wenig
verstanden. Daher untersuchen wir die Sensitivität des Klimas des Devons bezüglich
verschiedener Randbedingungen mit einem Klimamodell mittlerer Komplexität (Brugger
et al., 2019). Im Gegensatz zu Le Hir et al. (2011), die unrealistisch hohe Albedo Werte
für den Boden verwenden, finden wir nur einen geringen biogeophysikalischen Einfluss
von Änderungen der Vegetationsbedeckung. Außerdem können unsere Simulationen den
starken Einfluss von Orbitalparametern, der mit einem Klimamodell mit stark verein-
fachtem Ozeanmodell (De Vleeschouwer et al., 2013, 2014, 2017) simuliert wurde, nicht
reproduzieren. Die in Proxydaten gefundenen klimatischen Veränderungen im Devon
können wir nur durch eine Verringerung des atmosphärischen CO2 simulieren. Dennoch
bleibt es eine Herausforderung, eine Übereinstimmung zwischen der aus Proxydaten
(Joachimski et al., 2009) rekonstruierten Entwicklung der Meeresoberflächentemperatu-
ren und unseren Simulationen zu finden. Dies deutet auf ein niedrigeres δ18O-Verhältnis
des Meerwassers im Devon hin. Außerdem finden wir im Rahmen unserer Sensitivitäts-
studien eine Klimavariabilität auf einer Zeitskala von Jahrzehnten bis Jahrhunderten.
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Die quasi-periodischen Schwankungen der Ozeantemperatur werden durch einen phy-
sikalischen Mechanismus aus sich verändernder Meereisbedeckung, Konvektion und
Umwälzbewegung in den hohen nördlichen Breiten des Ozeans angetrieben.

In der zweiten Studie dieser Dissertation (Dahl et al., submitted) präsentieren wir eine
neue Rekonstruktion des atmosphärischen CO2 für das Devon, die auf CO2-sensitiver
Kohlenstoffisotopenfraktionierung in den frühesten Gefäßpflanzenfossilien basiert. Diese
zeigt einen viel früheren Abfall der atmosphärischen CO2-Konzentration als bisherige
Rekonstruktionen, gefolgt von nahezu konstanten CO2-Konzentrationen während des
Mittel- und Spätdevon. Unsere Simulationen für das frühe Devon mit identischen Rand-
bedingungen wie in unserer Sensitivitätsstudie (Brugger et al., 2019), jedoch mit einer
niedrigen atmosphärischen CO2-Konzentration von 500 ppm, zeigen keinen direkten
Konflikt mit verfügbaren Proxy- und paläobotanischen Daten. Zusätzlich bestätigen
die Simulationen, dass unter den simulierten klimatischen Bedingungen die Kohlenstoff-
Isotopenfraktionierung einen robusten Proxy für atmosphärisches CO2 darstellt. Um den
früheren CO2-Abfall zu erklären, schlagen wir vor, dass frühe Formen von vaskulären
Landpflanzen die Verwitterung bereits stark beeinflusst haben. Diese neue Sichtweise
auf das Devon stellt bisherige Vorstellungen über die klimatischen Bedingungen und
frühere Erklärungen für die devonischen Massenaussterben in Frage.

Das zweite in dieser Arbeit untersuchte Massenaussterben ist das Massenaussterben
der späten Kreidezeit (vor 66 Millionen Jahren), das sich von denen im Devon in Bezug
auf die beteiligten Prozesse und die Zeitskala der Aussterben unterscheidet. Eine der
diskutierten Ursachen dieses Massenaussterbens ist der Chicxulub-Meteoriten-Einschlag.
In den beiden hier vorgestellten Studien (Brugger et al., 2017, 2021) modellieren wir
die klimatischen Auswirkungen des Chicxulub Einschlags für das erste Jahrtausend
nach dem Einschlag. Die durch die stratosphärischen Sulfataerosole verringerte Son-
neneinstrahlung verursacht eine starke Abkühlung: die global und jährlich gemittelte
Oberflächenlufttemperatur nimmt um mindestens 26◦C ab und erholt sich erst nach mehr
als 30 Jahren. Die plötzliche Abkühlung der Ozeanoberfläche löst bis in große Tiefen
reichende Konvektion aus, die zum Nährstofftransport aus dem tiefen Ozean an die Ozea-
noberfläche führt. Mit Hilfe eines biogeochemischen Modells des Ozeans untersuchen wir
die kombinierte Wirkung dieser Durchmischung des Ozeans und eisenreichen Staubs aus
dem Meteoriten auf die marine Biosphäre. Sobald wieder genügend Sonneneinstrahlung
auf die Erdoberfläche trifft, erreicht die marine Nettoprimärproduktion ein kurzes, aber
markantes Maximum. Dieser neu entdeckte Mechanismus könnte toxische Folgen für
oberflächennahe Ökosysteme des Ozeans haben. Der Vergleich unserer Modellergebnisse
mit Proxydaten (Vellekoop et al., 2014, 2016, Hull et al., 2020) deutet darauf hin, dass
zusätzlich zum CO2 aus dem Gestein des Einschlagortes Kohlenstoff aus der terrest-
rischen Biosphäre freigesetzt wird. Die Versauerung des Oberflächenozeans durch die
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Zugabe von CO2 und Schwefel ist nur moderat. Insgesamt deuten die Ergebnisse darauf
hin, dass der Chicxulub Einschlag einen wesentlichen Beitrag zum Massenaussterben
der späten Kreidezeit leistete, indem er das Erdsystem multiplen Stressoren aussetzte.

Auch wenn das heutige sechste Aussterben durch menschliche Eingriffe in die Natur
geprägt ist, zeigt diese Dissertation, dass wir aus dem Studium vergangener Massen-
aussterben viele Erkenntnisse über zukünftige Massenaussterben gewinnen können, wie
z. B. die Bedeutung der Änderungsrate (Rothman, 2017), ein besseres Verständnis
des Zusammenspiels multipler Stressoren (Gunderson et al., 2016) und die Rolle von
Veränderungen im Kohlenstoffkreislauf (Rothman, 2017, Tierney et al., 2020).
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Introduction

During the 4.6 billion years of Earth’s history, the Earth system has experienced many
disturbances of different magnitudes and durations. From the beginning to today these
formative changes have been crucial for the evolution of life (Sepkoski, 1986, Raup,
1994, Alroy, 2008, Lenton & Watson, 2011, p. 44-59). After more than 3 billion years
which were dominated by simple forms of life, the Cambrian explosion (541.0 Ma, 1 Ma
= 1 million years ago)1 marked the starting point for the development of all groups
of animals, initiated by the sudden appearance of hard-shelled and skeletal marine
organisms (Hallam & Wignall, 1997, p. 29-30). This heralds the Phanerozoic which
spans the time from 541 Ma to present. The evolution of life during the Phanerozoic
was marked by several periods of mass extinctions which restructured the biosphere and
were crucial for the subsequent development of the Earth system (Raup & Sepkoski,
1982, Hull, 2015). Five particularly severe mass extinctions are named the “Big Five
Extinctions”. Despite the long-lasting interest in the investigation of Phanerozoic extinc-
tions (Cuvier & Jameson, 1818, Chamberlin, 1909, Newell, 1967 for early examples), our
understanding about initial triggers of mass extinctions and how these triggers impact
life is still vague. In many cases extinctions are linked to changes in climate (Feulner,
2009), yet these changes can be very different in nature, magnitude and speed.

This thesis investigates changes in climate utilizing simulations with a coupled climate
model during two periods of mass extinction: the Devonian and the end Cretaceous.
These two periods are chosen as they exhibit very different mechanisms of extinction.
The Middle and Late Devonian as a whole is an interesting period for the investigation
of extinctions as it is marked by multiple episodic decreases in biodiversity. However,
these might not be caused by extinction in the first place, but rather by reduced origi-

1 The time data given here for the beginning and ending of eons, eras, periods, epochs and ages are
based on the International Chronostratigraphic Chart, published by the International Commission
on Stratigraphy (https://stratigraphy.org/). The times given for the mass extinctions are
based on the mid points of the substages considered in Bambach (2006) unless otherwise noted.

https://stratigraphy.org/
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nation (Bambach et al., 2004, Alroy, 2008). Instead of standing out as a catastrophic
event, it is debated whether the Frasnian-Famennian extinction (376.3 Ma) in the Late
Devonian deserves a place among the five major Phanerozoic events (Bambach et al.,
2004). Therefore, our first study about the Devonian investigates the sensitivity of the
Devonian Earth system to several forcings instead of focusing on the Frasnian-Famennian
extinction (Brugger et al., 2019). Proposed causes for the biodiversity decreases during
the Devonian are diverse and uncertain (Algeo et al., 1995), but one frequently cited
hypothesis links the apparent extinction to the colonisation of land by plants (Algeo
et al., 1995, Algeo & Scheckler, 1998, Le Hir et al., 2011). Hence, one of the investigated
forcings in our study is the biogeophysical impact of increased vegetation cover. The
second study of this thesis presents a new reconstruction of Devonian atmospheric CO2

concentrations and casts doubt on the previously recognized idea of the influence of the
evolution of land plants on atmospheric CO2 concentrations (Dahl et al., submitted).
The other period of mass extinction that is considered in this thesis is the end-Cretaceous
mass extinction (≈ 66 Ma). It is well-known for the proposed catastrophic cause by an
asteroid impact (Alvarez et al., 1980) and the long-running debate whether the impact
or large volcanic eruptions caused the mass extinction (e.g. Keller, 1988, 2003). The two
studies about the end-Cretaceous mass extinction explore changes in the Earth system
in the immediate aftermath of the asteroid impact, demonstrating major disruptions of
climate and the biosphere and thus supporting the impact hypothesis (Brugger et al.,
2017, 2021).
The role of catastrophes in the evolution of life on Earth has been a long debate (Cu-
vier, 1825, Darwin, 1859). Mass extinctions are seen as catastrophes today (Hallam
& Wignall, 1997, p. 1, Raup, 1994), but how catastrophic a mass extinction is differs
greatly. The gradual processes during the Devonian extinctions in contrast to the catas-
trophic asteroid impact scenario for the end-Cretaceous extinction illustrate two different
manifestations of severe biodiversity crises. The fact that these two events unfolded in
such different fashion makes them interesting candidates for the study of mass extinctions.

Besides the pure fascination to study the Earth’s past, this work also aims to improve
our understanding of the profound changes observed in the present Earth system which
is already in the middle of a sixth extinction (Barnosky et al., 2011). Human-induced
biodiversity loss and climate change might represent the two most threatening problems
for human civilization already today and will have much more far-reaching consequences
in the future. Although the present mass extinction is not primarily caused by climate
change, but can largely be attributed to overexploitation and land-use changes (Maxwell
et al., 2016, Leclère et al., 2020), climate change is expected to exacerbate the mass
extinction in the future (Urban, 2015). Thus, it is currently of great importance to
better understand how mass extinction events and changes in climate are connected.
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The following sections are intended to provide an introduction to the four manuscripts
which form the main part of this thesis. Section 1.1 defines a mass extinction, Section
1.2 gives an overview over past mass extinctions while focusing on the Late Devonian
and end-Cretaceous mass extinction and Section 1.3 outlines the motivation to model
climatic changes during mass extinctions.

1.1. Characterization of mass extinctions
Sepkoski (1986) defines a mass extinction as “any substantial increase in the amount of
extinction (i.e., lineage termination) suffered by more than one geographically widespread
higher taxon1 during a relatively short interval of geologic time, resulting in an at least
temporary decline in their standing diversity.” Within the scope of this definition mass
extinctions are not a homogeneous group of events, but can differ in their specific charac-
teristics (Bambach, 2006). Sepkoski (1986) notes that his definition is intentionally vague
in order to contain a large number of uncertainties including the magnitude of decrease
of a taxon, the number of affected taxa, the area over which a taxon is distributed,
and the duration of an extinction event. These uncertainties arise due to the limited
temporal, spatial and taxonomic resolution of biostratigraphic2 studies (Sepkoski, 1986).

The given definition of a mass extinction and the mentioned uncertainties show how
challenging it is to measure extinction. A common way is to determine the percent
extinction or the extinction rate. To calculate the percent extinction the number of
extinctions in an interval of geologic time (total extinction) is divided by the total taxa
present (usually on family or genus level). To derive the extinction rate the percent
extinction is divided by the estimated duration of the time interval (Hallam & Wignall,
1997, p. 16, Raup & Sepkoski, 1984). Although the extinction rate allows a better com-
parison of extinction events than the percent extinction, it contains a large uncertainty
as the exact stage duration is poorly known and the choice of interval length critically
determines the appearance of extreme values (Foote, 1994). In general, extinction data
must be interpreted with caution considering several aspects: (i) Different data are
based on different compilations of the fossil record. (ii) Some data are on family level,
other are on genus level. (iii) The usage of different tabulation methods and levels
of stratigraphic resolution for the evaluation of extinction data makes it difficult to
compare extinction metrics (Bambach, 2006). (iv) The quality of a single database

1 In biology, a taxon describes a group of organisms with similar characteristics which differentiate
them from other groups. Taxa are assigned a taxonomic rank in the hierarchical order of taxonomy.
The highest taxonomic rank is the domain, followed by the kingdom, phylum (fauna) or division
(flora), class, order, family, genus and species (Knoop & Müller, 2009, p.51-56).

2 Stratigraphy studies rock layers and layering. Biostratigraphy is a subdiscipline which correlates
rocks and determines the age of rocks through the fossil content of the layers (Eide, 2005).
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varies for different times due to uneven preservation and sampling (Alroy et al., 2008).

Note that compilations of the fossil record suitable to derive extinction metrics are
often limited to marine invertebrates as their fossil record provides closely spaced and
abundant samples, less uncertainty in stratigraphic information and broad geographic
coverage. In contrast, the record of continental life, in particular for vertebrate tetrapods,
is scarce and incomplete (Hallam & Wignall, 1997, p. 4).

A well-known and widely-used database for analyzing past mass extinctions is the
Sepkoski database (Sepkoski, 2002): It documents stratigraphic ranges for 36,000 marine
genera on the substage level. Bambach (2006) analyses and compares the results of
three different tabulation methods and different levels of stratigraphic resolution for
evaluating the Sepkoski genus database. By focusing on the common features Bambach
(2006), is able to highlight signals of particular importance in the extinction record. He
identifies 18 peaks in the extinction rate (see Figure 1.1) which can be classified as a mass
extinction following the definition of Sepkoski (1986). These are, however, largely diverse
in terms of possible causes, magnitude and subsequent consequences for the marine
fauna. In agreement with many other studies (Raup & Sepkoski, 1982, Raup, 1994), 5
of the 18 mass extinctions can be designated as particularly severe, known as the “Big
Five Mass Extinctions” (Raup & Sepkoski, 1982). The end-Ordovician, the end-Permian
and the end-Cretaceous extinctions show remarkably high extinction rates which are
purely caused by extinction as opposed to decreased origination (Bambach, 2006, Alroy,
2008). In particular, the end-Permian and the end-Cretaceous extinction stand out as
they mark a shift in the observed ecological equilibrium on a functional/morphological
and anatomical/physiological level (Bambach et al., 2002). The late-Frasnian and
end-Triassic mass extinctions are not primarily characterized by high extinction rates,
but by a combination of increased extinction with decreased origination leading to a loss
in global diversity (Bambach et al., 2004, Alroy, 2008). Information on the percentage
of extinction given in this thesis is based on the Sepkoski database as this is a renowned
and widely-used data source.

The peaks in extinction are superimposed on a continuous background extinction. In
contrast to mass extinctions, background extinctions are mostly local extinctions which
are limited to a few species or genera (Raup & Sepkoski, 1982). Background extinction,
but also origination, have decreased since the Cambrian (Raup, 1994, Alroy, 2008). One
cause for this is seen in the accumulation of species of higher taxa through time which
decreases the chance of extinction (Alroy, 2008).
It is noticeable that there are several peaks in extinction during the Cambrian which are
of the same magnitude as the peaks of the Big Five mass extinctions (see Figure 1.1).
These are not counted among the severe extinctions as the absolute number of extinct
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genera is small compared to the Big Five extinctions due to the much lower amount of
existing taxa (Erwin, 2008). In addition, the loss in diversity could also be an artefact
in the fossil record caused by the high abundance of well-preserved fossils for the Early
Cambrian in contrast to the later Cambrian (Butterfield, 2003).

There has been a long discussion about a possible periodic cycle of ≈ 26 Myr of mass
extinctions (Fischer & Arthur, 1977, Raup & Sepkoski, 1984, 1986, Sepkoski & Raup,
1986, Sepkoski, 1989, Benton, 1995, Kirchner & Weil, 2000, Rohde & Muller, 2005).
Among the reasons given for the periodicity were asteroid impacts linked to extinction
as well as the time needed to form new species which can be threatened by extinction
(Alroy, 2008). However, more recent studies (Alroy, 2008, Bailer-Jones, 2009) do not
find sufficient evidence to support this “most debated hypothesis by paleontologists over
the last quarter century” (Alroy, 2008) .

Each of the Big Five mass extinctions is shortly characterized in Section 1.2, with a
focus on the Late-Devonian and end-Cretaceous extinctions as these will be investigated
in the main part of this thesis. The extinction is measured as percent extinction on
the marine genus level based on the Sepkoski database and tabulated using Sepkoski’s
sorting routine, as given in Bambach (2006).
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Figure 1.1 Proportion of genus extinction for substages, based on the Sepkoski data in the Supple-
mentary Information of Bambach (2006). The 18 mass extinctions which Bambach (2006) found to be
peak extinctions for three different tabulation methods and different levels of stratigraphic resolution are
marked with blue dots. The Big Five extinctions are marked with red stars and names. There are some
additional substages for which the proportion of extinction shows peaks, but which extend over longer
intervals and therefore have lower rates of extinction.
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1.2. The Big Five extinctions of the past

1.2.1. End-Ordovician Extinction (445 Ma)
During the Ordovician (485.4 – 443.8 Ma) life was flourishing and diversifying, in
particular in the ocean (Great Ordovician Biodiversity Event, Servais & Harper, 2018).
Marine diversity was however struck by a major mass extinction in the Late Ordovician.
The end-Ordovician extinction is composed of two pulses with a genus-level percent
extinction of 40% for the first pulse and 31% for the second (substage level) (Bambach,
2006). It is suspected that the extinction was linked to the southward movement of
the continent Gondwana into polar regions resulting in the formation of a large ice
sheet on Gondwana. The resulting decrease in sea level caused drained shelf regions
limiting the habitat of marine organisms. In addition, tropical ocean temperatures
critically decreased during the Late Ordovician (Finnegan et al., 2012). To explain the
observed glaciations, the high atmospheric CO2 concentrations reconstructed for the
Late Ordovician (14-22 times preindustrial levels, Lenton et al., 2012) must have dropped
below eight times preindustrial levels (Herrmann et al., 2003). Hence, it was suggested
that, among geologic processes, the earliest forms of non-vascular land plants increased
weathering and therefore lowered atmospheric CO2 levels. The associated change in
nutrient input to the ocean which resulted in a productivity increase and regional ocean
anoxia could have linked this process to the observed oceanic mass extinction (Lenton
et al., 2012, Porada et al., 2016).

1.2.2. Late-Devonian Extinctions (387 and 376 Ma)
The Devonian period The Devonian (419.2 – 358.9 Ma) was a period of fundamental
changes in the atmosphere, the ocean and the biosphere. Recent records of the atmo-
spheric CO2 concentration suggest a drop from high Early Devonian CO2 concentrations
of ≈ 2000 ppm to less than 1000 ppm in the Late Devonian, with strong fluctuations in
between (Foster et al., 2017). Sea surface temperature reconstructions from δ18O show a
time evolution similar to atmospheric CO2 concentrations, with decreasing temperatures
in the Early Devonian, increasing temperatures in the Middle Devonian and a decrease
towards the end of the Devonian (Joachimski et al., 2009). However, uncertainties in the
proxy data is high: Sea surface temperature reconstructions for the Devonian are based
on regional δ18O proxy evaluation for different locations which likely do not represent
global values for the Devonian (Joachimski et al., 2009). Furthermore, the conversion
from δ18O to temperature is uncertain, as discussed in Brugger et al. (2019) and Henkes
et al. (2018). In addition to the changes in CO2, atmospheric oxygen concentrations
increased from 75% to 125% of present levels during the Devonian (Dahl & Arens, 2020,
Wade et al., 2019).
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The described changes in atmospheric conditions and climate were accompanied by
important progress in the evolution of land plants: The Early Devonian saw the rise of
root-building vascular plants on land which followed the spread of non-vascular plants
already during the Ordovician and the colonization of non-rooted vascular plants during
the preceding Silurian (Dahl & Arens, 2020). However, as the Early Devonian plants
still lacked water-conducting cells and roots were shallow, they were restricted to wet
lowlands (Algeo & Scheckler, 1998, Boyce & Lee, 2017). The evolution of deep-rooting ar-
borescent trees in the Middle Devonian was followed by the first evolution of seeds in the
Late Devonian. Deep roots and a reproduction which was not dependent on water trans-
port of sperm made the spread of plants to drier upland areas possible (Dahl & Arens,
2020). In addition to the floral evolution, the first tetrapods settled on land (Clack, 2007).

The Devonian ocean was characterized by a large diversity in fish (Dahl et al., 2010)
and peak extent of stromatoporoid reefs in the Middle Devonian (Copper & Scotese,
2003). However, the Middle and Late Devonian ocean was also plagued by a series of
mass extinctions: The Givetian extinction (387 Ma) in the Middle Devonian with a
genus-level percent extinction of 25% was followed by the Frasnian-Famennian extinction
(376 Ma, 35% genus-level percent extinction) which is one of the Big Five extinctions
and consists of two peaks called the Lower and Upper Kellwasser events (Bambach,
2006). The most striking feature in the extinction record shows the collapse of reef
ecosystems. The Kellwasser events are characterized by a sea-surface temperature drop
of 3 and 6 ◦C, respectively, found in low latitude oxygen isotopes, and marine black
shale deposition (Dahl & Arens, 2020). During the Upper Kellwasser event δ13C values
increase and there is evidence for ocean anoxia (Bambach, 2006, Dahl & Arens, 2020).
This interplay points to an increased transport of the bio-limiting nutrient phosphorous
(P) to the ocean which might have increased ocean productivity and therefore depleted
oxygen concentration. By the end of the Devonian a third mass extinction (Hangenberg
event, 362 Ma) with a genus-level percent extinction of 31% was observed in the ocean
(Bambach, 2006). The Hangenberg event is characterized by a global increase of δ13C,
sea-surface temperature and sea-level decrease and anoxic water masses (Dahl & Arens,
2020).

The Devonian features in general a high background genus-level percent extinction
of 19% (without taking into account the peaks in extinction) and turnover processes
with the described extinction events superimposed (Bambach, 2006). As the percent
extinction is significantly lower than for the other four severe mass extinction, the
Devonian period is often seen as a period of prolonged diversity decline combined with
reduced origination rates rather than a period consisting of several mass extinctions
(Bambach, 2006, Fan et al., 2020). The lack of a coherent theory which can explain the
extinctions supports this approach. In addition, the uncertain knowledge not only about
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the extinctions, but also about the characteristics of the Devonian Earth system in
general motivates the investigation of the sensitivity of the Devonian climate depending
on various parameters which have been linked to the Devonian extinctions (Brugger
et al., 2019). The two most widely discussed theories for the Devonian extinctions are
shortly introduced below as they are key to understanding the sensitivity analysis in
(Brugger et al., 2019) and the novel finding of low atmospheric CO2 concentrations
already in the Early Devonian (Dahl et al., submitted).

Influence of land plant evolution on oceanic mass extinction Land plants can influence
weathering via the “weatherability” which describes how susceptible a surface is for
weathering, and the weathering feedback which depends on temperature and CO2.
Processes via which plants affect weathering include the secretion of acids by roots
and fungi, reworking of regoliths caused by the growth of roots and their effect on the
hydrological cycle (Dahl & Arens, 2020). Hence, during the different steps of land plant
evolution, continental weathering flux increased on a timescale of less than one million
years (Dahl & Arens, 2020). This resulted in a decrease of atmospheric CO2 and an
increased P flux to the ocean via rivers. As P is a limiting nutrient in the ocean, this led
to an increase in ocean productivity which increased oxygen consumption resulting in
ocean anoxia and mass extinctions (Algeo et al., 1995, Algeo & Scheckler, 1998, Dahl &
Arens, 2020). On a longer timescale the system must have approached a new equilibrium
as the increase in weathering flux is limited by the availability of weatherable rocks and
weathering fluids (Dahl & Arens, 2020). However, each step in the evolution of land
plants during the Devonian (deepening of roots, emergence of trees, first seed plants)
might have caused an increase in the weathering flux. Temporal coincidence, information
from proxy data and simple model simulations indicate that the Frasnian-Famennian
extinction is connected to the emergence of trees and the Hangenberg event to the
emergence of the first seed plants (Zhang et al., 2020, Dahl & Arens, 2020).

Orbital cycles perturb Devonian carbon cycle The amount as well as the spatial and
temporal distribution of solar radiation reaching Earth are determined by the shape
of Earth’s orbit and the tilt and orientation of its rotational axis which all change
cyclically. Therefore, the values of the orbital parameters influence climate in a cyclical
way, described by the Milankovitch theory (Milankovitch, 1941). The stratigraphic
record of the Late Devonian shows evidence that both the Lower and Upper Kellwasser
events are linked to a combination of a 405-kyr eccentricity minimum with a minimum
of the million-years long eccentricity cycle. The resulting decreased seasonality led
to carbon accumulation on land, visible in an increase in marine δ13C. The following
transition into the 405-kyr eccentricity maximum is accompanied by a rise in temperature
and an intensification of the hydrological cycle resulting in increased weathering with
the consequences described above. The many evolutionary changes during the Late
Devonian resulted already in a climate state characterized by vigorous carbon cycle
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disturbance. The described additional perturbation of the carbon cycle caused by the
Earth’s orbital parameters was likely the final trigger for the Frasnian-Famennian mass
extinction (De Vleeschouwer et al., 2017).

1.2.3. End-Permian Extinction (252 Ma)
The end-Permian extinction was the most severe of the Big Five extinctions, with 56%
marine genus extinction (substage level) (Bambach, 2006), ≈ 90% loss on the marine
species level (Sahney & Benton, 2008) and a selectivity towards strongly calcifying
organisms (Payne et al., 2004). On land, many tetrapod families (Irmis & Whiteside,
2012) and several orders of insects (Labandeira, 2005) went extinct. In contrast to
earlier studies (Cascales-Miñana & Cleal, 2014), it was recently suggested that the
extinction did not affect land plants (Nowak et al., 2019). There is increasing evidence
that this mass extinction is strongly correlated with volcanic eruptions forming the
Siberian Traps large igneous province (LIP, Ernst & Youbi, 2017) and triggered in
particular by the emplacement of sill intrusions which led to an increase of atmospheric
CO2 concentrations for several ten thousand years (Burgess et al., 2017). A combination
of proxy data and model results shows a series of severe consequences for marine life:
The increased CO2 concentrations together with a strong warming led to an acidified
surface ocean and increased weathering. As a consequence of the enhanced weathering,
the higher nutrient input increased marine export productivity which finally resulted in
euxinic conditions in the ocean. This sequence of difficult life conditions culminated in
the mass extinction at the very end of the Permian and in the Early Triassic (Jurikova
et al., 2020).

1.2.4. End-Triassic Extinction (202 Ma)
The Late Triassic is characterized by a prolonged interval of stepwise decreased diversity
(Rigo et al., 2020, Lucas & Tanner, 2018) which might have been caused not primarily
by extinction, but in combination with reduced origination (Bambach et al., 2004).
Combining the two latest stages of the Triassic, the marine genus-level percent extinction
was 47% (Bambach, 2006) with strong regional decimation of reefs (Lucas & Tanner,
2018) and complete extinction of conodonts (Ginot & Goudemand, 2020). The extinction
record for terrestrial tetrapods and plants is very ambiguous, but it likely suggests
a turnover rather than an extinction, with regional, but not global extent (Lucas &
Tanner, 2015, Tanner et al., 2004). As for the end-Permian extinction, the cause of this
extinction is usually thought to be eruptions that form LIPs. Several perturbations
found in the δ13C record for the Late Triassic can be linked to the pulsed activity of
the Central Atlantic Magmatic Province (CAMP, Lindström et al., 2017). Climate and
carbon-cycle modeling of pulsed volcanic carbon and sulfur emissions suggest that the
individual volcanic pulses had only a minor effect, but the recurrence of the disturbances
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which resulted in changes of temperature, ocean pH, sea level, and ocean circulation
represented the largest stress factor for marine life (Landwehrs et al., 2020).

1.2.5. End-Cretaceous Extinction (66 Ma)
The Late Cretaceous and the end-Cretaceous mass extinction The Cretaceous (145.0 –
66.0 Ma) is the final period of the Mesozoic Era. It is characterized by a greenhouse
climate with a reduced equator-to-pole temperature gradient with maximum temper-
atures in the earlier Late Cretaceous (≈ 100 – 98 Ma) which decreased towards the
Late Cretaceous (O’Brien et al., 2017, Huber et al., 2018). This temperature decrease
is attributed to a decline in atmospheric CO2 concentrations from ≈ 1.000 ppm in the
early Late Cretaceous to ≈ 500 ppm in the Latest Cretaceous (Foster et al., 2017),
possibly caused by less volcanic activity linked to reduced sea-floor spreading rates
(Larson, 1991), and continental rifting (Brune et al., 2017) as well as by changes in
ocean circulation (Friedrich et al., 2012).

Life in the Late Cretaceous was diverse: The marine realm was, among others, popu-
lated by fish and reptiles in various sizes, ammonites and rudists as well as single-celled
organisms like planktonic and benthic forminifera and coccolithophorid algae (Ebersole
et al., 2013, Hallam & Wignall, 1997, p. 190-201). The continents were inhabited by
dinosaurs, other reptiles, birds (Vajda & Bercovici, 2014), the first mammals (Wilson
et al., 2016) and a high diversity of insects (Gao et al., 2019). The first angiosperm
plants evolved in the Early Cretaceous, followed by their rapid distribution in the Late
Cretaceous (Hess, 2005), and forests expanded to high latitudes (Sewall et al., 2007).

The end-Cretaceous mass extinction (≈ 66 Ma, Renne et al., 2013) had a genus-level
percent extinction of 40% (Bambach, 2006) and was thus not the most severe mass
extinction, but it became certainly the most famous one due to the disappearance of
the dinosaurs. Not only disappeared the nonavian dinosaurs (Fastovsky & Sheehan,
2005), but also pterosaurs, many marine reptiles, the ammonites, marine protists and
certain groups of planktic foraminifera and coccolithophorids (Vajda & Bercovici, 2014,
D’Hondt, 2005). Among land plants various angiosperm species went extinct, whereas
some bryophytes and ferns recovered quickly, indicated by spore spikes which are dated
to the centuries after the impact (Vajda & Bercovici, 2014). Many other organisms
(for example benthic foraminifera, crocodilians, mammals) did not suffer from dramatic
extinction, but were reduced in abundance and diversity or experienced a widespread
turnover (Vajda & Bercovici, 2014). The timing of the extinction of many of the or-
ganisms relative to the Cretaceous-Paleogene (K-Pg) boundary is still uncertain (for
example D’Hondt, 2005, O’Leary et al., 2013).
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From the stratigraphic perspective, the K-Pg boundary is generally characterised by
a clay layer, whose thickness varies with distance from the impact site (Artemieva &
Morgan, 2009). It contains microkrystites, shocked mineral grains (Smit & Brinkhuis,
1996) and soot (Robertson et al., 2013). A closer inspection of the fine-grained material
revealed a significantly increased concentration in iridium (Alvarez et al., 1980). As
the Earth’s crust is typically depleted in iridium, the observation of high iridium
concentrations led to the famous and still debated hypothesis of Alvarez et al. (1980)
that the end-Cretaceous mass extinction was caused by an asteroid impact.

The Chicxulub impact Alvarez et al. (1980) proposed that the impact of a large asteroid
(diameter of 10±4 km) led to the formation of huge amounts of dust which blocked
sunlight, therefore reduced photosynthesis and disrupted food webs. It was further
suggested that the darkness caused an “impact winter”, i.e. a cold period caused by the
impact (Covey et al., 1994).
The discovery of the Chicxulub crater on the Yucatán Peninsula, Mexico, was an
important piece of the puzzle to strengthen the recognition of the impact theory
(Hildebrand et al., 1991): The formation of the crater could be dated to the K-Pg
boundary (although this was later debated by e.g., Keller et al., 2007) and was of the
right size to fit the hypothesis of Alvarez et al. (1980).
However, it was shown that only submicrometer-size dust particles can reach the
stratosphere to cause global and longer-lasting cooling whereas larger particles are
washed out from the troposphere on a timescale of days to months (Pope et al., 1997,
Pope, 2002, Pierazzo et al., 2003). As the fraction of fine dust was small, the dust
had only a small and short-term effect on radiation (Pope et al., 1997, Pope, 2002).
Instead of the impact dust, the specific characteristics of the impact target on the
Yucatán Peninsula, rich in sulfur-bearing evaporites and carbonates, were critical to the
environmental effects of the impact (Pierazzo et al., 1998). When sulfate aerosols formed
and entered the stratosphere, they were distributed globally and absorbed longwave
radiation, but scattered shortwave radiation for several years. This led to a stratospheric
warming and a cooling of the Earth’s surface (Toon et al., 1997, Pierazzo et al., 1998,
2003). The reduced solar irradiation decreased photosynthesis, but in particular caused
a severe temperature drop lasting for two to three decades (Brugger et al., 2017). In
contrast, the formation of CO2 from vaporized carbonates caused a long-term global
warming (Toon et al., 1997) which can be effective for thousands of years (Smit &
Brinkhuis, 1996).
A further aspect to consider is the generation of wildfires which are indicated by soot
and charcoal found in the K-Pg boundary layer (Kring, 2007) and the Chicxulub crater
(Gulick et al., 2019). Local fires could have been triggered by the impactor while
approaching the Earth or by the rising fireball close to the impact site, whereas ejecta
reentering the atmosphere could have ignited fires globally (Toon et al., 1997). When
reaching the stratosphere, the soot from fires had a light-blocking effect for several
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years which is suggested to act stronger on limiting photosynthesis compared to sulfate
aerosols (Bardeen et al., 2017). Additionally, the atmospheric CO2 levels were increased
by the combustion of terrestrial carbon (Tyrrell et al., 2015).
Although the impact dust did not have the light-dimming effect predicted by Alvarez
et al. (1980), it was likely important for delivering huge amounts of nurtrients to the
ocean causing an algal bloom with devastating consequences for the marine ecosystem
(Brugger et al., 2021).
The detailed picture we have today of the Chicxulub impact is based on a combination
of the investigation of the global ejecta layer (Kring, 2007, Schulte et al., 2010) with
results from several drilling programs at the impact site (Urrutia-Fucugauchi et al., 1996,
2004, Gulick et al., 2019) and numerical modeling of the impact (Pierazzo et al., 1998,
2003, Artemieva & Morgan, 2009, Artemieva et al., 2017). For the exploration of the
link between the climatic effects of the impact and the end-Cretaceous mass extinction,
the data from impact modeling (Pierazzo et al., 2003, Artemieva et al., 2017) have been
of high importance (Brugger et al., 2017, 2021).

Two competing theories: Impact or volcanism? Since its publication, the impact hypoth-
esis of Alvarez et al. (1980) has been debated and criticised to not being consistent
with the observed, much more gradual changes across the K-Pg boundary (Keller, 1988,
1994, 2003, Schoene et al., 2015, Keller et al., 2020). Among the many other suggested
causes of the end-Cretaceous mass extinction (e.g., reversal of the magnetic field, Reid
et al., 1976; warming, McLean, 1985; variations in solar radiation, Sonnenfeld, 1978),
the eruptions of the Deccan Traps, a large igneous province on the Deccan Plateau in
India, has become a competing hypothesis (McLean, 1985, Keller, 2003, Schoene et al.,
2015, Keller et al., 2020). Large igneous provinces are proposed causes for various other
mass extinctions as well (see Section 1.3.1).
The most recent studies agree that Deccan volcanism was not the dominant cause for
the mass extinction, but the proposed scenarios differ: finding maximum eruption rates
before and after the Chicxulub impact, Schoene et al. (2019) favor an interplay of Deccan
Trap volcanism and the Chixculub impact in causing the extinction. In contrast, Sprain
et al. (2019) find the largest eruptions after the K-Pg boundary and deduce that Deccan
Trap volcanism cannot be responsible for the changes observed at the K-Pg boundary,
but the Chicxulub impact could have triggered the intense eruptions following the K-Pg
boundary. Also, Hull et al. (2020) support Deccan Trap eruptions before and after
the Chicxlub impact, but the mass extinction and carbon cycle changes coincide only
with the impact. In summary, after four decades of debate it is no longer questioned
that the Chicxulub impact played a major role in the cause of the end-Cretaceous mass
extinction, but the contribution of Deccan Trap volcanism and the interplay of both
needs to be further investigated.
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1.3. Modeling climate during mass extinctions
The given definition of mass extinctions (see Section 1.1) and the brief summary of the
Big Five mass extinctions (see Section 1.2) suggest that mass extinctions are induced
by strong and relatively fast perturbations of the Earth system which critically disturb
the living conditions to which the ecosystems’ structure and functions are accustomed
(Hull & Darroch, 2013, Hull, 2015). Climate plays a significant role for determining
the living conditions and hence, mass extinctions are strongly linked to changes in
climate (Crowley & North, 1988, Twitchett, 2006, Feulner, 2009, Fan et al., 2020). The
description of the five mass extinctions and their possible causes (Section 1.2) has shown
this connection already. In this section, the mechanisms underlying this relationship
will be summarized, followed by a discussion of suitable climate models for modeling
climatic changes during mass extinctions. Following this, a statement about the need to
model climatic changes during mass extinctions motivates the four studies which form
the main part of this thesis.

1.3.1. Climatic changes as causes of mass extinctions
Climatic changes during mass extinctions include changes in annual or seasonal temper-
ature or the hydrological cylce, sea-level rise or regression, formation or melting of sea
ice, ice sheets and glaciers, and changes in atmospheric and oceanic circulation. The
affected climate variables interact with each other and influence the marine and terres-
trial biogeochemical cycles, in particular the carbon cycle. These complex interactions
include feedback mechanisms which can amplify or dampen the initial change in climate
(Crowley & North, 1988, Twitchett, 2006, Ruddiman, 2013, p.15-16, Alley et al., 2002).
The diverse proposed drivers for these changes in climate will be described together
with the response of the climate system and possible consequences for the biosphere.

Impacts of comets or asteroids Extraterrestrial events have been proposed as a possible
cause for mass extinctions, with impacts of comets or asteroids being the most widely
discussed. The characteristics and magnitude of the climatic consequences of impacts
described here strongly depend on the respective impact’s energy.
The high kinetic energy of an impactor induces local and short-term effects on the
biosphere. When striking the Earth’s surface, part of the object’s kinetic energy is
converted into blast waves, seismic waves and, if the impact is marine, tsunami waves
(Toon et al., 1997). Compared to a terrestrial impact of the same size, marine impacts
and the resulting tsunami waves affect a larger area (Wünnemann & Weiss, 2015). The
blast damages, earthquakes and tsunamis can have devastating consequences for the
biosphere on a local scale, but cannot trigger global mass extinction events (Toon et al.,
1997). In addition, the strong shock waves arising during the impact process produce
nitrogen oxide when moving through air. Its strongest and most harmful effect is the
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depletion of the ozone layer which can be reinforced by other chemical processes in the
perturbed atmosphere (Toon et al., 1997) and would allow ultraviolet radiation to reach
the Earth’s surface with its dangerous effects for life.
The largest fraction of the impact energy is, however, transformed into kinetic energy
of the impact debris and thermal energy which lead to the ejection of pulverized and
vaporized projectile and target material. As already discussed for the Chicxulub impact
(see Section 1.2.5), products with atmospheric effects formed during an impact depend
on the characteristics of the target and projectile material. Typically, they consist
of dust with a short-term dimming and cooling effect of days to months, soot which
can cause a stronger darkness with associated cold on timescales of several years, and
warming greenhouse gases (in particular CO2 and water vapor) which cause a warming
for thousands of years (Toon et al., 1997). In addition to the effects of an impact on
the atmosphere, the cooling as well as the addition of dust, CO2 and S to the ocean
perturbs the marine nutrient and carbon cycle (Tyrrell et al., 2015, Brugger et al., 2017,
2021).

Although impacts of the size of the Chicxulub impact are statistically to be expected
every 100 – 200 million years on the Earth (Chapman & Morrison, 1994, Neukum et al.,
2001) and the impact hypothesis has been proposed for extinctions other than the
end-Cretaceous mass extinction, there is no evidence for a significant global contribution
of an impact for any of the other mass extinctions (Grieve, 1998, McGhee et al., 1984,
Schmieder & Kring, 2020). Possibly, the specific nature of the target rocks on the Yucatán
Peninsula containing sulfates played a key role for having such severe consequences for
the biosphere after the Chicxulub impact (Grieve, 1998).

Supernova explosions or gamma-ray bursts An additional extraterrestrial cause for mass
extinctions could be nearby supernovae explosions (Ellis & Schramm, 1995) or gamma-
ray bursts (Melott et al., 2004) which would destroy the ozone layer. This has been
proposed for the end-Ordovician mass extinction (Melott et al., 2004) and recently for
the Hangenberg event which is the last of the Devonian extinctions (Fields et al., 2020).
Although the suggested mechanisms seem reasonable (Ellis & Schramm, 1995), there is
a lack of evidence to support these hypotheses with geologic and paleontologic data.

Large volcanic eruptions In contrast to the discussed extraterrestrial drivers, large
volcanic eruptions, often forming LIPs, are part of the Earth system itself and could
trigger changes in climate and mass extinctions. LIPs are formed over 1-3 million years
during several pulses (hundred thousands to a million years long), consisting of many
decadal-length eruptions (Self et al., 2014, Bond & Wignall, 2014), and release both
sulfur dioxide (SO2) and CO2 into the atmosphere. When reaching the stratosphere,
SO2 can induce short-term cooling (timescale of years) (Bond & Wignall, 2014) and en-
vironmental acidification (Schmidt et al., 2016) by the formation of sulfate aerosols. The
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interaction of individual successive eruptions can prolong the cooling phase. However,
the detailed course of environmental perturbations caused by SO2 injection is strongly
dependent on how explosive the eruptions are and the cooling shows a non-linear relation
with the amount of injected SO2 (Schmidt et al., 2016). Degassing of volcanic CO2

leads to a long-term warming on a timescale of thousands of years (Zeebe, 2012) and
can cause ocean acidification and anoxia (Jurikova et al., 2020). Although the effect
of CO2 degassing by single volcanic eruptions is likely small, the total release of CO2

during LIP formation can be several times the CO2 mass in today’s atmosphere (Bond
& Wignall, 2014). Hence, due to the long-lasting warming effect of CO2, the warming
adds up to be significant (Bond & Wignall, 2014).
For mass extinctions, the longer-lasting temperature increase and the perturbations of
the marine carbon cycle (e.g., changes in ocean productivity, ocean acidification, forma-
tion of ocean anoxia Bond & Wignall, 2014, Self et al., 2014, Jurikova et al., 2020) are
of particular relevance. The strong variations in climate during LIP formation, induced
by their pulsed eruptions, could represent an additional significant stress for marine life
(Landwehrs et al., 2020). Other gases emitted during volcanic eruptions have a negligible
effect on temporal and spatial scales relevant for mass extinction (Bond & Wignall, 2014).

Furthermore, there are several climate forcings which could be relevant for mass
extinctions if they reach unusual or extreme states, are changed over shorter timescales
than usual, and/or are combined with other factors:

Plate tectonics Changes in the continental configuration, driven by moving tectonic
plates, influence the reflection and absorption of incoming solar radiation as well as
oceanic and atmospheric circulation and hence, heat transport (Hay, 1996). These
changes strongly determine the living conditions on land. However, as they usually
only change gradually, they are only linked to mass extinctions if extreme continental
configurations are reached or if they change in combination with other factors. An
example is the importance of the poleward movement of Gondwana during the Late
Ordovician mass extinction (see Section 1.2.1).
Furthermore, plate tectonics strongly determines the carbon cycle: On the one hand,
CO2 is released to the atmosphere or ocean by volcanism at the margins of converging
and diverging plates, or by metamorphism of carbonate rocks at converging plates (Brune
et al., 2017). On the other hand, weathering, acting as CO2 sink, increases during the
process of tectonic uplifting which brings fresh and unweathered rock to the surface.
The weathering feedback mechanism, determined by temperature and precipitation,
is also influenced when continents move in different climate zones (Ruddiman, 2013,
p. 110-117).

Orbital configuration Changes in solar radiation received by the Earth’s surface which
are relevant for mass extinctions are largely caused by changes in the orbital configuration.
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The three orbital parameters influence the absolute amount of insolation as well as the
strength of the seasonalities and change cyclically (Ruddiman, 2013, p. 160-172). A
combination of specific orbital parameters can induce strong and relatively fast changes
in insolation with the potential to alter climate and living conditions significantly
(De Vleeschouwer et al., 2014, De Vleeschouwer et al., 2017), as discussed for the Late
Devonian in Section 1.2.2 and in Brugger et al. (2019).

Marine and terrestrial biogeochemical perturbations Climatic effects of changes in the
chemical composition of the atmosphere and the ocean have already been described in
the paragraphs about the extraterrestrial drivers and large-scale volcanism. Changes in
the composition of atmosphere and ocean can also be the result of perturbations in the
terrestrial and oceanic biogeochemical cycles (in particular carbon cycle, nitrogen cycle,
phosphorus cycle, oxygen cycle). The described effect of plate tectonics and the influence
of plants on the biogeochemical cycles, as described for the Late Ordovician (Section
1.2.1) and for the Devonian (Section 1.2.2), play a major role here. The anthropogenic
perturbation of the biogeochemical cycles, and in particular the carbon cycle, is the
most recent example (Ciais et al., 2013, p. 465-570, Rothman, 2017). There is evidence
that perturbations of the carbon cycle which exceed a critical rate (at longer timescales)
or a critical size (at shorter timescales) result in mass extinctions. The anthropogenic
perturbation of the marine carbon cycle is approaching this critical size already by 2100
(Rothman, 2017).

The drivers for changes in climate linked to mass extinctions work on very different
timescales, implying that the resulting climatic changes also have different timescales.
These timescales critically determine the various progressions of mass extinction events
and how catastrophic they are.

Due to the chaotic and non-linear nature of the climate system, the climate can
change abruptly by crossing a threshold driving the climate system in a different climate
state at a rate which is faster than the forcing and determined by positive feedbacks
and interactions in the climate system (Alley et al., 2002, p.14). There is evidence
for abrupt climate transitions in the past in the paleontologic record which sometimes
coincide with observed changes in the biosphere or even extinction (Crowley & North,
1988, Westerhold et al., 2020). The low resolution of the paleontologic and paleocli-
matic record, before the Cenozoic in particular (Westerhold et al., 2020), together
with the challenge of understanding and modeling abrupt transitions, limit the exist-
ing information on the link between past abrupt climatic changes and changes in the
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biosphere. However, as we approach several tipping points1 of the Earth system (Stef-
fen et al., 2018), further investigation of past abrupt climate transitions and their link
to changes in the biosphere seems to be of high importance to broaden the understanding.

1.3.2. Suitable climate models for modeling past climates
The investigation of past climate is based on two methods: On the one hand, proxy
data stored in climate archives like marine and terrestrial sediment cores, corals, ice
cores and tree rings can be evaluated. As a direct measurement of climate variables
of the deep past is impossible, “proxies” are a substitute for a climate variable. Biotic
proxies are used to reconstruct climate based on the occurrence of plants or animals.
Geological-geochemical proxies give information about past climate by tracing the move-
ment of physical or chemical material through the climate system (Ruddiman, 2013,
p. 56-69). On the other hand, numerical climate models of different complexity can be
used to address a variety of questions considering past climate states. The combination
of both methods leads to a very comprehensive approach for understanding past climates.
Examples for such combinations are the evaluation of model results with proxy data
or the inclusion of chemical tracers comparable with proxy data in models (Tierney
et al., 2020). Additionally, as proxy signals are restricted to a specific time and location,
further investigations with models can complete and broaden the picture and can help
to understand the underlying processes.

Climate models aim to replicate the behavior of the climate system or of several
components of the climate system. The climate system is composed of the atmosphere,
the hydrosphere (consisting of the ocean, lakes, rivers and the global water cycle), the
cryosphere (consisting of all forms of ice), the pedosphere (the Earth’s continental
surface), the litosphere (the Earth’s crust and the upper mantle) and the biosphere
(consisting of all ecosystems, i.e. including all living beings) (Claussen et al., 2002).
There is broad consensus that today the anthroposphere (consisting of the human
interventions in the system) forms an additional relevant component which likely will
have increasing importance (Schellnhuber, 1999, Donges et al., 2017). The term “Earth
system” is suggested to consist of both the “natural” climate system and the anthropo-
sphere (Schellnhuber, 1999, Claussen et al., 2002). Each component has a characteristic
temporal and spatial scale which is crucial for understanding the climate system and
which needs to be taken into account when developing climate models (Stocker, 2018,

1 The term “tipping point” is defined similar, but broader than “abrupt climate change” in terms of
the rate of change and by not focusing on climatic variables. Although the term “tipping point”
can be applied for all periods of Earth’s history, the definition can be easily applied in particular to
those tipping points which are connected to anthropogenic climate change (Lenton et al., 2008).
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p. 5, 6). The components of the climate system are non-linear systems which interact
non-linearly with each other and hence form a highly complex system. Climate models
describe the processes of each component and their interaction using mathematical and
physical equations (McFarlane, 2011). The equations are based on knowledge from
different scientific disciplines, including physics, biology, chemistry, geology, but also
social sciences to integrate the human influence (Weart, 2013, Donges et al., 2017,
Stocker, 2018, p. 14). Due to the complexity of the climate system, the model equations
cannot be solved analytically. To solve, them they are discretized in time and space,
i.e. the continuous time is substituted by discrete time steps and the surface or volume
is divided into grid cells (McGuffie & Henderson-Sellers, 2014, p. 282). In addition,
processes which are either not resolved on the model grid or are poorly understood are
replaced by a parametrization, i.e. a simplified or statistical description of the process
(McFarlane, 2011).

The complexity of a climate model is determined by its spatial dimension and reso-
lution, the included components of the climate system and the number of represented
processes (Stocker, 2018, p. 23-26). It is important to keep in mind that a more complex
model is not necessarily a better model, but the research questions determine the suit-
ability of a model (Schellnhuber, 1999, Feulner, 2009, Tierney et al., 2020, Stocker, 2018,
p.23). Therefore, the well-considered choice of a suitable model is of high importance.
The simplest climate model is an energy-balance model with zero dimension. It is based
on an energy conservation equation stating that the heat content of the atmosphere
is determined by the solar radiation absorbed by the Earth’s surface and the long
wave radiation emitted by the Earth surface. The processes described in this model
are a strong simplification of the complex radiative and atmospheric processes and in
particular do not include the greenhouse effect. (Stocker, 2018, p. 30-34).
The most complex models are three dimensional general circulation models (GCMs)
which couple models of the atmosphere, the ocean (often including biogeochemical
processes), terrestrial vegetation and sea ice. GCMs explicitly calculate the exchange
of energy, mass and relevant tracers within and among model components (Stocker,
2018, p. 26). As GCMs aim to represent the Earth system as accurately as possible, the
basic differential equations describing the behavior of the climate system are discretised
and solved (McGuffie & Henderson-Sellers, 2014, p. 282). The model variables of the
state-of-the-art GCMs are calculated on a lateral grid of 2 ◦ × 2 ◦ or less (e.g., Beljaars
et al., 2018, Danabasoglu et al., 2020, Dunne et al., 2020). The large amount of processes
represented in three dimensions on a fine grid makes the operation of these GCMs
computationally very expensive and limits their use to simulations of several hundred
years (Eyring et al., 2016). However, many paleoclimate studies require simulations
of several thousand years or large ensembles of sensitivity simulations. With these
sensitivity simulations the range of possible climate states induced by the uncertainty
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in boundary conditions like solar constant, continental configuration, atmospheric CO2

concentration, orbital configuration, vegetation cover can be explored (Feulner, 2009).
Therefore, Earth system models of intermediate complexity (EMICs) are a useful tool
for paleoclimate studies (Feulner, 2009, Schellnhuber, 1999). EMICs employ coarser
grid structures, increase process parametrisation and reduce either the atmosphere or
the ocean dimension to achieve faster integration times (Claussen et al., 2002, McGuffie
& Henderson-Sellers, 2014, p. 240-272).

This motivates the choice of an intermediate complexity model for the studies in this
thesis. The EMIC CLIMBER-3α (Montoya et al., 2005) consists of the three-dimensional
ocean general circulation model Modular Ocean Model v3 (MOM3) which has a horizontal
resolution of 3.75◦× 3.75 ◦ and 24 vertical layers of 25m thickness at the surface to ≈500m
thickness for the deep ocean (Pacanowski & Griffies, 1999). MOM3, as implemented in
CLIMBER-3α, is supplemented with some additional parametrizations and numerical
schemes (Montoya et al., 2005, Hofmann & Morales Maqueda, 2006). The atmospheric
component is the fast atmospheric model POTSDAM2 with a coarse resolution of 22.5 ◦

in longitude and 7.5 ◦ in latitude. POTSDAM2 is a statistical-dynamical model, based on
the assumption that the long-term evolution of the atmosphere can be described by large-
scale fields of the main atmospheric variables and synoptic-scale processes are expressed
in a statistical way (Petoukhov et al., 2000). Another simplification of the atmosphere
model is the reduction to 2.5 dimensions, i.e. temperature and specific humidity are only
modeled explicitly on the surface level. For higher atmospheric levels, temperature is
scaled linearly and specific humidity exponentially with height (Petoukhov et al., 2000).
In addition, CLIMBER-3α includes the dynamic/thermodynamic sea-ice model ISIS
which has the same horizontal resolution as the ocean model. It models one layer of ice
and one layer of snow (Montoya et al., 2005, Fichefet & Morales Maqueda, 1997). The
interactions between atmosphere and surface are described by a land-surface model which
includes biogeophysical effects of terrestrial vegetation. The surface types need to be
prescribed (open ocean, sea ice, forest, grass, bare soil or glaciers) and are characterized
by values for albedo, roughness and evapotranspiration. CLIMBER-3α can be extended
to CLIMBER-3α+C (Hofmann et al., 2019) by including a dynamical biogeochemical
ocean module which takes into account marine biogeochemistry and the marine carbon
cycle (Six & Maier-Reimer, 1996). With the inclusion of the marine biogeochemistry
and carbon cycle it is possible to model the influence of changes in climate on marine
life which makes CLIMBER-3α+C particularly suitable for the investigation of marine
mass extinction (Brugger et al., 2021). We use a CLIMBER-3α version with improved
lapse rate parametrization and more realistic ice and snow albedo values which was
used successfully in other deep-time paleoclimate studies (e.g., Feulner & Kienert, 2014,
Feulner, 2017, Landwehrs et al., 2020).
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1.3.3. The need of climate simulations of mass extinctions
In order to make further progress in the exploration of mass extinctions, the processes
involved need to be understood on an ecological timescale, i.e. the short timescale
on which the process of life and death takes place (Bambach, 2006). In addition,
the geographic distribution of extinctions need to be investigated (Bambach, 2006).
Paleontological data can give information about past mass extinctions, both about the
extinct genera and species by evaluation of the fossil record, but also about mechanisms
which could have caused the mass extinction. However, although techniques have
significantly improved and make it possible to evaluate deep-time paleontological data
on timescales of less than 1000 years at well-preserved locations with high sedimentation
rates (for example Vellekoop et al., 2014, 2016), the temporal and spatial resolution
of geological data is inherently limited (Tierney et al., 2020). Another issue of proxy
records is their limitation to give information about correlations, but not about causality.
Instead, climate models are an important tool in the study of the causal story of a mass
extinction.

1.4. Scope and content of this thesis
This thesis is written with a climate physicist’s eye on mass extinctions and therefore
focuses in particular on analyzing the interaction of changes in the climate system’s
different components during mass extinctions by using climate models. The approach
aims to better understand the causal relationship between changes in climate and mass
extinctions. Still, comparison with proxy data is always integrated as the combination
of paleoclimate modeling with proxy evaluation is key for understanding past changes in
the Earth system, but also for being able to transfer knowledge of the past to predictions
of the future (Tierney et al., 2020).

The following questions guide this thesis:

(I) How sensitive was the Devonian Earth system to changes in continental configu-
ration, vegetation cover, orbital configuration, CO2 concentration and insolation?

(II) What effect did land plant evolution have during the Devonian on the atmospheric
CO2 concentration?

(III) Which climatic effects did the formation of sulfate aerosols have after the Chicxulub
impact?

(IV) What role did the impact dust play in the end-Cretaceous mass extinction?

These questions are addressed in four scientific articles, of which three are published
and one is under review.
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In the following, I give an overview of the individual articles that are presented in
Chapter 2. Supplementary material to articles 1, 2 and 4 can be found in the Appendix.

Article 1
On the Sensitivity of the Devonian Climate to Continental Configuration,
Vegetation Cover, Orbital Configuration, CO2 Concentration, and Insola-
tion
J. Brugger, M. Hofmann, S. Petri, G. Feulner

In this article the characteristics of the Devonian climate are explored in a number of
sensitivity experiments using the coupled climate model CLIMBER-3α. The sensitivity
to continental configuration, vegetation cover, orbital configuration, CO2 concentration
and insolation is first tested separately. Subsequently, three best-guess simulations are
constructed which aim to represent best the three climate states of the Early, Middle and
Late Devonian. Their results are compared with proxy data. In addition, a discovered
mode of climate variability on centennial timescales is described and investigated. Julia
Brugger and Georg Feulner designed the study. Julia Brugger carried out the model
simulations and analyzed them together with all coauthors. Julia Brugger and Matthias
Hofmann explored and explained the centennial-scale climate variability. Julia Brugger
and Stefan Petri performed and evaluated various test experiments which showed strong
evidence that this climate variability is not a numerical artefact. Julia Brugger and
Georg Feulner wrote the article, with input from all coauthors. Julia Brugger created
Figures 1 to 4, 6 to 10 and 12. Georg Feulner created Figures 5 and 11.
Published in Paleoceanography and Paleoclimatology (2019).

Article 2
Low atmospheric CO2 levels before the emergence of forested ecosystems
T. W. Dahl, M. A. R. Harding, J. Brugger, G. Feulner, K. Norrman, C. Junium

Based on CO2-sensitive carbon isotope fractionation in Early Devonian vascular plant
fossils the previous atmospheric CO2 records are revised and a lower atmospheric CO2

concentration of ≈ 500 ppm is reconstructed for the Early Devonian. This suggests a
strong drawdown of atmospheric CO2 concentrations already during the rise of the earli-
est vascular plants, but before the emergence of forests. Simulations with the coupled
climate model CLIMBER-3α for the Early Devonian support the use of these plant
fossils for the reconstruction of atmospheric CO2 concentrations. Tais Dahl designed and
led the study. He wrote the manuscript together with input from all coauthors. Julia
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Brugger performed the modeling with CLIMBER-3α, created the figures to support
the model output, and analyzed the model output together with Georg Feulner. Julia
Brugger, Georg Feulner and Tais Dahl discussed how to reconcile model output and
proxy data.
This manuscript is submitted to Nature Communications.

Article 3
Baby, it’s cold outside: Climate model simulations of the effects of the as-
teroid impact at the end of the Cretaceous
J. Brugger, G. Feulner, S. Petri

In this study, the coupled climate model CLIMBER-3α is used to simulate climate in
the immediate aftermath of the Chicxulub impact. Based on information from geophys-
ical impact modeling, different scenarios for the short-term darkening due to sulfate
aerosols and the long-term warming from atmospheric CO2 are elaborated and tested
in model experiments. Julia Brugger and Georg Feulner designed the study. Stefan
Petri implemented model adjustments and improvements. Julia Brugger carried out the
model simulations and analyzed them together with Georg Feulner. Julia Brugger and
Georg Feulner wrote the article with input from all coauthors. Julia Brugger created all
figures supporting the article.
Published in Geophysical Research Letters (2017).
Due to copyright reasons the accepted version of the manuscript is included here.

Article 4
A pronounced spike in ocean productivity triggered by the Chicxulub im-
pact
J. Brugger, G. Feulner, M. Hoffmann, S. Petri

Building on our first article on the end-Cretaceous mass extinction (Brugger et al.,
2017), this study focuses on changes in the marine realm in the immediate aftermath
of the Chicxulub impact using CLIMBER-3α+C which comprises the coupled climate
model CLIMBER-3α extended by a biogeochemical ocean module. In addition to the
investigation of the atmospheric effects of sulfur and CO2, their effect in the ocean is
analyzed. Furthermore, impact dust from the projectile is modeled and the effect of the
nutrients contained in the dust on ocean productivity is explored. Julia Brugger and
Georg Feulner designed the study. Matthias Hofmann implemented a dust module, with
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the help from Julia Brugger and Stefan Petri. Julia Brugger and Matthias Hofmann
implemented model adjustments and improvements, with the help from Stefan Petri.
Julia Brugger carried out the model simulations and analyzed them together with Georg
Feulner and Matthias Hofmann. Julia Brugger and Georg Feulner wrote the paper with
input from all coauthors. Julia Brugger created all figures supporting the article.
Published in Geophysical Research Letters (2021).
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Abstract During the Devonian (419 to 359 million years ago), life on Earth witnessed decisive
evolutionary breakthroughs, most prominently the colonization of land by vascular plants and vertebrates.
However, it was also a period of major marine extinctions coinciding with marked changes in climate. The
cause of these changes remains unknown, and it is therefore instructive to explore systematically how the
Devonian climate responds to changes in boundary conditions. Here we use coupled climate model
simulations to investigate separately the influence of changes in continental configuration, vegetation
cover, carbon dioxide (CO2) concentrations, the solar constant, and orbital parameters on the Devonian
climate. The biogeophysical effect of changes in vegetation cover is small, and the cooling due to
continental drift is offset by the increasing solar constant. Variations of orbital parameters affect the
Devonian climate, with the warmest climate states at high obliquity and high eccentricity. The prevailing
mode of decadal to centennial climate variability relates to temperature fluctuations in high northern
latitudes which are mediated by coupled oscillations involving sea ice cover, ocean convection, and a
regional overturning circulation. The temperature evolution during the Devonian is dominated by the
strong decrease in atmospheric CO2. Albedo changes due to increasing vegetation cover cannot explain the
temperature rise found in Late Devonian proxy data. Finally, simulated temperatures are significantly
lower than estimates based on oxygen isotope ratios, suggesting a lower !18O ratio of Devonian seawater.

1. Introduction
The Devonian (419 to 359 Ma, 1 Ma = 1 million years ago) is a key period in Earth's history characterized
by fundamental changes in the atmosphere, the ocean, and the biosphere. With respect to the evolution of
life, the Devonian is best known for the diversification of fish as well as the colonization of the continents
by vascular plants and vertebrates. Although microbial mats and nonvascular plants could be found on land
even before the Devonian (Boyce & Lee, 2017), the appearance of vascular land plants beginning in the Early
and Middle Devonian was certainly an important first step toward modern land ecosystems. By the Late
Devonian, vascular plants had vastly diversified, going hand in hand with the evolution of more advanced
leaves and root systems (Algeo & Scheckler, 1998; Algeo et al., 1995). In the ocean, coral stromatoporoid reefs
reached their largest extent during the Phanerozoic in the Middle Devonian (Copper & Scotese, 2003) and
fish evolved into rich diversity (Dahl et al., 2010). Finally, in the Late Devonian, the first tetrapods moved
from ocean to land (Brezinski et al., 2009; Clack, 2007).

While the Devonian is best known for these evolutionary breakthroughs, it is also a period of species mass
extinctions. The extinction rate during the Devonian is marked by three distinct peaks (Bambach, 2006),
with the highest pulse (the Frasnian-Famennian mass extinction, 378–375 Ma) ranking among the “Big
Five,” that is, the five most severe mass extinctions in Earth's history (Bambach, 2006). The cause of these
extinctions, which mostly took place in the ocean (Bambach, 2006), is still under debate, as it is challenging
to explain the episodic nature and duration of the extinctions (Algeo et al., 1995). Discussed causes for the
Frasnian-Famennian extinction are a bolide impact (McGhee, 1996; McGhee et al., 1984), volcanic activity
(Ma et al., 2016), changes in sea level (Bond & Wignall, 2008; Ma et al., 2016), rapid temperature variations
(McGhee, 1996; Ma et al., 2016), and the development of ocean anoxic waters (Bond & Wignall, 2008; Ma
et al., 2016).
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Figure 1. (a) Atmospheric CO2 concentration in the Devonian following Foster et al. (2017). The black circles
represent the data from different proxies. The thick black line is the most likely LOESS fit taking into account the
uncertainties in both age and CO2. The dark and light gray bands show the 68% and 95% confidence intervals.
(b) !18O values from conodont apatite from Joachimski et al. (2009) but using a different NBS120c standard
for calibration (Lécuyer et al., 2003). Note the inverted scale on the y axis since an increase in !18O translates into a
temperature decrease. The light pink shading indicates the time intervals of the three Devonian periods of mass
extinction: the late Givetian extinction from 389 to 385 Ma, the Frasnian-Famennian extinction (or Kellwasser event)
from 378 to 375 Ma, and the Late Famennian extinction (Hangenberg event) from 364 to 359 Ma (Bambach, 2006).

The multitude of remarkable biospheric changes during the Devonian occurred against a backdrop of
considerable changes in atmospheric composition. Although the uncertainties of CO2 estimates for the
Devonian from proxy compilations are large, they suggest a decrease from about 2,000 ppm in the Early
Devonian to below 1,000 ppm in the Late Devonian (Foster et al., 2017); see Figure 1a. Note that this recent
CO2 compilation agrees with older compilations in the general decreasing trend during this time but reports
lower CO2 concentrations for the Devonian than older proxy studies (Royer, 2006) due to screening and revi-
sion of some records (see Methods in Foster et al., 2017); the values in the new compilation are also much
lower than the CO2 concentrations based on the GEOCARB model (Berner, 1994, 2006; Berner & Kothavala,
2001) frequently used in earlier modeling studies. In contrast to the decrease in carbon dioxide, oxygen levels
witnessed an exceptionally strong rise about 400 Ma (Dahl et al., 2010; Wade et al., 2018). Recent modeling
studies have investigated the forcing due to changes in the atmospheric O2 concentration, suggesting a cli-
mate state-dependent climate response which is, however, small compared to the influence of CO2 during
the Phanerozoic (Poulsen et al., 2015; Wade et al., 2018).

These changes in atmospheric composition, and in particular the drop in atmospheric CO2 concentrations,
also resulted in climatic changes, which in turn affected the biosphere. Indeed, !18O oxygen isotope data
from marine microfossils (a proxy for seawater temperature shown in Figure 1b) indicate a greenhouse cli-
mate in the Early Devonian and much cooler temperatures in the Middle Devonian (Joachimski et al., 2009).
For the Late Devonian, proxy studies (Joachimski et al., 2009; van Geldern et al., 2006) indicate rising temper-
atures again which are still challenging to reconcile with the decreasing CO2 concentrations. During the late
Famennian, Earth's climate cooled again (Brezinski et al., 2009; Joachimski et al., 2009), with some studies
even indicating glaciations (Brezinski et al., 2008, 2009; Caputo, 1985; Caputo et al., 2008). Furthermore, the
Late Devonian was a period of fast sea level variations (Brezinski et al., 2009; Haq & Schutter, 2008; Johnson
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et al., 1985; Ma et al., 2016; Sandberg et al., 2002), with periods of sea level transgression being linked to the
development of ocean anoxic conditions (Bond & Wignall, 2008; Johnson et al., 1985).

As any other period in Earth's history, the 60 million years spanning the Devonian is characterized not only
by long-term changes in temperature but also by large fluctuations in temperature around these longer-term
trends (see Figure 1b). Furthermore, there are several studies stressing the importance of astronomical
forcing for the climate during the Devonian. The geologic record of the Devonian shows cyclic structures
(De Vleeschouwer et al., 2013, 2017) which can be interpreted as the result of astronomical cycles accord-
ing to Milankovitch theory (Milankovitch, 1941). The configuration of Earth's orbit and rotational axis
determines the total amount as well as the spatial and temporal distribution of solar radiation and there-
fore impacts climate. In addition, identifying astronomical cycles in the geologic record can help assign a
timescale to cyclic features observed in the geologic record and thus a timescale for palaeoclimatic changes
(De Vleeschouwer et al., 2013, 2014, 2017).

In an effort to link the changes in the various components of the Devonian Earth system, there are several
studies investigating potential connections between land plant evolution, climate change, and the oceanic
mass extinction (Algeo & Scheckler, 1998; Algeo et al., 1995; Berner, 1994; Goddéris & Joachimski, 2004;
Le Hir et al., 2011; Simon et al., 2007). It is suggested, for example, that the increase of weathering due
to the spreading of plants on land could have been a cause of the decrease in atmospheric carbon dioxide
(Algeo & Scheckler, 1998; Algeo et al., 1995; Berner, 2006). Additionally, the increased weathering rates
could have lead to a higher transport of phosphorus to the ocean, promoting eutrophication with its negative
consequences for life in the ocean (Algeo & Scheckler, 1998; Algeo et al., 1995).

Given the multitude of changes in the Earth system during the Devonian and the intricate coupling of atmo-
sphere, ocean, and biosphere, it is challenging to disentangle causes and effects and to determine which
forcings are most important for Devonian climate change. In this study, we test the sensitivity of the Devo-
nian climate to different forcings in order to quantify their relevance. We therefore set up simulations with
a coupled ocean-atmosphere model considering three different continental configurations representing the
Early, Middle, and Late Devonian. In addition, changes in the solar constant, in atmospheric carbon dioxide
concentrations, in orbital parameters, and in the spatial distribution of vegetation are systematically tested.
Concerning the influence of land plants, this study focuses on their impact on the climate via biogeophysical
effects, in particular changes in albedo and evapotranspiration.

This paper is organized as follows. Section 2 describes the coupled climate model used in this study, the
various sensitivity experiments which serve to investigate the influence of changes in different parameters
throughout the Devonian as well as the boundary conditions for three simulations which are representa-
tive for climate states of the Early, Middle, and Late Devonian. Results from the sensitivity simulations are
presented and discussed in section 3. Section 4 highlights an ocean-sea ice mechanism resulting in climate
oscillations at high northern latitudes. Section 5 discusses the climate evolution through the Devonian based
on simulations for three time slices and compares the results to other modeling as well as proxy studies.
Finally, Section 6 summarizes our key findings and discusses the broader implications of our results.

2. Modeling Setup
2.1. Model Description
To be able to assess the sensitivity of the Devonian climate to a wide range of parameters, we use
CLIMBER-3", a relatively fast coupled Earth system model of intermediate complexity (Montoya et al.,
2005). Its main component consists of a modified version of the ocean general circulation model MOM3
(Hofmann & Morales Maqueda, 2006; Pacanowski & Griffies, 1999) used at a horizontal resolution of
3.75◦ × 3.75◦ with 24 vertical levels. The coupled model further includes a dynamic/thermodynamic sea
ice model (Fichefet & Morales Maqueda, 1997) operated at the resolution of the ocean model and a fast
statistical-dynamical atmosphere model (Petoukhov et al., 2000) with a coarse spatial resolution of 22.5◦ in
longitude and 7.5◦ in latitude. Atmosphere-surface interactions (including the biogeophysical effect of ter-
restrial vegetation) are modeled by a land surface model distinguishing six prescribed surface types (open
ocean, sea ice, forest, grass, bare soil, and glaciers) characterized by albedo, roughness, and evapotranspi-
ration. CLIMBER-3" compares well with other models in model intercomparison projects (e.g., Eby et al.,
2013; Zickfeld et al., 2013). For the simulations of the Devonian climate presented in this paper, we employ
a model version with improved lapse rate parametrization and more realistic ice and snow albedo values
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Table 1
Overview of Simulations Investigating the Sensitivity of the Devonian Climate System to Various Parameters

S CO2 # $

Sensitivity experiments Continents (W/m2) (ppm) Land cover (◦) e (◦)
415 Ma

Continental configuration 380 Ma 1,319.1 1,500 Bare 23.5 0 0
360 Ma

1,315.3
Solar constant 380 Ma 1,319.1 1,500 Bare 23.5 0 0

1,321.3
1,000

CO2 concentration 380 Ma 1,319.1 1,500 Bare 23.5 0 0
2,000

Vegetation distribution 380 Ma 1,319.1 1,500 Bare 23.5 0 0
Early Devonian vegetation

Middle Devonian vegetation
Late Devonian vegetation

All shrub
All trees

22.0 0 0
22.0 0.030 0, 45, 90, 135, 180, 225, 270, 315
22.0 0.069 0, 45, 90, 135, 180, 225, 270, 315
23.5 0 0

Orbital parameters 380 Ma 1,319.1 1,500 Bare 23.5 0.030 0, 45, 90, 135, 180, 225, 270, 315
23.5 0.069 0, 45, 90, 135, 180, 225, 270, 315
24.5 0 0
24.5 0.030 0, 45, 90, 135, 180, 225, 270, 315
24.5 0.069 0, 45, 90, 135, 180, 225, 270, 315

415 Ma 1,315.3 2,000 Early Devonian Vegetation
Best-guess simulations 380 Ma 1,319.1 1,500 Middle Devonian Vegetation 23.5 0 0

360 Ma 1,321.3 1,000 Late Devonian Vegetation
Note. Settings for the continental configuration, the solar constant S, the atmospheric CO2 concentration, the vegetation distribution, the obliquity # of Earth's
axis, the eccentricity e of its orbit, and the precession angle $ are listed for all simulations.

(Feulner & Kienert, 2014) already used in studies of a wide variety of deep-time palaeoclimate problems
(e.g., Brugger et al., 2017; Feulner, 2017; Feulner et al., 2015). The surface model of CLIMBER-3" is also
used in the coarser-resolution model CLIMBER-2 and compares well with more sophisticated models when
simulating the biogeophysical effects of vegetation on climate (Ganopolski et al., 2001).

2.2. Boundary Conditions and Design of the Numerical Experiments
The main aim of this study is to simulate the climate evolution through the Devonian by designing three
“best guess simulations” representative of the Early, Middle, and Late Devonian. These simulations use the
most likely boundary conditions in terms of the distribution of continents, vegetation, the solar constant, and
the atmospheric carbon dioxide level. In addition, we systematically investigate the sensitivity of the Devo-
nian climate to changes in continental configuration, vegetation distribution, solar constant, atmospheric
carbon dioxide levels, and orbital parameters by varying each of these boundary conditions separately while
keeping all others fixed. The insights gained from these sensitivity experiments help to interpret the results
from the best guess simulations and thus to identify the dominant drivers to climate changes during the
Devonian.

Table 1 summarizes the experiments and their parameter values. In order to facilitate comparisons for the
sensitivity experiments, we keep as many boundary conditions as possible fixed at values representative of
the Middle Devonian around 380 Ma. The sensitivity experiments considering the influence of continental
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Figure 2. Continental configuration, ocean depth, and elevation for the three Devonian time slices at the spatial
resolution of our ocean model. (left column) Global maps. (right column) South Polar view, from 26◦S to 90◦S.
(a, b) 415 Ma. (c, d) 380 Ma. (e, f) 360 Ma.

configuration, vegetation, and orbital configuration are therefore run at a solar constant of S = 1, 319.1
W/m2 (section 2.2.2) and a fixed carbon dioxide concentration of 1,500 ppm (section 2.2.3). Vegetation is set
to bare land in all simulations, except for the sensitivity experiments considering vegetation (section 2.2.4).
Apart from the sensitivity experiments investigating the influence of changes in orbital parameters (section
2.2.5), we use orbital parameters of an idealized (or median) orbit with obliquity # = 23.5◦ and eccentricity
e = 0. This obliquity is similar to the present-day value; using a circular orbit makes this configuration
independent of precession; that is, it minimizes seasonality for a given obliquity. All model simulations
are initialized from an ice-free state with constant present-day ocean salinity and a smoothed sea surface
temperature (SST) profile which is symmetrical about the equator and approximates modern observations.
The simulations are integrated for 4,000 model years until climate equilibrium is approached. The design
of the sensitivity experiments (sections 2.2.1 to 2.2.4) as well as of the best guess simulations (section 2.2.6)
will be described in more detail in the following.
2.2.1. Continental Configurations
To test the influence of the continental configuration on the Devonian climate, we set up three model
runs using continental configurations representing three time slices during the Early Devonian (415 Ma),
Middle Devonian (380 Ma), and Late Devonian (360 Ma), respectively, based on reconstructions (Scotese,
2014). The three different Devonian continental configurations, shown in Figure 2, are characterized by
an arrangement of the continents' largest fraction in the Southern Hemisphere and no land northward of
60◦N. Throughout the Devonian, the most significant changes affect the distribution of land and ocean areas
around the South Pole. For our sensitivity experiments with respect to these three Devonian continental
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configurations, it is assumed that there are no land plants; that is, the land surface type is set to bare land
throughout, and all other boundary conditions remain fixed; see Table 1.
2.2.2. Solar Constant
The effect of changes in the solar constant is investigated by adjusting the solar constant for each Devonian
timeslice based on the best estimate (Kopp & Lean, 2011) for the present-day solar constant of 1,361 W/m2

and a scaling according to a standard solar evolution model (Bahcall et al., 2001), yielding values of 1,315.3,
1,319.1, and 1,321.3 W/m2 for the Early, Middle, and Late Devonian, respectively. All other parameters are
fixed: We use continental configuration and a CO2 concentration (1,500 ppm) representative for the Middle
Devonian (380 Ma) orbital parameters for the median orbit and set vegetation to bare land.
2.2.3. CO2 Concentration
We test the influence of changes in the atmospheric carbon dioxide level on the Devonian climate using
CO2 concentrations of 2,000, 1,500, and 1,000 ppm. These particular values have been chosen because they
are representative for the values reconstructed for the Early (415 Ma), Middle (380 Ma), and Late Devonian
(360 Ma) periods, each lying within one standard deviation of the pCO2 probability maximum given in
Foster et al. (2017); see Figure 1a. Note that we chose to use approximate values rather than reading off the
fitted values for the three time slices because of the sparse temporal sampling and large error bars of the
CO2 reconstruction. All other parameters are fixed: We use the continental configuration and solar constant
(S = 1, 319.1W/m2) representative for the Middle Devonian (380 Ma), idealized orbital parameters, and set
vegetation to bare land.
2.2.4. Vegetation Distributions
The biogeophysical influence of the spread of vascular land plants on the Devonian climate is investigated
by different idealized vegetation distributions. These are roughly representative of the situation during the
Early, Middle, and Late Devonian and will thus be also used in the simulations representing the three Devo-
nian time slices described in section 2.2.6. The sensitivity experiments with respect to the effect of vegetation
cover alone, however, are based on the continental configuration for 380 Ma to isolate the biogeophysical
effect of vegetation cover from the changes due to continental drift.

The design of the vegetation distributions is based on palaeontological evidence for the evolution of vas-
cular plants during the Devonian (Boyce & Lee, 2017). In particular, the evolving ability of land plants to
spread upcountry is taken into account, which we quantify by imposing limits in terms of distance from the
coast and elevation at the original resolution of the continental reconstruction. Furthermore, the evolution
of plant communities from bryophyte-dominated coastal vegetation toward the first forests is considered
by varying the mix of plant types and their biogeophysical properties albedo, roughness length, and evap-
otranspiration; see Table 2. Finally, vegetation distribution is constrained by climate. The derivation of the
vegetation distributions for the different Devonian time slices is explained in detail in the following and
shown in Figure 3.

Nonvascular land plants arose as early as in the Mid-Ordovician (Rubinstein et al., 2010) and may have
spread widely already during the Ordovician (Porada et al., 2016). The first vascular plants evolved during
the Late Ordovician (Steemans et al., 2009). During the Late Silurian and Early Devonian, the first vascular
land plants were distributed across all latitudes (Boyce & Lee, 2017), but due to shallow roots and no water
conducting cells, they were restricted to wet lowland areas (Algeo & Scheckler, 1998; Algeo et al., 1995; Boyce
& Lee, 2017). For the very Early Devonian, we therefore assume that land plants are restricted to areas closer
than 500 km to the coast and up to 500 m in altitude. Areas closer than 300 km to the coast and/or with an
altitude lower than 300 m are covered by 60% vegetation. Areas with a coastal distance between 300 and 500
km and/or an altitude between 300 and 500 m are covered by 10% vegetation. To represent the dominance of
nonvascular vegetation, we assume the plant cover to consist of two-thirds bryophytic vegetation mixed with
one-third grass-like vegetation for the Early Devonian (see Table 2). Note that grass has evolved much later
in Earth's history and that the grass-like surface type in our model approximates the basic biogeophysical
properties of any shrub-like vegetation. For the remaining surface area the land surface type in the model is
set to bare land.

By the Middle Devonian, vascular land plants gained in importance and the first arborescent vegetation
evolved (Algeo & Scheckler, 1998). Thus, for our shrub-like vegetation, we mix four fifths of the vegetation of
shrub-like characteristics with one-fifth vegetation of bryophyte characteristics. We add a second vegetation
type representing an early type of trees (see Table 2). We assume 70% Middle Devonian shrub-like vegetation
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Table 2
Albedo, Roughness Length, and Evapotranspiration (as Determined by the LAI) for the Different Surface Types
Used in the Model Simulations

Albedo Roughness Evapotranspiration
Vegetation type (vis/near IR) (m) (LAI)
Bare soil 0.14/0.22 0.050 0
Shrubs 0.080/0.30 0.10 3.0
Trees 0.050/0.20 1.0 6.0

Early Devonian
shrub mix 0.073/0.37 0.047 2.3
(two-thirds bryophytes, one-third shrubs)
Bryophytes 0.070/0.40 0.020 2.0

Middle Devonian
Shrub mix 0.078/0.32 0.084 2.8
(one-fifth bryophytes, four-fifths shrubs)
Bryophytes 0.070/0.40 0.020 2.0
Middle Devonian trees 0.070/0.24 0.60 4.5

Late Devonian
Shrub mix 0.078/0.32 0.084 2.8
(one-fifth bryophytes, four-fifths shrubs)
Bryophytes 0.070/0.40 0.020 2.0
Late Devonian trees 0.050/0.20 1.0 6.0
Note. Parameters of bare soil, shrubs, and trees are the standard values in our model. Albedo and roughness values
for the early trees are based on the woodland parameters in Dickinson et al. (1993); the evapotranspiration value
is an estimate based on the values used for shrubs and trees. The bryophytes' albedo is an average value of the
moss types in Stoy et al. (2012); roughness length and LAI are taken from Dickinson et al. (1993) for short grass.
Evapotranspiration is proportional to LAI; see equation (45) in Dickinson et al. (1986). LAI = Leaf Area Index.

cover and 10% early tree vegetation cover in areas lower than 500 m in altitude and closer than 500 km to
the coast and set the remaining surface area to bare land.

In the Late Devonian, trees grew larger and diversified (Algeo & Scheckler, 1998) and vegetation was more
widespread but did not extend in upland areas (Boyce & Lee, 2017). Therefore, for this model setup, we
use the same shrub-like vegetation mix as in the Middle Devonian but a tree type with characteristics of an
evergreen forest after Dickinson et al. (1993). Coastal areas lower than 500 m in altitude and closer than 500
km to the coast are covered by 40% of shrub-like vegetation and 40% of trees. On areas from 500 to 1,000 m
in altitude and/or between 500 and 1,000 km from the coast we assume 30% shrub-like vegetation and 30%
trees.

As vegetation and climate do not interact dynamically in our model, we implement temperature and precip-
itation limits to avoid vegetation on land areas with unsuitable climate. Trees do not cover cells for which
the average temperature of the coldest month is below −25 ◦C, whereas the growth of shrub-like vegetation
is not restricted by temperature (Schaphoff et al., 2018; supporting information Table S4). The value for the
temperature limit for trees is an estimate based on an average of different types of trees. Additionally, we
restrict all vegetation to areas with annual precipitation above 700 mm. This value is based on Lieth (1973,
Figure 3) taking into account that Devonian plants can store less water compared to present-day plants. The
areas unsuitable for vegetation according to these limits are determined using a simulation with all land
cover set to bare land and are indicated in Figure 3. There is a marked increase in the fraction of land cov-
ered by vegetation from 15.1% during the Early Devonian to 28.5% during the Middle Devonian and 37.3%
during the Late Devonian.

The resulting vegetation distributions at 1◦ spatial resolution are then used to calculate vegetation fractions
on the coarser atmospheric grid of the model. The bias due to the coarse model resolution should be lim-
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Figure 3. Vegetation distributions for the Early (top row), Middle (middle row) and Late Devonian (bottom row).
(left column) The change in vegetation cover with time is based on the evolution of plants and their properties as well
as their increasing spread from the coast as measured by coastal distance and elevation (see text for details).
(right column) Resulting vegetation distributions for the three timeslices, shown on the Middle Devonian (380 Ma)
continental configuration and at the resolution of the original continental reconstruction (Scotese, 2014). Green
shading indicates the land fraction covered by vegetation; the black dots show the density of trees. The areas shaded in
white cannot be covered by vegetation due to specified limitations of temperature and precipitation (see text for
details). Fractions covered by vegetation are 15.1% for the Early Devonian, 28.5% for the Middle Devonian, and 37.3%
for the Late Devonian.

ited, however, because the atmosphere model takes subgrid fractions into account when calculating surface
fluxes.

In order to assess the influence of the different vegetation types separately, we add three simulations rep-
resenting extreme scenarios in which all land is covered by bare soil, shrub-like vegetation, and trees,
respectively, irrespective of coastal distance, elevation, temperature, and precipitation.

All sensitivity simulations for the different vegetation distributions are run for a fixed carbon dioxide con-
centration of 1,500 ppm, a solar constant of S = 1, 319.1 W/m2 and orbital parameters of a median orbit; see
also Table 1.
2.2.5. Orbital Parameters
To assess the influence of orbital configurations on Devonian climates, a large set of 51 simulations is per-
formed for obliquity values # of 22.0◦, 23.5◦, and 24.5◦; eccentricity values e of 0, 0.03, and 0.069; and
perihelion angles $ (defined relative to autumnal equinox) ranging from 0◦ to 315◦ in intervals of 45◦ for
nonzero eccentricity. All other boundary conditions are held fixed at a continental configuration represent-
ing 380 Ma, a solar constant of S = 1, 319.1 W/m2, a carbon dioxide concentration of 1,500 ppm, and bare
land; see Table 1. Note that our simulations are equilibrium simulations; that is, we do not simulate transient
changes through the Milankovitch cycles.
2.2.6. Best Guess Simulations for the Early, Middle, and Late Devonian
In addition to the sensitivity simulations described above, we perform a set of three model experiments rep-
resenting the most likely state of the boundary conditions for the Early, Middle, and Late Devonian. As the
main aim of these “best guess simulations” is a better understanding of the drivers of longer-term climate
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change during the Devonian rather than shorter-term fluctuations, orbital parameters are kept fixed and
set to the values of a median orbit (obliquity # = 23.5◦, eccentricity e = 0). Note that the uncertainty aris-
ing from the unknown orbital configuration can be estimated based on the results of the sensitivity test to
orbital configuration (section 2.2.5). Continental configurations are based on reconstructions for 415, 380,
and 360 Ma for the Early, Middle, and Late Devonian, respectively (see section 2.2.1). The solar constant is
increasing with time, with values of 1,315.3, 1,319.1, and 1,321.3 W/m2 for the three time periods in question
(see section 2.2.2). Values for the atmospheric CO2 concentrations of 2,000, 1,500, and 1,000 ppm are chosen
for the three timeslices to capture the long-term decrease of CO2 through the Devonian (see section 2.2.3).
Finally, the progressing evolution of land plants is taken into account by choosing the vegetation mix and
distribution as described in section 2.2.4. For the Early Devonian, vegetation consists of coastal shrub domi-
nated by bryophytes. For the Middle Devonian simulation, vegetation cover is more extended, and first trees
are added to the mix. For the Late Devonian, vegetation is spread even more widely and the tree fraction is
increased to represent the first forests.

3. Sensitivity of the Devonian Climate to Changes in Boundary Conditions
3.1. Influence of the Continental Configuration
First, we investigate the sensitivity of the Devonian climate to changes in continental configuration while
keeping all other boundary conditions fixed (CO2 concentration 1,500 ppm, solar constant 1,319.1 W/m2,
bare land, and median orbital parameters; see Table 1 and section 2.2.1). We compare three simulations
using the continental configurations shown in Figure 2 and find that the change in the distribution of con-
tinents throughout the Devonian leads to a decrease of global annual mean surface air temperature over
time. However, the global mean temperature differences between the climate states for the three continen-
tal configurations are small: for the Early Devonian, global annual mean surface air temperature is 21.3 ◦C,
decreasing to 21.2 ◦C for the continental configuration of 380 Ma and 20.8 ◦C or 360 Ma. Land surface air
temperatures are 17.2 ◦C for the Early Devonian, 16.2 ◦C for the Middle Devonian, and 17.0 ◦C for the Late
Devonian.

Although the decreasing trend in surface air temperature for the three Devonian continental configura-
tions is small, regional effects caused by changes in continental drift are significant: The largest temperature
differences are found at high southern latitudes and can mostly be attributed to the differences in the dis-
tribution of land and ocean areas (see Figure S1). Furthermore, differences in orography between the three
continental configurations result in regional temperature differences. Finally, part of the differences in tem-
perature can be attributed to changes in ocean circulation between the different continental configuration
as indicated by the ocean surface velocities and temperatures shown in Figure S2. Note that changes in con-
tinental configuration could in principle effect the climate-carbon feedback which is not represented in our
model, possibly inducing stronger climatic changes than modeled here.

3.2. Influence of the Solar Constant
Annual global mean surface air temperatures increase from 20.9 ◦C to 21.2 ◦C and 21.4 ◦C with increas-
ing solar constant (1,315.3 W/m2 in the Early, 1,319.1 W/m2 in the Middle, and 1,321.3 W/m2 in the Late
Devonian) while keeping all other boundary conditions fixed (see Table 1 and section 2.2.2). These temper-
ature changes are consistent with what one would expect from the change in solar forcing. The effect of an
increasing solar constant is largest in the high northern latitudes (see Figure S3), in particular during the
winter months. This is closely linked to differences in Arctic sea ice triggered by the differences in global
mean temperature. Note that, on a global scale, the warming due to the brightening Sun is very similar in
magnitude to the cooling due to continental drift over the Devonian described in section 3.1 above. Both
effects will therefore roughly cancel each other. Regionally, however, the cooling due to continental drift
is stronger at high southern latitudes, whereas the warming due to the increasing solar constant is more
pronounced at high northern latitudes.

3.3. Influence of CO2 Concentrations
Next, we evaluate the impact of the decrease in atmospheric CO2 concentrations throughout the Devonian
(2,000 ppm in the Early, 1,500 ppm in the Middle, 1,000 ppm in the Late Devonian; see section 2.2.3) on the
Devonian climate while keeping all other boundary conditions fixed (see Table 1). Global annual mean sur-
face air temperature decreases from 22.4 ◦C for 2,000 ppm to 21.2 ◦C for 1,500 ppm and 19.4 ◦C for 1,000 ppm.
The temperature difference of 2.9 ◦C between the climate states with 2,000 and 1,000 ppm of atmospheric
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carbon dioxide is, of course, equivalent to the model's equilibrium climate sensitivity to CO2 doubling for
Devonian boundary conditions. This value is in good agreement with the range for the present-day climate
sensitivity given in IPCC (2013, p.1110). For the relatively warm Devonian climate state, climate sensitivity
is smaller than for cooler configurations analyzed with the same model (Feulner & Rahmstorf, 2010; Feulner
& Kienert, 2014), predominantly due to the smaller ice-albedo feedback.

With respect to regional climate change, differences in surface air temperature between different CO2 con-
centrations are significantly larger for higher latitudes, especially in the Northern Hemisphere (see Figure
S4). This is similar to the phenomenon of Arctic amplification under present-day global warming (Serreze
& Barry, 2011) which is mainly caused by the ice-albedo feedback effect. We will encounter the same pattern
when analyzing the best guess simulations in section 5.

Looking at the results of the sensitivity studies so far, it is important to note that the magnitude of the global
temperature change due to CO2 is considerably larger than the effects of continental drift and changes in
the solar constant.

3.4. Influence of the Vegetation Distribution
To assess the potential climate impact of the colonization of land by vascular plants during the Devonian,
we investigate the sensitivity of the climate to the biogeophysical effects of different vegetation distributions:
We use the three vegetation distributions constructed to represent the three Devonian periods on the 380-Ma
continental configuration (see section 2.2.4) but first compare the three extreme scenarios of bare land,
shrubs, and trees covering the entire continents of the 380-Ma configuration.

Global mean surface air temperatures are 21.2 ◦C for the bare land case, 20.7 ◦C for the shrub-covered
continents, and 21.6 ◦C for the tree-covered continents. The continental temperature differences are much
more significant with 16.2 ◦C for the bare land case, 13.4 ◦C for the shrub-covered continents, and 15.0 ◦C
for the tree-covered case.

Maps of differences in surface air temperature, evaporation, surface albedo, and atmospheric water vapor
content for the shrub-covered case minus the bare land case and the tree-covered case minus the bare land
case (see Figure 4, first two rows) help to understand the origin of temperature differences. Comparing pat-
terns of evaporation and surface air temperature differences over continents, it is obvious that changes in
evaporation determine continental surface air temperature differences for the shrub-covered case. For the
tree-covered case, this is only true for latitudes up to 60◦. Stronger evaporation results in lower temperatures
due to evaporational cooling and dominates over the warming effect of a decreasing surface albedo. This
trend is in agreement with the climatic effect of modern tropical forests (Betts, 2000; Bonan, 2008). For mod-
ern boreal forests, in contrast, the negative climate forcing of evaporation is counteracted by the low albedo
(Betts, 2000; Bonan, 2008). (The effects of modern temperate forests are very uncertain.) Furthermore, sim-
ulated total cloud cover is higher over continents in case of vegetation cover, with only small differences
between the shrub-covered and the tree-covered case, leading to additional cooling (Figure S5).

Interestingly, surface air temperatures over the ocean are higher for the tree-covered case than for the bare
land case. Trees increase the atmospheric water vapor content which leads to an increased greenhouse effect,
resulting in higher surface air temperatures. Although this is a global trend, it dominates surface air temper-
ature differences only for oceanic regions (see Figure 4e). For continental regions, this effect is counteracted
by the evaporative cooling described above. The warmer temperatures over the ocean for the tree-covered
case lead to less snow in the high southern latitudes, decreasing the albedo and hence increasing continen-
tal temperatures. In contrast, for the high southern latitudes of the shrub-covered case there are a small
increase in albedo as the continental snow cover increases due to lower temperatures. In the Arctic temper-
ature and albedo changes are closely linked to changes in sea ice cover for both the shrub-covered and the
tree-covered case.

The understanding of the basic mechanisms gained by the extreme scenarios can now be used to under-
stand the differences in climate for the three Devonian vegetation distributions. Overall, the changes in
vegetation cover during the Devonian have little influence on global mean surface air temperature in our
simulations (21.1 ◦C for the Early Devonian vegetation, 21.1 ◦C for the Middle Devonian vegetation, and
21.2 ◦C for the Late Devonian vegetation). The mean continental temperature is 15.6 ◦C for the Early Devo-
nian vegetation, 15.3 ◦C for the Middle Devonian vegetation, and 15.3 ◦C for the Late Devonian vegetation.
Still, the regional temperature differences on land are more pronounced (Figure 4, third to fifth row) and
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Figure 4. Surface air temperature,evaporation, surface albedo, and atmospheric water vapor content. Shown are
differences of the vegetation scenarios minus the bare land vegetation simulation: First row (a–d) shrub-covered
continents minus bare-land continents, second row (e–h) tree-covered continents minus bare-land continents, third
row (i–l) Early Devonian vegetation minus bare-land continents, fourth row (m–p) Middle Devonian vegetation minus
bare-land continents, fifth row (q–t) Late Devonian vegetation minus bare-land continents.

can largely be understood with the explanations derived from the more extreme idealized simulations dis-
cussed above. Plant evolution during the Devonian is accompanied by an increase in evaporation, leading
to cooling over the continents. This cooling effect dominates changes in continental temperature except for
the high southern latitudes where the climatic limits (see Figure 2) preclude vegetation. Here, temperature
differences are negligible for the Early and Middle Devonian vegetation distribution compared to the bare
land case. For the Late Devonian the higher atmospheric water vapor content caused by the higher fraction
of trees increases the atmospheric water vapor content globally which dominates surface air temperature
patterns over the ocean and over the continents at high southern latitudes. Changes in albedo are very small
over continental areas, and therefore, their effect is insignificant in our simulations. Note that land surface
albedo may not have changed too much during the Devonian due to the early presence of microbial mats
(Boyce & Lee, 2017). As observed for the extreme scenarios, albedo changes in the Arctic region are linked
to changes in temperature and sea ice cover for all three Devonian vegetation distributions.
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In the following we compare our results of the influence of the Devonian vegetation changes with
an earlier modeling study. Le Hir et al. (2011) investigate the Late Devonian climate using a coupled
climate-carbon-vegetation model focusing on the impact of changing surface properties on climate. Similar
to our approach, they use three representative settings for the Early, Middle, and Late Devonian. As forc-
ing, they use the solid Earth degassing rate, continental configurations, and an increasing solar constant.
Although they simulate a strong decrease in CO2 (5,144 ppm for the Early Devonian, 4,843 ppm for the
Middle Devonian, and 2,125 ppm for the Late Devonian), they find an almost unchanged temperature of
23.4 and 23.5 ◦C for the Early and Middle Devonian, and considering the strong CO2 decrease, the temper-
ature decrease to 22.2 ◦C for the Late Devonian is comparatively small. Note that in Le Hir et al. (2011) CO2
decreases by more than a factor of 2 from the Early to the Late Devonian; the expected cooling for a halv-
ing of the CO2 concentration is about 3 ◦C (Section 3.3). Le Hir et al. (2011) conclude that the decrease in
albedo accompanying the evolution of land plants is counteracting the carbon dioxide decrease. In contrast
to our simulations, however, they use relatively high values for the bare soil albedo (0.24 vs. 0.14 in the visi-
ble and 0.40 vs. 0.22 in the infrared), whereas their albedo values for vegetation differ only marginally from
ours (for trees 0.06 vs. 0.05 in the visible and 0.18 vs. 0.2 in the infrared).

To investigate the impact of the choice of albedo for the different surface types, we repeat our bare-land
simulation and our tree-covered simulation with the albedo values used in Le Hir et al. (2011). The compar-
ison with our original vegetation simulation results illustrates how strongly the modeled climate impact of
differences in vegetation is determined by the choice of albedo values: Due to the albedo increase for bare
land global mean surface air temperature decreases by 1.7 to 19.5 ◦C and mean continental temperature by
4.2 to 12.3 ◦C. The strong warming over the continents is shown in Figure S6a. For the tree-covered case,
the small differences in albedo have only negligible effects on global mean temperatures, but small regional
differences can be seen in Figure S6b.

We note, however, that the soil albedo value used in Le Hir et al. (2011) is very high; given the early presence
of microbial mats (Boyce & Lee, 2017) which have a much lower albedo (Sanromá et al., 2013) than the one
used in Le Hir et al. (2011), our low value for the soil albedo is better suited to represent rocks covered with
microbial mats and therefore appears to be more plausible.

It is important to bear in mind that, in addition to this biogeophysical effects, changes in the weathering
process due to the evolution of deeper roots strongly influence the carbon cycle and therefore climate. Hence,
these results only give a rough idea of the influence of the land plant evolution on climate. The combined
effect of vegetation distribution and decreased CO2 concentration is discussed in the context of the best
guess simulations in section 5.

3.5. Influence of the Orbital Configuration
As a further sensitivity test, we investigate the influence of orbital configuration on the Devonian climate
using simulations for a range of different orbital parameters while keeping all other boundary conditions
fixed (continental configuration for 380 Ma, carbon dioxide concentration 1,500 ppm, solar constant 1,319.1
W/m2, and bare land). In these simulations, we systematically test different values for the obliquity (# =
22.0◦, 23.5◦, and 24.5◦), the eccentricity (e = 0, 0.03 and 0.069), and precession ($ from 0◦ to 315◦); see
section 2.2.5.

Figure 5 shows global annual mean surface air temperatures for the three fixed obliquity values when
varying eccentricity and precession values. Global annual means of surface air temperature increase with
increasing obliquity. For fixed values of e = 0 and $ = 0, global temperature values are 21.0 ◦C for # = 22.0◦,
21.2 ◦C for # = 23.5◦, and 21.4 ◦C for # = 24.5◦. Increased obliquity increases seasonal radiation differences
on both hemispheres. Although this does not influence annual and global mean values of solar radiation,
the strong southward shift of the continents amplifies the stronger seasonal insolation at the South Pole for
higher obliquity values, resulting in higher global annual mean surface air temperatures.

Concerning the influence of the shape of Earth's elliptical orbit on the Devonian climate, global annual
mean surface air temperatures increase with eccentricity due to the higher annual mean insolation for more
eccentric orbits. Surface air temperature differences for different precession angles are negligible in our
sensitivity experiments.

Lowest global annual mean surface air temperatures are reached for the configurations with # = 22.0◦ and
e = 0 (21.0 ◦C), whereas the maximum is reached for the configurations with # = 24.5◦ and e = 0.069
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Figure 5. Annual global mean surface air temperature for three different obliquities ((a) # = 22.0◦, (b) # = 23.5◦,
(c) # = 24.5◦) and varying eccentricity and precession. Note that for each obliquity 17 individual simulations for three
different eccentricity values and eight precession angles in intervals of 45◦ were performed (marked by the black dots);
temperatures for all other eccentricity and precession values were derived using bilinear interpolation.

(21.6 ◦C). Hence, for our median orbit simulations the uncertainty arising due to the unknown exact orbital
configuration is +0.4

−0.2
◦C.

We note that the differences in climate between orbital configurations in the Devonian might be larger in
reality than in our idealized simulations at fixed carbon dioxide levels due to feedbacks involving the carbon
cycle.

We can compare our results with an earlier modeling study on the impact of orbital parameters on the
Devonian climate (De Vleeschouwer et al., 2014). This study finds a strong dependence of the Devonian
climate on orbital parameters and supports a link between ocean anoxic events during the Devonian and
orbital forcing. Using cyclostratigraphic techniques, De Vleeschouwer et al. (2017) see the root cause of
the Frasnian-Famennian extinction event in strong perturbations of the carbon cycle (e.g., as an effect of
the land plant evolution) but suggest that it is triggered by a particular succession of orbital parameters.
This proposed link makes a comparison to the model results of De Vleeschouwer et al. (2014) particularly
interesting. De Vleeschouwer et al. (2014) use an atmospheric general circulation model coupled to a slab
ocean model with a fixed prescribed oceanic heat transport, a Late Devonian continental configuration, a
solar constant of 1,324 W/m2, and a CO2 concentration of 2,180 ppm.

Except for a small eccentricity offset of the coldest state and a slight dependence on precession, De
Vleeschouwer et al. (2014) also find that global mean temperature increases with obliquity and eccentricity.
However, they report significantly larger temperature variations with orbital parameters. Indeed, their cold-
est state for low obliquity and eccentricity has a global mean temperature of 19.5 ◦C (1.5 ◦C lower than our
value for corresponding orbital parameters), while their warmest state for high obliquity and eccentricity
has a temperature of 27 ◦C values (more than 5 ◦C higher than the warmest state in our simulations).

Using selected model output kindly provided by David De Vleeschouwer, we are able to investigate the dis-
crepancies between De Vleeschouwer et al. (2014) and our model results in more depth. We find generally
good agreement for the median orbit simulations of the two models and for patterns over continents. Dif-
ferences primarily arise for other orbital configurations and for ocean areas, in particular over the Arctic
ocean where we find significant differences in the sea ice distribution between the two studies. For exam-
ple, De Vleeschouwer et al. (2014) report no sea ice at all in their # = 24.5◦, e = 0 simulation, whereas our
model simulates sea ice, leading to temperature differences at high latitudes. Although we are not able to
fully explain these discrepancies based on the available data and although we cannot rule out a contribution
from our simplified atmosphere model, the observed differences in the sea ice distribution make it reason-
able to assume that the differences arise from differences in ocean circulation, ocean heat flux, and ocean
heat transport and their interplay with sea ice formation and dynamics. Note that, in contrast to our study,
the slab ocean model used in De Vleeschouwer et al. (2014) does not explicitly model ocean dynamics and
uses the same prescribed ocean heat transport for all orbital configurations. Furthermore, they use different
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Figure 6. Typical mode of climate variability in the Devonian as diagnosed in a representative 1,000-year period
of the model simulation for 380 Ma, 1,500 ppm of CO2, S = 1, 319.1 W/m2, # = 24.5◦, e = 0.069, and $ = 315◦.
(a) Global annual mean surface air temperature. (b) Arctic annual surface air temperature, averaged from 60◦N to
90◦N (black solid line), and Arctic annual sea ice fraction (gray dashed line). (c) Maximum of the Arctic overturning
circulation in the ocean between 60◦N and 90◦N in latitude and between 500- and 3,000-m depths. The red and blue
lines mark the points which are chosen for diagnostic snapshots of the warm and cold mode in the following.

boundary conditions with a higher CO2 concentration (2,180 vs. 1,500 ppm) and solar constant (1,324
vs. 1,319.1 W/m2) as well as a Late Devonian continental configuration and vegetation cover, resulting in a
warmer climate state, leading to differences in sea ice cover, for instance. Test simulations with our model
using similar boundary conditions show, however, that the amplitude of temperatures changes between
different orbital configurations remains small and that sea ice is present at high latitudes in all cases.

4. Devonian Climate Variability: Flips Between Two Climate States in the
Arctic
While studying the sensitivity of the Devonian climate, we have discovered that the dominant mode of vari-
ability on centennial timescales in our model simulations of the Devonian climate relates to quasi-periodic
variations in the global mean surface temperature on the order of 0.2 ◦C with an average periodicity of
about 300 years. As an example, Figure 6a shows these variations for a representative time period in one of
our sensitivity simulations. These fluctuations in global mean temperature originate from the Arctic region
where they are driven by the pace of North Polar SST changes. Indeed, the values of annual mean sur-
face air temperatures averaged over the Arctic between 60 and 90◦N oscillate between about 3.5 and 5.0 ◦C
(Figure 6b).

The large regional temperature fluctuations in the Arctic and the waxing and waning of winter sea ice cover
with a periodicity of several centuries have the potential to impact Arctic marine ecosystems considerably.
For example, Harada (2016) reports significant changes in the biogeochemical cycling due to the anthro-
pogenic climate change in the western Arctic Ocean at all trophic levels. As marine life in the Devonian
underwent considerable changes (Copper & Scotese, 2003; Dahl et al., 2010; McGhee, 1996), it is important
to further investigate the described mechanism, although verification from proxy data might prove difficult
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Figure 7. Mechanism describing the flip between the two climate states in the Arctic: In the warm mode, the North
Polar water column is destabilized by the northbound transport of warmer and saltier waters to the ocean surface. This
inhibits the growth of sea ice and is connected to the establishment of a North Polar deep water convection. The
accompanying Arctic meridional overturning circulation transports cold and fresh water northward, leading to the flip
into the cold mode. The formation of sea ice stops the deep water convection and the Arctic meridional overturning
circulation. The resulting meandering density and ocean surface gradients lead to a northbound salt transport,
increasing surface salinity at the North Pole and thereby triggering the flip back into the warm mode.

due to the short timescale and the regional focus of the effect. Furthermore, it is crucial for a meaningful
interpretation of the data of this study to take into account these temperature variations. Therefore, in the
analysis of our sensitivity studies (section 3) and the best guess simulations (section 5) we evaluate long-term
mean values (averaged over 1,000 years) in order to represent an average climate state rather than one of the
extreme cases.

The flips between cold and warm climate states in the Arctic can be attributed to coupled changes in sea ice
cover (shown in Figure 6b), ocean convection, and ocean overturning (Figure 6c) in the region around the
North Pole. A schematic overview of the mechanism is shown in Figure 7 and described in more detail in
the following. During the discussion we will often refer to Figure 8 where salinity, northern sea ice cover,
ocean surface velocities, and the mixed layer depth are shown for the warm mode, the cold mode, and the
two transition states.

During the warm mode (Figures 8a–8c) the situation is characterized by the presence of high-salinity sur-
face water at the North Pole, causing a destabilization of the water column and thus open ocean convection.
As a consequence, warmer and saltier water masses are injected into the surface ocean layer while inhibit-
ing the growth of sea ice during the warm mode. Deep ocean convection at the North Pole is, however,
intimately connected with the establishment of an Arctic meridional overturning circulation (ArcMOC);
see Figures 6c and 9a. The water masses from the surface of the North Pol sink toward the bottom while
spreading southward and resurface between 60◦N and 70◦N.

While flowing back at sea surface toward the North Pole, the water masses transported by the ArcMOC
deliver relatively fresh waters from the latitudinal band between 70◦N and 80◦N, which promotes the recur-
rence of sea ice formation and thus the transition from the warm into the cold mode (Figures 8d–8f). As
seasonal sea ice grows, deep convection at the North Pole weakens and ultimately ceases because the layer
of sea ice inhibits heat losses from sea surface. As a consequence, the ArcMOC collapses (Figures 6c and 9b)
and the system lapses into the cold mode.

Within the time interval of the cold mode (Figures 8g–8i), the formation of seasonal sea ice in the Arctic
leads to a lowering of the sea surface salinity around the North Pole caused by the impacts of brine rejection
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Figure 8. Physical properties of the Northern Hemisphere ocean between 40◦N and the North Pole for the warm mode (first row, a–c), the transition between
warm and cold modes (second row, d–f), the cold mode (third row, g–i), and the transition between cold and warm modes (fourth row, j–l). Quantities shown
are sea surface salinities (SSS) in practical salinity unit and the area covered with at least 10% of sea ice during winter as black line (left column: a, d, g, j),
dynamic free surface elevation % in centimeters overlaid by sea surface velocity vectors in centimeter per second (middle column: b, e, h, k), and mixed layer
depth in meters (right column: c, f, i, l).

during sea ice formation and a freshening of sea surface waters during its melting period (Bouttes et al.,
2010). Consequently, the cold mode is characterized by a shallow mixed layer and strong stratification of
Polar water masses where cold and relatively fresh water lies above warmer and salty water masses. The
surface velocities follow almost a cyclonic flow pattern south of 60◦N and a weaker anticyclonic pattern
north of 70◦N, combined with a circularly symmetric shaped dynamical free surface %.

However, due to deviations from perfect circular symmetry of water mass properties around the North Pole,
the cold mode is unstable, and the system begins the transition back into the warm mode (Figures 8j–8l).
As sea ice forms and melts over the years, the relatively fresh surface water layer accumulating around the
North Pole spreads slightly asymmetrically toward the south. Therefore, the concomitant formation of a
meandering density front within the latitudinal band between 60◦N and 80◦N reshapes the dynamic free
surface % according to the geostrophical balance (Marshall & Plumb, 2008). The resulting deflection of the
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Figure 9. Northern part (60◦N to 90◦N) of the global overturning stream function between depths of 780 and 3,500 m.
The maximum and minimum of this Arctic meridional overturning circulation can be observed in the warm mode
(a) and the cold mode (b), respectively. For the cold mode, the maximum overturning is both smaller and shifted
toward lower latitudes.

circular flow from lower latitudes of around 60◦N toward the North Pole drives patches of highly saline
surface water masses toward the Pole.

This advancing salinification of surface waters at the North Pole ultimately causes a destabilization of the
water column, open ocean convection at the pole, and the restart of the ArcMOC, thus switching the system
back into the warm mode.

Oscillations like the one described here could in principle also result from numerical instabilities caused by
a long simulation time step (12 hr by default), the splitting of tracer, and dynamic time steps employed in our
ocean model (Montoya et al., 2005) or by rounding errors due to optimization during code compilation. We
have performed a large set of test experiments including simulations with short time steps (as short as 1 hr)
and without splitting of ocean time steps, experiments on different platforms and with different compiler
versions, and optimization settings to verify that the oscillations described above are a real phenomenon
rather than a numerical artefact.

Our results suggest that similar modes of climate variability could be a more general feature of climate
states with open water at one pole. Indeed, Poulsen and Zhou (2013) describe a climate state-dependent
Arctic variability pattern in simulations of the mid-Cretaceous climate. Investigating the influence of differ-
ent atmospheric CO2 concentrations, they find a link between temperature variability and changes in sea
ice cover for low (preindustrial) CO2 but additionally observe temperature variability for warmer, ice-free
climate states (10× preindustrial CO2 concentration). For both cases, they describe an intensification of the
Northern Hemisphere meridional overturning circulation during the warm mode, similar to the maximum
ArcMOC in our simulations, connected to northward transport of lower-salinity and lower-density water
and coupled to a strong feedback involving low-level clouds.

5. Climate States of the Early, Middle, and Late Devonian
After having investigated the sensitivity of the Devonian climate system to a range of parameters, we per-
formed three simulations with the aim to represent the most likely state for the Early, Middle, and Late
Devonian by choosing the most appropriate combination of parameter values (Table 1), as explained in
section 2.2.6.

The simulated global temperature decreases significantly throughout the Devonian: During the Early Devo-
nian, global annual mean surface air temperature is 22.0 ◦C, decreasing to 21.1 ◦C for the Middle Devonian
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Figure 10. Temperature maps for the three Devonian best guess simulations. (first column) Annual mean surface air
temperatures during the Early (a), Middle (b), and Late Devonian (c). The white dots indicate ocean cells where the
annual mean sea ice fraction is above zero. The black line indicates the coastline at the resolution of the ocean
model, whereas surface air temperatures are shown at the coarser resolution of the atmosphere model.
(second column) Annual mean sea surface temperatures (shading) and ocean surface velocities (arrows) during the
Early (d), Middle (e), and Late Devonian (f).

and 19.3 ◦C for the Late Devonian. Annual mean continental temperatures are 17.8 ◦C for the Early
Devonian, 15.3 ◦C for the Middle Devonian, and 14.1 ◦C for the Late Devonian (Figure 10).

The contributions of the different forcings to the global cooling over the Devonian seen in the set of best
guess simulations can be quantified and compared with the help of the sensitivity experiments described in
section 3; see the summary shown in Figure 11. The cooling is dominantly driven by the strong decrease in
CO2 concentration (section 3.3) from 2,000 ppm for the Early Devonian to 1,000 ppm for the Late Devonian.
The temperature decrease due to changes in the continental configuration (section 3.1) and the tempera-
ture rise caused by the increasing solar constant (section 3.2) approximately cancel each other. Finally, the
influence of differences in vegetation cover on global mean surface air temperature, as described in section
3.4, can be neglected compared to the temperature changes induced by the other forcings.

While the impact of continental drift on the global climate during the Devonian is relatively small, the
effect on continental and regional temperature distributions and ocean surface circulation is significant
(Figure 10). A comparison of temperature patterns and land-ocean masks for the three continental con-
figurations shows that the temperature distribution in the southern high latitudes is largely due to the
differences in continental configuration. It is difficult to disentangle the influence of the different parame-
ters on land temperature, but the sensitivity study of the vegetation's influence showed that vegetation has a
cooling effect on the continental temperature north of 60◦S which therefore likely contributes to the conti-
nental temperature decrease and the continental temperature patterns of the best guess simulations. Finally,
the stronger cooling effect of the CO2 decrease at high northern latitudes observed for the CO2 sensitivity
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Figure 11. Simulated temperature change between the Early and the Late
Devonian caused by changes in individual boundary conditions described
in section 3 and by the combined forcing used in the best guess simulations.

simulations (section 2.2.3) is visible in the temperature maps of the best
guess simulations as well and dominates over the warming expected in
this region due to the increasing solar constant (section 2.2.2).

Note that we have fixed orbital parameters for the best guess simulations
to a median orbit as the main aim of these simulations is the investigation
of longer-term trends. This results in an uncertainty of ±0.3 ◦C which
can be derived from the sensitivity experiments with respect to changes
in orbital configuration (see section 3.5).

In the following, we want to compare our results with other proxy and
modeling studies considering the climate throughout the Devonian. In
their modeling study investigating the impact of orbital forcing on the
Devonian climate (see the discussion in section 3.5) De Vleeschouwer
et al. (2014) provide maps of December, January, and February and June,
July, and August surface temperatures for a Late Devonian median orbit
(# = 23.5◦ and e = 0) climate simulation. Keeping in mind that they
use higher values for the CO2 concentration and the solar constant, the
seasonal temperature patterns agree well with our Late Devonian simu-

lation. Furthermore, the patterns for the difference of evaporation and precipitation in our simulations (see
Figure S7) match the model results and lithic indicators of palaeoclimate presented in De Vleeschouwer et al.
(2014) reasonably well. We can therefore conclude that our model exhibits a good latitudinal representation
of the major climate zones during the Devonian.

Simon et al. (2007) investigate the evolution of the atmospheric CO2 concentration during the Devonian
using a global biogeochemical model coupled to an energy balance climate model, taking into account the
changes in continental configuration, sea level changes, and the increase of vegetation covered by land
plants. The modeled CO2 concentration of 3,000 ppm for the Early Devonian is very high (see Figure 1) and
shows a general decreasing trend throughout the Devonian going along with the evolution of land plants,
reaching low concentrations of 1,000 ppm already around 390 Ma and then fluctuating around this value
during the following 30 million years. For the three Devonian periods covered by our best guess simulations,
the low-latitude temperatures of Simon et al. (2007) compare well with their equivalent in our simulations
although both studies are based on very different modeling approaches.

Considering proxy data, several studies determine tropical SSTs using !18O. Van Geldern et al. 2006 use !18O
from brachiopod shells to derive SSTs ranging from 24 to 27 ◦C in tropical to subtropical latitudes for the
Early and Middle Devonian. For the Late Devonian, they discuss that their temperature estimates of 31 to
41 ◦C are significantly too warm for providing good living conditions for the diverse marine life found in
their investigated successions, possibly suggesting an increase in !18O of seawater (Jaffrés et al., 2007) from
the Devonian to present-day.

Joachimski et al. (2009) point out difficulties in the interpretation of !18O brachiopod shell signals and
provide a !18O record derived from conodonts (see Figure 1b) which they argue to be a more reliable
palaeotemperature record. In Figure 12 we compare their tropical SST estimates for different calibration
standards and temperature equations with the SSTs from our best guess simulations. We averaged our SSTs
between 10◦S to 30◦S since all the sections used for the temperature reconstruction in Joachimski et al.
(2009) are located at palaeolatitudes in this range. Our tropical SSTs decrease from 28.9 ◦C for the Early
Devonian to 28.3 ◦C for the Middle Devonian to 27.1 ◦C for the Late Devonian. For the Early Devonian, the
new SST curve (M. Joachimski, private communication, January, 30th, 2018) calculated using the new cal-
ibration standard and temperature curve (Lécuyer et al., 2003, 2013) shows warm SSTs of 35 to 37 ◦C, with
a cooling trend, continuing in the Middle Devonian, to temperatures of 23 to 27 ◦C. This is followed by an
increase to 36 ◦C in the early Late Devonian and a slight decrease to 30 ◦C toward the end of the Devonian.

We note that the large spread of the data as well as the model uncertainty make the comparison of the model
results with the temperatures from !18O difficult. Nevertheless, except for the Middle Devonian, we can
state that the modeled temperatures from our best guess simulations shown in Figure 12 generally compare
better with the lower SSTs values given in Joachimski et al. (2009) rather than the SSTs calculated using
the new calibration standard and temperature curve. Together with the fact that these very high SSTs are
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Figure 12. Comparison of reconstructed and modeled tropical sea surface
temperatures for the Devonian. The blue crosses represent temperature
estimates based on !18O data as shown in Joachimski et al. (2009); the red
crosses (M. Joachimski, private communication) are based on the same data
but use an updated NBS120c calibration standard of 21.7 (Lécuyer et al.,
2003) rather than 22.6 (Vennemann et al., 2002) and assume a different
temperature equation (Lécuyer et al., 2013). The solid red and dashed blue
lines show local regression fits to the data points. The filled black circles are
modeled SSTs from our best guess simulations averaged from 10◦S to 30◦S
since all the sections used for the temperature reconstruction in Joachimski
et al. (2009) are located at palaeolatitudes in this range. The error bar
indicates the temperature range from 10◦S to 30◦S for each time slice. Note
that the additional error due to uncertainties in the boundary conditions is
much smaller than this temperature range; in the sensitivity experiments,
SSTs at 10◦S and 30◦S vary by ±1 ◦C at most for the range of CO2
concentrations, orbital parameters, and vegetation distributions tested.
Additional seasonal temperature variations (not shown) would mostly
affect the lower end of the indicated temperature ranges; typical seasonal
variations are roughly ±2 ◦C at 30◦S and ±0.5 ◦C at 10◦S. SST = sea surface
temperature.

beyond the mortality limit for diverse ecosystems of higher marine life
(van Geldern et al., 2006), this could indicate lower !18O levels of Devo-
nian ocean water as compared to the present-day ocean (van Geldern
et al., 2006; Jaffrés et al., 2007).

Considering the temperature trend, our model results, like other model-
ing studies (Simon et al., 2007), cannot reproduce the higher tempera-
tures of the late Frasnian and early Famennian compared to the Middle
Devonian, suggested by SST proxy data (Joachimski et al., 2009; van
Geldern et al., 2006) and palaeontological studies (Streel et al., 2000).
This could suggest missing forcings in the models, for example, the forc-
ing induced by a change in O2 concentration or an increase in the CO2
concentration not resolved in the CO2 proxy compilation.

Despite important differences, the general agreement of our results with
the modeling studies of De Vleeschouwer et al. (2014) and Simon et al.
(2007) is encouraging: We find similar temperature patterns for the
median orbit simulations of De Vleeschouwer et al. (2014) and the
low-latitude temperatures of Simon et al. (2007) compare well with ours.
It is important, however, to keep the limitations of our model in mind.
First, our it does not model vegetation dynamically. For this reason, cli-
matic limits for the Devonian vegetation distributions had to be imposed
from a simulation without vegetation cover (see section 2.2.4). We would
argue, however, that our modeling approach is a reasonable approxima-
tion and complementary to studies with dynamic vegetation models since
the limited knowledge of Devonian plant and soil properties could make
the accurate representation of Devonian vegetation dynamics in these
models difficult. Second, the increase in weathering due to the spread of
land plants and the development of deeper roots are not modeled explic-
itly but only by imposing a reduction of CO2 during the Devonian. Hence,
the climate weathering feedback is not taken into account. The main
effect, however, is captured by the decreasing atmospheric CO2 concen-
tration throughout the Devonian; hence, this seems to be a reasonable

approach. Third, we employ a coupled climate model with a simplified, coarse-resolution atmosphere
model. However, there is good agreement between our model and models with a more sophisticated atmo-
sphere in a number of studies for a wide range of different time periods, for example, for the Neoproterozoic
(Liu et al., 2013; Feulner & Kienert, 2014), for the last millennium (Feulner, 2011; Schurer et al., 2014), or
for the 21st century (Feulner & Rahmstorf, 2010; Meehl et al., 2013). Furthermore, Ganopolski et al. (2001)
investigate the effect of vegetation surface cover modeled by the coarser-resolution model CLIMBER-2, but
with the same surface scheme as CLIMBER-3", and find good agreement with results from more sophis-
ticated models. Therefore, we do not consider the atmosphere model to be a serious limitation of this
study.

6. Conclusions
In an attempt to disentangle the various factors influencing Earth's climate during the Devonian, we have
systematically performed and analyzed a large set of sensitivity simulations with a coupled climate model,
focussing in particular on the impact of changes in continental configuration, the biogeophysical effects of
increasing vegetation cover, and variations related to Earth's orbital parameters. The key findings of our
paper can be summarized as follows:

1. The impact of changes in orbital parameters (at a fixed CO2 concentration) on the Devonian climate is in
line with earlier findings in the sense that annual global mean temperature increases with obliquity and
eccentricity. However, the differences in global mean temperature are much smaller in our simulations
using an ocean general circulation model (rather than a simple slab ocean model with fixed heat transport)
because of changes in ocean heat transport counteracting the insolation changes.
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2. The most important mode of Devonian climate variability on centennial timescales relates to coupled
changes in Arctic meridional ocean overturning, northern sea ice cover and deep ocean convection around
the North Pole. Our results and a similar variability pattern described for the mid-Cretaceous (Poulsen &
Zhou, 2013) suggest that this mode of climate variability is a more general feature of climate states with
open water at one pole.

3. Best guess simulations for three time slices approximately representing the Early, Middle, and Late Devo-
nian based on estimates of continental configuration, vegetation cover, solar constant, and atmospheric
carbon dioxide concentration show a general climatic cooling trend in accordance with proxy estimates.
This cooling is predominantly driven by decreasing levels of atmospheric CO2 as derived from recon-
structions. Furthermore, the biogeophysical impact of an increasing vegetation cover on the Devonian
climate is small. In particular, the associated albedo changes cannot completely compensate for the falling
CO2 concentrations even under the assumption of a relatively high bare-soil albedo. The increase in
temperatures around 390 Ma observed in reconstructions therefore remains difficult to reconcile with
reconstructions indicating falling CO2 levels.

4. Finally, simulated tropical SSTs for our Devonian time slices are generally significantly lower than the
estimates based on !18O and the latest temperature calibration. This discrepancy and the fact that recon-
structed temperatures are at times beyond the lethal limit for higher life (van Geldern et al., 2006) could
indicate a general difference in the oxygen isotope ratio between the Devonian and modern oceans.

Our results on the Devonian climate highlight that much remains to be done to improve our understanding
of this crucial period in Earth's history. Open issues include a better quantification of the biogeochemical
impact of the spread of vascular land plants, the puzzling warming at the beginning of the Late Devonian
despite falling atmospheric carbon dioxide levels, the climate response of an increase in the atmospheric
oxygen concentration during the Devonian, and the interplay between terrestrial changes and the marine
extinction events.
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Low atmospheric CO2 levels before the emergence of forested ecosystems 1	
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 16	

The largest atmospheric pCO2 decline in recorded Earth history has been linked 17	

to the Devonian radiation of land plants that fundamentally altered weathering 18	

processes and afforested the continents. However, the near absence of pCO2 19	

constraints before the emergence of forests limits our ability to quantify the 20	

climatic impact of expanding forested ecosystems. Here, we report CO2-sensitive 21	

carbon isotope fractionation in the earliest vascular plant fossils and revise 22	

Devonian paleo-CO2 records to find low atmospheric CO2 levels before continents 23	

were afforested and modest pCO2 decline, and in fact, a small increase coinciding 24	

with the emergence of trees with deeper root systems. Specifically, atmospheric 25	

CO2 levels were  𝟓𝟎𝟎!𝟐𝟖$𝟏𝟑𝟎	ppm CO2 (CI = 95‰) ~410 million years ago (Ma) and 26	

subsequently declined in two stages as inferred from young Devonian plants. This 27	

means that the main phase of CO2 removal was over when plants evolved tree 28	

stature. Earth System modeling suggests the evolution of shallow vascular 29	

ecosystems could have forever changed continental weathering processes and 30	

caused both climatic cooling and atmospheric oxygenation long before the rise of 31	

forests. 32	

 33	
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Main text 38	

Atmospheric CO2 is a greenhouse gas that has affected Earth’s climate throughout 39	

geological history1,2. In the absence of anthropogenic fossil fuel combustion, the 40	

dominant atmospheric CO2 source is volcanic outgassing, and this source is balanced 41	

by the removal that occurs when CO2–bearing fluids chemically react and weather 42	

continental rocks followed by marine carbonate precipitation3. The dissolution of 43	

silicate rocks in the weathering zone occurs via interactions between the terrestrial 44	

ecosystem and geological processes that make fresh rock surface available for 45	

reaction, but the governing feedbacks on CO2 removal and how it affects the global 46	

level is still debated4–7. Enhanced continental weathering by the evolving land flora is 47	

predicted to have caused a ~10-fold decline in atmospheric pCO2 to near modern 48	

levels, coupled to a slow transition from greenhouse to icehouse conditions from the 49	

Ordovician-Silurian into the Devonian-Carboniferous2. The temporal correlation 50	

between atmospheric pCO2 and glaciation has been disputed6, and models suggest 51	

glaciations could persist even at 12-14 times pre-industrial atmospheric levels 52	

(PIAL)8. Therefore, a precise reconstruction of atmospheric pCO2 in relation to plant 53	

evolution is key to assess the impact of the terrestrial biota on Earth’s climate. 54	

 55	

However, existing records of Paleozoic atmospheric pCO2 are scant and mostly rely 56	

on proxies with large uncertainties9,12. High pCO2 levels of 12–24 PIAL prior to the 57	

radiation of vascular plants are indicated from CO2 hosted in pedogenic goethite in a 58	

Late Ordovician paleosol from Potter’s Mill in New York, USA9. The uncertainty of 59	

this estimate represents only analytical error, and the error could be much larger since 60	

this proxy has never been verified in modern soils or applied at any other time in 61	

Earth history (see supplementary info). Lower and declining atmospheric CO2 levels 62	

from 5 to 0.7 PIAL through the Devonian has been inferred from the carbon isotope 63	

compositions of pedogenic carbonate 10,11,1, but this approach depends critically on 64	

parameters that cannot be constrained from the rock record, including the proportion 65	

and isotope signature of soil-respired CO2 in the soil carbonate. Another line of 66	

evidence for high atmospheric pCO2 around ~16 PIAL in the early Devonian is 67	

reported from extinct fossil land plants with low stomatal density and low ratios of 68	

stomata to epidermal cells, characteristic of plant growth at high ambient pCO212. 69	

However, some extant Devonian plants (e.g., Baragwanathia sp.) of same age have 70	

higher stomatal densities suggestive of lower atmospheric pCO2 closer to ~1 PIAL 71	
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(Table S3). Initially, we calibrated the stomatal proxy for three species of clubmosses 72	

(lycophytes) at today’s pCO2 level (~410 ppm) to find that the full range of stomatal 73	

densities observed in early Devonian plant fossils is also represented in their nearest 74	

living representatives today (supplementary material). Therefore, well-calibrated 75	

proxies are needed to reconstruct atmospheric pCO2 during early plant evolution. 76	

 77	

Dleaf – a robust paleo-CO2 barometer 78	

Here, we measured pCO2-sensitive carbon isotope fractionation in fossilized plant 79	

fragments of the ~410 Ma Baragwanathia flora in Australia and compared to a 80	

compilation of younger Devonian C3 plants13. Baragwanathia marks the first 81	

appearance of clubmosses (lycophytes) and the genus is found worldwide in Late 82	

Silurian-Early Devonian strata. We studied well-preserved specimens from the 83	

younger of two plant assemblages found in Victoria (see Methods and supplementary 84	

information for details on the materials and geological settings).  85	

 86	

During photosynthesis land plants favor the lighter of the two stable isotopes, 12C and 87	
13C, primarily during carboxylation by the Rubisco enzyme and secondarily during 88	

CO2 diffusion into the cell. The isotopic offset between CO2 in ambient air and plant 89	

organic matter, Dleaf, reflects the balance between photosynthesis and stomatal 90	

conductance, and the magnitude of the isotope fractionation varies with climate and 91	

plant characteristics14,15. Modern culture experiments show that atmospheric pCO2 92	

exerts prime control on Dleaf with ~9‰ (5–15%) larger fractionation in C3 plants 93	

grown at 4000 ppm compared to equivalent plants grown at 400 ppm (Figure 1) with 94	

greater accuracy at lower pCO2. This fractionation has been observed in cultivated 95	

spore-bearing plants across a wide range of ambient CO2 levels for a series of land 96	

plants that are physiologically similar to Devonian land plants, including the 97	

lycophyte (Selaginella kraussiana), monilophytes (Equisetum telmateia), but also in 98	

non-stomatal plants (i.e. thalloid liverworts: Marchantia polymorpha, Lunularia 99	

cruciata)16,17. The Dleaf response to pCO2 has been successfully verified for average 100	

Holocene C3 plants, where ice core data independently constrain a rise in atmospheric 101	

pCO218, although a lesser sensitivity to CO2 has been suggested by comparison to 102	

proxy records of the 100 Myr19. Even if the Dleaf method was less sensitive than first 103	
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assumed, it can provide a better constraint of the Paleozoic atmospheric pCO2 than 104	

previously used methods.  105	

 106	

 107	

 108	

	109	
 110	

Figure 1. Atmospheric pCO2 levels as derived from the carbon isotope fractionation 111	

in ancient plants. a) Carbon isotope composition of the Baragwanathia flora (blue), 112	

marine carbonates (yellow) and calculated atmospheric CO2 (orange), see Table S2. 113	

b) Carbon isotope fractionation in plants increases with ambient CO2 levels in 114	

controlled experiments with spore-bearing tracheophytes, including lycophyte 115	

(Selaginella kraussiana), thalloid liverworts (Marchantia polymorpha, Lunularia 116	

cruciata) and monilophytes (Equisetum telmateia)16,17 and average Pleistocene-117	

Holocene C3 plants (see legend)18. The data fits hyperbolic relationships with two 118	

parameters a and Dmax, i.e. (Dleaf – Dmax)–1 = a · pCO2. 119	

 120	
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The oldest fossilized plant fragments from the Baragwanathia flora have carbon 123	

isotope compositions (d13C = –26.8 ± 0.5‰, 1SD, n = 26) similar to equivalent 124	

modern tropical plants (Figure 1; Table S1). The isotopic variance in the studied plant 125	

fossil assemblage matches the expected physiological variation of Devonian 126	

lycophytes13. Hence, we take the average value as representative of tropical C3 plants 127	

~410 Ma. The isotope fractionation exerted by the paleoflora is calculated from the 128	

composition of the contemporaneous atmosphere (–6.4±1.0‰, 2 SE), constrained by 129	

the carbon isotopic record of marine carbonates from multiple paleocontinents20 (see 130	

details in SI). This means that the spore-bearing Baragwanathia flora on average 131	

exerted a carbon isotope fractionation of Dleaf = 20.4±1.1‰, characteristic of growth 132	

in an atmosphere with 500!()$*+,	ppm CO2 (2 SE, Figure 1). The uncertainty represents 133	

the full range of physiological responses observed in four comparable modern spore-134	

bearing plants species (S. kraussiana, M. polymorpha, L. cruciata, and E. 135	

telmateia)16,17, which is greater than the propagated uncertainty from the isotope data 136	

alone. A similar, but even lower, pCO2 estimate (309!-($*(.	ppm) is obtained if the 137	

conversion was based on the paleorecord from Pleistocene-Holocene18 fossils, but this 138	

calibration includes angiosperms and other more recent C3 plant lineages with a 139	

distinct physiological response than that of the spore-bearing Devonian flora17. 140	

Consequently, the Dleaf proxy data imply low atmospheric pCO2 levels before the 141	

emergence of forests. 142	

 143	

Two confounding factors on the magnitude of photosynthetic carbon isotope 144	

fractionation are humidity and atmospheric O2 levels. First, plants down-regulate 145	

stomatal conductance and increase their water utilization efficiency (WUE)21 in drier 146	

habitats. This effect is clearly expressed in modern plants where it reduces the 147	

magnitude of isotope fractionation in habitats where the mean annual precipitation is 148	

below ~1000 mm/yr (Figure S1). To explore this effect on the Baragwanathia flora, 149	

we used a coupled atmosphere-ocean paleoclimate model of intermediate complexity 150	

(CLIMBER-3a) to evaluate the Devonian climate at 500 ppm pCO2 and specifically 151	

conditions in the tropics where the Baragwanathia flora lived (see Methods). The 152	

model predicts a temperate planet with the flora growing at 25-27°C in the monsoonal 153	

belt with high precipitation rates (>2000 mm/yr). Thus, the studied plants grew at 154	

sufficiently high humidity that they should not have downregulated their stomatal 155	
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conductance (see SI). Secondly, atmospheric O2 also affect the carbon isotope 156	

fractionation in plants, photosynthetic CO2 fixation will compete with photosynthetic 157	

O2 fixation on the Rubisco enzyme16. This effect is more pronounced at low ambient 158	

CO2, but still only affects Dleaf by less than 0.7‰ in Marchantia polymorpha 159	

corresponding to an offset in atmospheric pCO2 by up to 50 ppm, since atmospheric 160	

pO2 was at least 15 atm% at this time22. Therefore, the isotope fractionations exerted 161	

by the Baragwanathia flora 410 Ma, is best ascribed to modest atmospheric pCO2 162	

levels in the 300–700 ppm range. 163	

 164	

Other variables that affect Dleaf such as temperature and light is not expected to 165	

significantly influence the results16. Nonetheless, we acknowledge that the present 166	

may not necessarily provide the key to unlock the past if early land plants were 167	

physiologically distinct from their modern descendants. Specifically, we speculate 168	

that smaller fractionations might arise among early land plants if they were coated in 169	

thicker cuticular waxes, e.g. for desiccation resistance. With limited diffusive CO2 170	

escape out of the cell, the Rubisco enzyme should be less isotopically selective. 171	

However, there is no information on the presence or distribution of waxes in early 172	

land plants23. To test this, we compared our results from the Baragwanathia flora to 173	

other Devonian land plants13 to find that all plants from lycophytes (e.g., 174	

Drepanophycus) to progymnosperm trees (Archaeopteris) show remarkably low Dleaf 175	

values evocative of growth at low ambient pCO2. 176	

 177	

Atmospheric CO2 and early afforestation 178	

We computed Dleaf from carbon isotope records of Devonian land plants and marine 179	

carbonates 410–360 Ma to establish an atmospheric pCO2 curve for the subsequent 180	

evolution of vascular ecosystems when trees with deeper root systems emerged 181	

(Figure 2). The isotope records of both terrestrial plants and marine carbonates span 182	

data from the tropics and subtropics across several paleocontinents and may therefore 183	

carry a small bias towards underestimating pCO2 due to the WUE effect13 (see SI). 184	

Further, the record may also include erroneous pCO2 variability over time periods 185	

shorter than ~1 My due to imprecise temporal correlation between the interpolated 186	

terrestrial and marine records. Nevertheless, atmospheric pCO2 was persistently low 187	

60 2. Original manuscripts



with two stages of slowly declining CO2 levels from ~500 to ~300 ppm interrupted by 188	

a sudden pCO2 increase near the Mid-Late Devonian boundary, ~385 Ma.	  189	

 190	

The Mid-Paleozoic climate 191	

The Devonian climate has previously been described mostly as a warm greenhouse 192	

that transited into a colder state with polar glaciations in the Late Devonian-193	

Carboniferous24,2. We ran Early Devonian paleoclimate models with 500 ppm CO2 194	

(CLIMBER-3a) to find that predict a clement climate mean annual temperatures of 195	

14.8–15.7°C and a strong latitudinal temperature gradient not too dissimilar from 196	

today. Average tropical temperatures of ~25-27°C are consistent with 197	

paleotemperature records25, and deviates from previous models as it predicts polar sea 198	

ice and snowfall on Gondwana during winters. The model is not coupled to a dynamic 199	

ice sheet model, so the extent and persistence of ice sheets is not determined. Yet, we 200	

find that the Earth system was climatically stable, and ice-albedo feedbacks that could 201	

cascade into a snowball-style glaciations were highly unlikely, a condition that is also 202	

supported by model simulations bracketing the Early Devonian26,27,28. In line with 203	

other paleoclimate models8,29,30, our results suggest that Earth’s climate was in an 204	

icehouse state with partial glaciation above 60-80°S paleolatitude of the south polar 205	

continent Gondwana (Fig. S12).  206	

 207	

Direct evidence for glaciation occurs in Late Devonian – Carboniferous deposits31, 208	

but is rare in Early- and Mid Devonian strata. Indirect evidence of eustatic sea level 209	

change occurs in Early Devonian strata in North Africa that could potentially have a 210	

glaciogenic origin32. Further, paleo-temperature records from the shallow tropical and 211	

subtropical oceans broadly fit with the predicted paleoclimate, but also contains 212	

considerable local temperature variations33,25. Further, Devonian plant fossil 213	

assemblages are mostly found at lower-mid paleolatitudes (~45°S), where the 214	

continent is predicted permanently ice-free. One exception is the rich Cooksonia flora 215	

from the Paraná basin in Brazil positioned at higher paleolatitudes (~70°S)34, although 216	

it also occurs in older strata of early Lockhovian (~419 Ma) age. Even at 500 ppm O2, 217	

we find that the snow cover on Gondwana was not always perennial (Fig S15). 218	

Therefore, the Pananá flora might well have grown either during warmer Southern 219	

summers or when Earth was warmer due to higher levels of pCO2 or other greenhouse 220	
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gases (e.g., CH4,, N2O). Therefore, evidence from the geological record is consistent 221	

with low atmospheric CO2 levels both before forested ecosystems appeared in the 222	

Mid-Devonian (~385 Ma)35.  223	

 224	

Our results add to the growing body of evidence that polar glaciation is not strictly a 225	

function of atmospheric pCO2 only. The Late Ordovician36 glaciation occurred at the 226	

time when ‘weak’ pCO2 proxy data indicate high atmospheric pCO2 of 12–24 PIAL9. 227	

And, paleoclimate modeling shows that Gondwanan glaciations could be stable at up 228	

to 10-12 PIAL and that the glacial extent also depends on topography and the basal 229	

drag coefficient assumed in the model8.  230	

 231	

Early vascular plants and CO2 removal  232	

Berner proposed that the emergence of land plants caused a 10-fold decline in 233	

atmospheric pCO2. Indeed, if the Late Ordovician pCO2 constraint is robust, then 234	

implies that a dramatic drop (17!.$/ to 1.8!,.+$,.1 PIAL) occurred faster than previously 235	

thought, between ~440 Ma and ~410 Ma, coinciding with the Silurian appearance of 236	

vascular ecosystems. Intriguingly, this coincides with a dramatic shift in the physical 237	

weathering regime driven by the evolving the terrestrial ecosystems that forever 238	

increased the retainment of fine-grained sediment in continental deposits37. We 239	

propose that the exposure of more mineral surface area to weathering fluids on the 240	

continents led to an increase in silicate weathering, and that the earliest vegetation 241	

weathered more due to a greater nutrient loss from the primitive root systems. 242	

Consequently, atmospheric CO2 levels declined. To simulate how the evolving 243	

vascular ecosystems might have affected continental weathering processes, we used a 244	

dynamic Earth System Model (COPSE) for the coupled biogeochemical cycles to 245	

predict trajectories of atmospheric pO2 and pCO2 (see Methods). 246	
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 247	
Figure 2. Summary of plant evolution and evolving atmospheric composition. 248	

Atmospheric pCO2 constraints from carbon isotope fractionation of the 410 Ma 249	

Baragwanathia flora (black circle), Devonian C3 plants (transparent blue curve) and 250	

pedogenic goethite (blue circle). Atmospheric pO2 is constrained constraints by 251	

charcoal evidence of wildfire to >15 atm% after 420 Ma (red circle, transparent red 252	

field). Modelled evolution of atmospheric pCO2 (blue curve) and atmospheric pO2 253	

(red curve) derived from the COPSE Earth System Model using a more dramatic 254	

increase in continental weathering efficiency by early vascular ecosystems. The 255	

previous COPSE reloaded model result is shown for comparison (transparent dashed 256	

curves)22. See supplementary information for derivations. The emergence of land 257	

plants, vascular plants, arborescent plants with deep root systems and seed plants are 258	

shown with thin lines representing their origin by molecular clock estimates and 259	

thicker arrows representing fossil occurrences. 260	
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We find a massive atmospheric CO2 decline from 3800 ppm to 500 ppm could have 265	

happened in ~30 Myr in response to enhanced silicate weathering by vascular plants 266	

(Fig. 2). To exemplify such a scenario, we adopted recent COPSE models22,38 and 267	

adjusted the weathering forcing in proportion to the plant-induced effect on mudrock 268	

retention in continental deposits40. This is justified because mineral surface area is a 269	

key factor facilitating mineral dissolution during chemical weathering. Also, we 270	

scaled up plant evolution faster than in previous COPSE models in an attempt to both 271	

capture extensive plant coverage and to mimic the greater weathering demand of 272	

primitive vascular vegetation, which presumably recycled nutrients less efficiently 273	

and, thus, more nutrients were lost from soils compared to subsequent plants with 274	

complex root systems42. Lastly, volcanic outgassing rates in the Early-Mid Devonian 275	

was adjusted from 1.5 to 0.9 times modern levels to meet the low atmospheric pCO2 276	

constraints. 277	

 278	

The impact of the evolving vascular ecosystems not only affected pCO2, but 279	

simultaneously caused a rise in atmospheric pO2. Previous models have evoked 280	

selective P weathering to simultaneously maintain high pCO2 and high pO2 in the 281	

Silurian, but our new data and model offers a simpler solution that fits evidence for 282	

wildfire and > 15 atm% pO2 since ~420 Ma (red area in Figure 2) and various lines of 283	

geochemical evidence for Earth’s oxygenation22. Hence, the evolution of early 284	

vascular ecosystems could have caused both massive atmospheric pO2 rise and pCO2 285	

decline.  286	

 287	

Ultimately, the Earth’s atmospheric composition is governed by biological processes 288	

and how land plants and their root symbionts affect the physical and chemical 289	

weathering processes on land40,41. We suggest the early vascular flora enhanced 290	

continental weathering processes by dissolving more continental rock than the 291	

subsequent forest ecosystems with deeper and more complex root systems. In this 292	

view, the small atmospheric pCO2 rise observed in our record during the emergence 293	

of progymnosperm forests (~385Ma) could represent a lost global CO2 sink (less 294	

weathering) associated with deeper root systems acting to stabilize and recycle 295	

nutrients more effectively, therefore reducing the weathering need to sustain growth. 296	

Conclusively, the low atmospheric CO2 levels before the emergence of forested 297	

ecosystems demonstrate that Earth’s climate is less affected by afforestation and 298	
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growth up than the growth down by which the terrestrial biosphere extracts and 299	

maintains nutrients from its planetary substrate.  300	

301	
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Methods  420	

Samples 421	

Plant macrofossils from the fossil collection of Museums Victoria were originally by 422	

Isabel Cookson from Mt Pleasant Rd, Victoria, Australia1. The fossils are preserved 423	

as incrustations in fine-grained sandstone sandwiched in a 130 m thick stratigraphic 424	

section of mostly siltstone and shale (Figure S1), interpreted as occasional bursts of 425	

high-energy turbidites carrying allochthonous fossils from shallower waters into very-426	

low-energy marine depositional environment2. Index fossils (Uncinatograptus sp. cf. 427	

U. thomasi and Nowakia sp. ex gr. N. acuaria) confines the flora to the Pragian or 428	

earliest Emsian, corresponding to ~409.1 ±1.5 Ma according to GTS20203.  429	

 430	

Small fossil fragments found in four specimens (#15154, #15173, #15174, #15183) 431	

which also contain larger fragments of e.g. Baragwanathia longifolia, were selected 432	

for analyses based on the preservation of black organic matter contained within a 433	

brown mineralized fossils (Fig. S2-S4). From each fragment (37 in total), 0.05–7.34 434	

mg of material was extracted using a scalpel or a 0.8 mm Dremel drill. Only material 435	

visibly containing black organic matter was extracted. 436	

 437	

Carbon isotope analyses 438	

Carbon isotopic analyses for were performed in the Syracuse University GAPP Lab 439	

using an automated ‘nano-EA’ system adapted from that described in Polissar et al. 440	

(2009)4. The Syracuse University nano-EA comprises an Elementar Isotope Cube 441	

elemental analyzer coupled to an Isoprime 100 continuous-flow stable isotope mass 442	

spectrometer via an Isoprime Trace Gas analyzer. Though the presence of carbonate 443	

was not suspected, nor observed via testing of sample powders with 6N HCl under a 444	

binocular scope, we decided to decarbonate the sample materials prior to analysis to 445	

ensure that sample materials were carbonate free. Sample powders were fumigated in 446	

ashed glass vials in the presence of neat hydrochloric acid within an evacuated glass 447	

bell jar for 24 hours and then were dried in an oven at 40°C. For isotopic analysis, 448	

sample materials were transferred to quartz cups (6 x 6 mm; EA Consumables) and 449	

nested in a small amount of quartz wool to ensure retention of sample materials 450	

within the cup. The cups and quartz wool were ashed at 480°C for 8 hours. Sample 451	

materials were loaded into cups within a Class 100 laminar flow isolation cabinet with 452	

HEPA filtered air to minimize the potential of particulate contamination.  453	
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During isotopic analysis, sample cups were evacuated and purged with helium prior to 454	

introduction into the EA. Reaction conditions were as follows: oxidation and 455	

reduction reactor temperatures were 1100 °C and 650 °C, respectively; helium carrier 456	

gas flow was 158 ml/min and the O2 pulse was set for 45 seconds. Carbon dioxide 457	

generated during sample combustion was trapped within the EA in a molecular sieve 458	

trap. Following passage of the N2 peak, the primary EA trap was heated and carbon 459	

dioxide was released to a secondary, silica gel-filled cryotrap which was immersed in 460	

liquid nitrogen. Trapping duration was calibrated using the EA thermal conductivity 461	

detector data to ensure complete collection of the CO2 peak. Following collection of 462	

CO2, the cryotrap gas flow was switched to a lower-flow He carrier gas (~1 ml/min) 463	

via an automated Vici Valco 6-port valve. The trap was warmed and sample gas was 464	

released to the IRMS through an Agilent CarboBond capillary chromatography 465	

column (25m x 0.53mm x 5µm).  The resulting raw carbon isotope data are blank-466	

corrected using direct blank subtraction and normalized to the VPDB scale using the 467	

two-point correction scheme5 with the international reference materials NIST 1547-468	

Peach Leaves (δ13C = 26.0 ± 0.2‰) and IAEA C6-sucrose (δ13C = -10.45 ± 0.03‰). 469	

Reproducibility of the δ13C values of reference materials with carbon contents greater 470	

than 50 nanomoles is ±0.3‰ (1�) and is equivalent to that previously reported4.  471	

 472	

TOF-SIMS analyses 473	

Time-Of-Flight Secondary Ion Mass Spectrometry (TOF-SIMS) was used to produce 474	

semi-quantitative maps of the elemental composition in sample #15153.  475	

This technique bombards the surface with Bi ions that causes a collision cascade in 476	

the uppermost atom layers of the specimen (~10 nm). This releases secondary ions 477	

that are accelerated in an electric field and their time of flight to the detector in 478	

vacuum is a function of their mass and sample depth6–8. Figure S5 shows elements 479	

bound to organic matter (incl. C, N, P) in the sample that produce polyatomic charged 480	

species, such as CN- and CNO- when emitted from the same sample depth. The 481	

correlations of organic-bound elements enable us to distinguish the presence of 482	

organic carbon from inorganic phases (e.g., carbonate minerals) in the sample.  483	

 484	

 485	

 486	

 487	
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Paleoclimate modelling 488	

The relatively fast coupled Earth-system model of intermediate complexity 489	

CLIMBER-3a9 was used to simulate the Devonian climate with an atmospheric CO2 490	

level of 500 ppm. CLIMBER-3a encompasses a modified version of the ocean 491	

circulation model (MOM310,11) with a horizontal resolution of 3.75° x 3.75° and 24 492	

vertical levels, a dynamic/thermodynamic sea-ice model12 with the same resolution 493	

and a fast atmospheric model13 of 22.5° longitudinal and 7.5° latitudinal resolution. 494	

The model does not explicitly model ice sheet growth on the continents, but snow 495	

cover on the continents is considered. The model was run for Early Devonian 496	

boundary conditions in terms of continental configuration, solar luminosity and 497	

vegetation cover14. Based on the results in Brugger et al. (2019)14, three different 498	

orbital configurations were explored: the standard configuration (obliquity 23.5°, 499	

eccentricity e=0) as well as cold (obliquity 22.0°, eccentricity e=0) and warm 500	

(obliquity 24.5°, eccentricity e=0.069, precession angle 0°) orbital configurations. A 501	

sensitivity analysis considering seasonal surface air temperatures and sea-ice 502	

distribution for these different patterns of solar insolation is shown in Figure S12. 503	

 504	

Long-term global biogeochemical modeling with the COPSE model framework 505	

We used the Carbon-Oxygen-Phosphorous-Sulfur Evolution (COPSE) Earth system 506	

model to predict the histories atmospheric pCO2 and pO2 and ocean composition over 507	

the Phanerozoic (550 Ma–today). The forward modeling approach enables hypothesis 508	

testing of mechanistic cause-effect relationships in the Earth system. A set of coupled 509	

differential equations describing the dynamic evolution of the C, O, P and S cycles 510	

were solved using an inbuilt variable timestep solver for ‘stiff’ Ordinary Differential 511	

Equation systems in Matlab®. Two distinct versions of the model (COPSE2016 and 512	

COPSE reloaded, Figure S14-S15) were adapted in a previous version of the code15 to 513	

explore the effect on different parameterizations of climate sensitivity, ocean anoxia, 514	

and marine P cycle16,17. As input, we adjusted the forcings on plant weathering (W), 515	

plant evolution (E), selective P weathering (F), volcanic outgassing (D), and C/P ratio 516	

of buried terrestrial biomass in a manner to simultaneously fit the effect of shallow 517	

vascular ecosystems on weathering processes and produce outputs consistent with the 518	

paleorecords. Figure 2 shows the atmospheric pO2 and pCO2 trajectories predicted by 519	

the revised version of COPSEreloaded with forcings shown in Figure S15.  520	
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Baby, it’s cold outside: Climate model simulations of the effects

of the asteroid impact at the end of the Cretaceous

Julia Brugger,1,2,3 Georg Feulner,1,3 and Stefan Petri1

Key Points.
◦ We use a coupled climate model to investigate the ef-

fects of sulfate aerosols and carbon dioxide from the
Chicxulub impact.

◦ We find severe cooling suggesting a major role of the
impact in the mass extinction event.

◦ Surface cooling of the ocean results in vigorous mixing
which could have caused a plankton bloom.

66 million years ago, the end-Cretaceous mass extinction
ended the reign of the dinosaurs. Flood-basalt eruptions
and an asteroid impact are widely discussed causes, yet their
contributions remain debated. Modelling the environmental
changes after the Chicxulub impact can shed light on this
question. Existing studies, however, focused on the effect
of dust or used one-dimensional, non-coupled atmosphere
models. Here, we explore the longer-lasting cooling due to
sulfate aerosols using a coupled climate model. Depending
on aerosol stratospheric residence time, global annual mean
surface air temperature decreased by at least 26◦C, with 3
to 16 years subfreezing temperatures and a recovery time
larger than 30 years. The surface cooling triggered vigor-
ous ocean mixing which could have resulted in a plankton
bloom due to upwelling of nutrients. These dramatic envi-
ronmental changes suggest a pivotal role of the impact in
the end-Cretaceous extinction.

1. Introduction

During the mass extinction at the Cretaceous-Paleogene
boundary, a substantial number of biological groups expe-
rienced major extinctions, including non-avian dinosaurs,
other vertebrates, marine reptiles and invertebrates, plank-
tonic foraminifera and ammonites [Bambach, 2006]. The
severity of this event, recently dated at 66.043± 0.043 Ma
[Renne et al., 2013], and the fact that it marks the demise
of the dinosaurs account for the continued interest in un-
derstanding its origin. Yet the ultimate cause of the end-
Cretaceous extinction remains debated. Most investigations
today focus on two theories based on events roughly co-
inciding with the extinction: On the one hand, large-scale
volcanic eruptions occurred around that time, with the main
phase of the eruptions lasting from 66.3 to 65.5 Ma [Schoene
et al., 2015] as documented in the flood basalts from the Dec-
can plateau (India). These eruptions released sulfur diox-
ide and carbon dioxide leading to climatic changes which
could have induced the mass extinction. On the other
hand, the impact of an asteroid resulting in the Chicxu-
lub crater (Mexico), dated to coincide with the extinction

1Earth System Analysis, Potsdam Institute for Climate
Impact Research, Potsdam, Germany.

2Universität Potsdam, Potsdam, Germany.
3Berlin-Brandenburg Institute of Advanced Biodiversity

Research, Berlin, Germany.

event within the errors [Renne et al., 2013], resulted in dra-
matic local and short-term consequences, but would also
have produced large amounts of dust, sulfate aerosols and
greenhouse gases which affected the climate globally and on
longer timescales [Kring , 2007; Schulte et al., 2010]. In addi-
tion to improvements in sampling and dating the geological
and palaeontological record, modelling studies of the envi-
ronmental changes associated with these events can help to
assess competing theories [Feulner , 2009]. In this paper, we
use coupled climate model simulations to explore the effects
of the Chicxulub impact on Earth’s climate.

The initial impact hypothesis proposed that dust particles
produced during the impact were responsible for shutting
down photosynthesis after the impact [Alvarez et al., 1980].
Early modeling studies investigating the climate changes
associated with the Chicxulub impact therefore mostly fo-
cused on these effects [e.g. Covey et al., 1994]. More recent
studies of the debris in the impact layer suggest, however,
that the fraction of sub-micron-sized dust particles in the
stratosphere was too small to cause the observed environ-
mental changes [Pope, 2002]. Instead, the production of
sulfur-bearing gases from the impact target’s evaporites is
considered the key source of climatic effects, as they form
stratospheric sulfate aerosols which block sunlight and thus
cool down the Earth’s atmosphere and hamper photosyn-
thesis [Pierazzo et al., 1998]. The few existing studies focus-
ing on the aerosols’ effect used non-coupled climate models
[Pope et al., 1994, 1997; Pierazzo et al., 2003] and are limited
to short time periods after the impact without investigating
the longer-term changes.

Here, we use a coupled climate model [Montoya et al.,
2005] – consisting of an ocean general circulation model,
a fast atmosphere and a dynamic/thermodynamic sea-ice
model – to explore the climatic effects of sulfate aerosols
and CO2 following the impact. We explicitly focus on global
and longer term changes and do not consider local and short-
term phenomena like the extreme heat, strong winds, wild-
fires and tsunamis close to the impact site [Kring , 2007].

2. Modelling Set-Up

2.1. Pre-Impact Climate Model Simulations

The simulations of the end-Cretaceous climate and the
effects of the impact are carried out with a coupled cli-
mate model [Montoya et al., 2005] consisting of a modi-
fied version of the ocean general circulation model MOM3
[Pacanowski and Griffies, 1999; Hofmann and Morales
Maqueda, 2006] run at a horizontal resolution of 3.75◦×
3.75◦ with 24 vertical levels, a dynamic/thermodynamic
sea-ice model [Fichefet and Maqueda, 1997] and a fast
statistical-dynamical atmosphere model [Petoukhov et al.,
2000] with a coarse resolution of 22.5◦ in longitude and 7.5◦

in latitude.
Our impact simulations are based on a climate simulation

of the end-Cretaceous climate state using a Maastrichtian
(70 Ma) continental configuration [Sewall et al., 2007]. The
solar constant is scaled to 1354 W/m2, based on the present-
day solar constant of 1361 W/m2 [Kopp and Lean, 2011] and

1
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a standard solar model [Bahcall et al., 2001]. Orbital param-
eters are idealised with a circular orbit and an obliquity of
23.5◦. Proxy estimates for the atmospheric CO2 concen-
tration range from 500 ppm to 1500 ppm for the late Cre-
taceous [Royer , 2006], during the period directly preceding
the impact it was likely below 800 ppm [Hong and Lee, 2012;
Royer et al., 2012]. We have therefore performed a baseline
simulation with 500 ppm of atmospheric CO2 and a sensitiv-
ity experiment at a higher CO2 concentration of 1000 ppm.
Both pre-impact simulations are integrated for about 2200
model years until climate equilibrium is approached.

The simulated global annual mean surface air tempera-
ture during the latest Cretaceous is 18.9◦C or about 4◦C
above pre-industrial temperatures for the 500 ppm simu-
lation, and 21.6◦C or roughly 7◦C warmer than the pre-
industrial climate for the 1000 ppm model experiment.

2.2. Modelling the Effects of the Impact

To model the climatic effects of the impact, we use litera-
ture information from geophysical impact modeling indicat-
ing that for a 2.9 km thick target region consisting of 30%
evaporites and 70% water-saturated carbonates and a dunite
projectile with 50% porosity, a velocity of 20 km/s and a
diameter between 15 and 20 km, a sulfur mass of 100 Gt
is produced [Pierazzo et al., 1998]. For comparison, this
corresponds to about 10,000 times the amount of sulfur re-
leased during the 1991 Pinatubo eruption [McCormick et al.,
1995]. Note that the amount of sulfur released during the
impact depends on the composition of the targeted bedrock,
vaporization criteria, the condensation of vaporised ejecta,
possible back reactions and the impactors velocity and size
[Pierazzo et al., 1998; Gupta et al., 2001]. However, the re-
sults do not strongly depend on the precise amount of sulfur
released during the impact, since the radiative forcing does
not increase for sulfur masses larger than 30 Gt [Pierazzo
et al., 2003].

The effects of the stratospheric sulfate aerosols on radi-
ation are based on a simple sulfate aerosol model coupled
to a column radiation model [Pierazzo et al., 2003]. Sul-
fur is assumed to be ligated in the forms of SO2 (80%)
and SO3 (20%). The ratio of SO3 to SO2 determines the
amount of stratospheric sulfate aerosols formed and their
concentration with time. Ohno et al. [2014] suggest a
SO3/SO2 ratio of 100/1 , which implies a higher initial sul-
fate aerosol concentration but faster decay. Compared to
the ratio used in our study this would lead to a slightly
faster decay of stratospheric aerosols [Pierazzo et al., 2003].
Only the aerosols in the stratosphere are considered because
aerosols are quickly washed out as soon as they enter the
troposphere. The stratospheric residence time of tracers
in a present-day steady-state atmosphere is about 2 years
[Holton et al., 1995]. We follow Pierazzo et al. [2003] and
include the effect of a possible longer residence time in a
perturbed atmosphere after the impact by simulating the
effects of the impact for 2.1, 4.3 and 10.6 years stratospheric
residence time, respectively.

To model the time after the impact, we use time sequences
of visible transmission taken from Pierazzo et al. [2003] for
the different stratospheric residence times discussed above.
With this model set-up, solar flux at the surface is drastically
reduced immediately after the impact from a pre-impact
value of 169.5 W/m2 to the minimum value of 2.28 W/m2

for 2.1 years stratospheric residence time, reached in the first
year after the impact, and 2.03 W/m2 for 4.3 and 10.6 years
stratospheric residence time, reached in the second year after
the impact. Stratospheric residence time does not strongly
influence minimum solar flux, but rather determines the
time needed to regain the pre-impact value which is reached
after 6, 10 and 20 years for the different residence times,
respectively.

In addition to the sulfate aerosols’ effect, we consider an
enhanced CO2 concentration due to the impact. For a sulfur
mass of 100 Gt, about 1400 Gt of carbon dioxide are injected
into the atmosphere [Pierazzo et al., 1998], corresponding
to an increase of the atmospheric CO2 concentration by
180 ppm. Note that the amount of CO2 released from the
impact depends on the energy and angle of the impact, the
fractions of carbonates in the impactor and the target as
well as the recombination rate [O’Keefe and Ahrens, 1989;
Pierazzo et al., 1998]. Moreover, there could be additional
CO2 emissions from ocean outgassing and perturbations of
the terrestrial biosphere, so we run additional simulation ex-
periments adding a total of 360 ppm and 540 ppm of CO2 as
sensitivity experiments. Both sulfate aerosols and CO2 pro-
duced during the impact event are assumed to be distributed
globally and uniformly in our model simulations. A uniform
aerosol distribution is a simplification, but may be a reason-
able approximation given the magnitude and location of the
Chicxulub impact. We assume that the shorter-term effects
of dust are overshadowed by the aerosol effect. Furthermore,
we neglect water vapour as the amount produced is uncer-
tain and its tropospheric residence time is very short. Fi-
nally we do not consider the climatic consequences of ozone
destruction after the impact [Kring , 2007] since they are
probably of minor importance for the global climate. All
impact experiments are performed for both end-Cretaceous
climate states with 500 ppm and 1000 ppm of atmospheric
CO2 and are integrated for 100 years after the impact; the
impact simulations for 2.1 years residence time are run for
1000 years.

3. Results

3.1. Global Cooling

The main result from our climate model simulations is a
severe and persistent global cooling in the decades after the
impact. Figure ?? (a) shows global annual mean surface air
temperature during the 30 years following the impact for
an atmospheric CO2 concentration of 500 ppm before the
impact, for the different aerosol residence times and for dif-
ferent CO2 emission values from the impact. The tempera-
ture evolution for the different CO2 emissions resulting from
the impact is very similar; in the following, the discussion
will focus on the simulation representing the intermediate
emission value of 360 ppm.

For 2.1 years stratospheric residence time, which is the
most conservative assumption for the simulations, global
annual mean surface air temperature is reduced by 27◦C
when minimum temperature is reached in year 3 after the
impact. This temperature difference is not sensitive to the
CO2 concentration before the impact: in the case of a pre-
impact concentration of 1000 ppm, the temperature drops by
an almost identical amount from +22◦C to −5.0◦C. Global
annual mean surface air temperature remains below freez-
ing for 3 years. For 4.3 years and 10.6 years stratospheric
residence time, minimum global annual mean surface air
temperature is even lower (cooling by 30◦C and 34◦C) and
reached at later times (year 5 and 9 after the impact). In
these simulations with longer residence times, global annual
mean sub-freezing temperatures persist for 7 and 16 years,
respectively. The drastic and prolonged cooling in particu-
lar in the 10.6-years residence time scenario raises the ques-
tion, however, whether longer stratospheric residence times
can really be reconciled with the palaeontological record, in
particular with the observed fast recovery of productivity
[D’Hondt et al., 1998; Alegret et al., 2012; Sepúlveda et al.,
2009]. In the following, we focus on the simulations with 2.1
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years stratospheric residence time of the aerosols, represent-
ing the most conservative case.

The post-impact cooling observed in our simulations is
accompanied by a marked expansion of snow and sea ice.
Annual average surface albedo increases from 0.11 before
the impact to 0.24 in the year with maximum ice cover in
our standard simulation (500 ppm CO2 preceding the im-
pact, 2.1 years residence time, 360 ppm CO2 from the im-
pact). As an example for this expansion of snow and ice,
Figure ?? (b) shows the time evolution of the global sea-ice
fraction during the three decades after the impact. For our
standard case of 2.1 years stratospheric aerosol residence
time, the sea-ice fraction increases by a factor of six be-
fore declining towards its pre-impact value. Interestingly,
the simulation with 10.6 years residence time exhibits a dis-
tinctly different behaviour. In this case, the sea-ice fraction
strongly increases after the initial cooling period, indicating
the beginning of a runaway caused by the positive ice-albedo
feedback. This runaway is eventually slowed and reversed
by the increasing solar radiation, however. For the other
residence times, the reduction of solar radiation due to the
impact is too short to initiate this process. This also means,
however, that a perturbation with an even longer residence
time might be sufficient to trigger a snowball runaway.

We note that the emission of CO2 from the impact will
lead to warming compared to the pre-impact state after the
initial cooling period. Depending on the amount of CO2

emitted from the impact, after 1000 years the climate is
1.0 − 2.6◦C warmer than the pre-impact state for an initial
CO2 concentration of 500 ppm and 0.5 − 1.4◦C warmer for
1000 ppm.

3.2. Regional Cooling

Regional temperature changes induced by the asteroid
impact are even more severe than suggested by the global
averages. Maps of surface air temperature of the pre-impact
year and the year of minimum global annual mean tempera-
ture indicate pronounced regional cooling, in particular over
continental areas and in polar regions (see, e.g., Fig. ??,
for 500 ppm of CO2 preceding the impact, 2.1 years strato-
spheric residence time and 360 ppm of CO2 from the im-
pact). Global annual mean temperatures over land fall to
−32◦C in the coldest year (compared to +15◦C before the
impact), with continental temperatures in the tropics reach-
ing a mere −22◦C (falling from +27◦C before the impact).
In contrast, global mean sea-surface temperatures drop to
+5.9◦C only from their pre-impact value of +21◦C. We note
that our model shows an enhanced land-ocean warming ra-
tio of ∼ 2 in the tropics for idealised CO2-increase scenarios
[Eby et al., 2013] as compared to a ratio of ∼ 1.3 in other
models [Schmidt et al., 2014]. The cooling over land after
the Chicxulub impact may therefore be overestimated in our
model.

3.3. Deep-Ocean Temperature and Mixing

Because of the ocean’s thermal inertia, surface tempera-
ture changes propagate only slowly into the deep ocean. It
is therefore interesting to investigate longer-term tempera-
ture changes in the deep ocean. Figure ?? shows meridional
profiles of ocean temperature changes for four timeslices up
to 1000 years after the impact. In year 3 after the impact,
the strong surface cooling results in very cold water masses
in the upper ∼1000 m of the ocean at all latitudes, and down
to the ocean floor at high latitudes. 100 years after the im-
pact near-surface ocean layers show evidence of warming due
to the CO2 released after the impact, while the cold water
masses have reached the abyss, with pronounced cooling in
the deep ocean at high latitudes. The most striking feature

at this point of time, however, is a bubble of cold water at
depths of ∼500−2000 m which is particularly pronounced in
the Northern tropics and subtropics. Regionally, this bub-
ble is located in the Northern Atlantic (not shown). After
500 years, the situation is characterised by warmer waters
in the upper half of the ocean and slightly cooler water per-
sisting in the deep ocean. The cold bubble has weakened
and is restricted to the Northern subtropics and to depths
of ∼2000−3000 m. 1000 years after the impact, warming has
reached the deep ocean, with only few localised regions of
minor cooling persisting in the abyss of the Southern Ocean
and in the Northern subtropics.

Finally we will explore how the cooling due to the Chicx-
ulub impact affects ocean mixing and potentially the marine
biosphere. Figure ?? shows the mixed-layer depth before the
impact and in the coldest year after the event. In the late-
Cretaceous climate preceding the impact, the mixed layer
depth is comparable to a simulation of the present-day cli-
mate state. This changes dramatically after the impact. The
sudden atmospheric cooling triggered by the impact leads
to strongly enhanced ocean mixing and deep-water forma-
tion notably at mid latitudes. The collapsed 13C gradient
observed at the Cretaceous-Paleogene boundary could pro-
vide geologic evidence for this mixing [Zachos et al., 1989],
although a decrease in marine productivity might have con-
tributed to the changes in 13C as well. The vigorous ocean
mixing after the impact will transport nutrients from the
deep ocean towards the surface. We argue that the increase
in available nutrients should result in a pronounced rise of
ocean primary production following the initial decrease due
to the darkness after the impact. Additional nutrients from
impact ejecta [Parkos et al., 2015] could further intensify
ocean primary productivity. Depending on the availability
of light and limiting nutrients like iron, this could result
in regional plankton blooms, as proposed by geologic ex-
plorations [Hollis et al., 1995]. The plankton blooms could
also have created toxins with profound effects on marine
near-surface ecosystems [Wilde and Berry , 1986; Castle and
Rodgers Jr., 2009]. This scenario would have to be further
explored with a model for the marine biogeochemistry.

4. Discussion

In this Section, we briefly compare our results with ear-
lier modeling work and proxy evidence. Comparable mod-
eling studies considering the aerosols’ effect and using cou-
pled climate models do not exist. Pope et al. [1997] use a
radiative-transfer model to roughly estimate the global cool-
ing from sulfate aerosols, finding values similar to the ones
reported here. With respect to proxy data, it is difficult
to compare the cooling found in our simulations because a
very high time resolution is necessary to record the fast cli-
matic changes associated with the impact. Furthermore, the
prominent proxy carriers for the surface ocean, calcareous
microfossils, suffered from the extinction.

However, two recent studies [Vellekoop et al., 2014;
Vellekoop et al., 2016] use TEX86 palaeo-thermometry of
shallow marine sediments to estimate sea-surface temper-
ature changes across the Cretaceous-Paleogene boundary.
From the Brazos River section (Texas), Vellekoop et al.
[2014] reconstruct pre-impact temperatures of 30–31◦C in
good agreement with the tropical Late-Cretaceous sea-
surface temperature from well-preserved foraminifer shells
[Pearson et al., 2001]. For comparison, the pre-impact an-
nual mean sea-surface temperature of 24◦C in this region
in our simulation is somewhat lower. At the boundary,
Vellekoop et al. [2014] report a drop in sea-surface tempera-
ture in the Gulf of Mexico of up to 7◦C lasting for months to
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decades, but not longer than 100 years. Averaged over the
decade after the impact, the sea-surface temperature drops
by 10◦C, in good agreement with the proxy study, assum-
ing that the resolution of their record is about a decade.
Vellekoop et al. [2014] also report an increase in ocean tem-
peratures by 1− 2◦C after the impact cooling, in agreement
with the warming seen in our simulations due to the addi-
tional CO2 released from the impact. Vellekoop et al. [2016]
use TEX86 data extracted from cores from the New Jersey
palaeo-shelf to reconstruct temperatures of ∼26◦C at the
end of the Cretaceous as well as an abrupt ∼3◦C cooling at
the boundary to the Paleogene. As for the Texas record, our
pre-impact temperature of ∼19◦C is lower than the TEX86

estimate; however, our cooling of ∼9◦C is more pronounced
than the proxy signal at this location.

It should be kept in mind, however, that a detailed com-
parison of local proxy records is hampered by the compara-
tively coarse spatial resolution of our model as well as uncer-
tainties concerning the temporal resolution [Vellekoop et al.,
2016] and calibration [Ho and Laepple, 2016] of TEX86 tem-
perature estimates.

For some locations, proxies document local cooling per-
sisting for longer timescales of millennia. Galeotti et al.
[2004] analyse records of dinoflagellate cysts and benthic
foraminifera across the Cretaceous-Paleogene boundary in
the Tunisian shelf region and present evidence for millennial-
scale cooling indicated by a brief expansion of boreal species
into the western Tethys Ocean. Similarly, Vellekoop et al.
[2015] report repeated cooling pulses in this region dur-
ing the first thousands of years after the impact. Gale-
otti et al. [2004] use energy-balance estimates and one ide-
alised simulation with a coupled atmosphere-ocean model
under present-day boundary conditions to explore the ocean-
response timescale to different levels of impact aerosol cool-
ing and interpret the millennial-scale cooling as evidence
for persisting cool water masses in the deep ocean. Cooling
pulses on the Tunisian shelf could then be explained by local
upwelling of cold water [Vellekoop et al., 2015]. The bubble
of cooler ocean water in the Northern Atlantic region found
in our simulations supports this notion, although the cooler
water masses do not persist for more than one millennium in
our simulations, mostly due to the warming from the CO2

released during the impact.

5. Conclusions

In summary, our climate-modelling study demonstrates
severe cooling and vigorous ocean mixing in the wake of
the Chicxulub impact. These results are in general agree-
ment with proxy data, but a detailed comparison is ham-
pered by the time resolution of empirical records, questions
of temperature-proxy calibration and the low spatial reso-
lution of our model. Although we cannot conclude from
our model results that the impact was exclusively responsi-
ble for the mass extinction at the end of the Cretaceous,
the dramatic reduction in temperature and the expected
profound perturbation of the marine biosphere due to the
change in ocean circulation in our simulations certainly sug-
gest a key role of the impact in the extinction event. The
Chicxulub impact and the Deccan Trap volcanism might
also have acted in concert, of course, either by the impact
triggering more intense eruptions as recently argued [Renne
et al., 2015] or by delivering the final blow to a biosphere
already stressed by the effects of the eruptions [White and
Saunders, 2005; Arens and West , 2008; Renne et al., 2013].
Future modeling studies will have to explore the interaction
between these two causes as well as the effects on Earth’s
marine and terrestrial biosphere in more detail.
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K. Wünnemann for discussions and J. Sewall for providing Creta-
ceous boundary conditions. The authors gratefully acknowledge
the European Regional Development Fund (ERDF), the German
Federal Ministry of Education and Research and the Land Bran-
denburg for supporting this project by providing resources on
the high performance computer system at the Potsdam Institute
for Climate Impact Research. The work was partly funded by
the German Federal Ministry of Education and Research BMBF
within the Collaborative Project “Bridging in Biodiversity Sci-
ence – BIBS” (funding number 01LC1501A-H). The source code
for the model used in this study, the data and input files necessary
to reproduce the experiments, and model output data are avail-
able from the authors upon request (brugger@pik-potsdam.de,
feulner@pik-potsdam.de). All data are archived at the Potsdam
Institute for Climate Impact Research (PIK).

References

Alegret, L., E. Thomas, and K. C. Lohmann (2012), End-
Cretaceous marine mass extinction not caused by productiv-
ity collapse, Proc. Natl. Acad. Sci. USA, 109, 728–732, doi:
10.1073/pnas.1110601109.

Alvarez, L. W., W. Alvarez, F. Asaro, and H. V.
Michel (1980), Extraterrestrial Cause for the Cretaceous-
Tertiary Extinction, Science, 208 (4448), 1095–1108, doi:
10.1126/science.208.4448.1095.

Arens, N. C., and I. D. West (2008), Press-pulse: a general the-
ory of mass extinction?, Paleobiology, 34 (4), 456–471, doi:
http://dx.doi.org/10.1666/07034.1.

Bahcall, J. N., M. H. Pinsonneault, and S. Basu (2001), Solar
models: Current epoch and time dependences, neutrinos, and
helioseismological properties, Astrophys. J., 555 (2), 990–1012,
doi:10.1086/321493.

Bambach, R. K. (2006), Phanerozoic biodiversity mass extinc-
tions, Annu. Rev. Earth Planet. Sci., 34, 127–155, doi:
10.1146/annurev.earth.33.092203.122654.

Castle, J. W., and J. H. Rodgers Jr. (2009), Hypothesis for
the role of toxin-producing algae in Phanerozoic mass extinc-
tions based on evidence from the geologic record and mod-
ern environments, Environmental Geosciences, 16, 1–23, doi:
10.1306/eg.08110808003.

Covey, C., S. L. Thompson, P. R. Weissman, and M. C. Mac-
Cracken (1994), Global climatic effects of atmospheric dust
from an asteroid or comet impact on Earth, Global Planet.
Change, 9 (3-4), 263–273, doi:10.1016/0921-8181(94)90020-5.

D’Hondt, S., P. Donaghay, J. C. Zachos, D. Luttenberg, and
M. Lindinger (1998), Organic Carbon Fluxes and Ecological
Recovery from the Cretaceous-Tertiary Mass Extinction, Sci-
ence, 282, 276, doi:10.1126/science.282.5387.276.

Eby, M., A. J. Weaver, K. Alexander, K. Zickfeld, A. Abe-Ouchi,
A. A. Cimatoribus, E. Crespin, S. S. Drijfhout, N. R. Ed-
wards, A. V. Eliseev, G. Feulner, T. Fichefet, C. E. Forest,
H. Goosse, P. B. Holden, F. Joos, M. Kawamiya, D. Kick-
lighter, H. Kienert, K. Matsumoto, I. I. Mokhov, E. Monier,
S. M. Olsen, J. O. P. Pedersen, M. Perrette, G. Philippon-
Berthier, A. Ridgwell, A. Schlosser, T. Schneider von Deim-
ling, G. Shaffer, R. S. Smith, R. Spahni, A. P. Sokolov,
M. Steinacher, K. Tachiiri, K. Tokos, M. Yoshimori, N. Zeng,
and F. Zhao (2013), Historical and idealized climate model
experiments: an intercomparison of Earth system models
of intermediate complexity, Clim. Past, 9, 1111–1140, doi:
10.5194/cp-9-1111-2013.

Feulner, G. (2009), Climate-modelling of mass-extinction
events: a review, Int. J. Astrobiol., 8, 207–212, doi:
doi:10.1017/S1473550409990061.

Feulner, G. (2011), Are the most recent estimates for Maun-
der Minimum solar irradiance in agreement with tempera-
ture reconstructions?, Geophys. Res. Lett., 38, L16706, doi:
10.1029/2011GL048529.

2.3. Baby, it’s cold outside: Climate simulations of the Chicxulub impact 81



BRUGGER ET AL.: CHICXULUB IMPACT COOLING X - 5

Fichefet, T., and M. A. M. Maqueda (1997), Sensitivity of a
global sea ice model to the treatment of ice thermodynam-
ics and dynamics, J. Geophys. Res., 102 (C6), 12,609–12,646,
doi:10.1029/97JC00480.

Galeotti, S., H. Brinkhuis, and M. Huber (2004), Records of post
Cretaceous-Tertiary boundary millennial-scale cooling from
the western Tethys: A smoking gun for the impact-winter hy-
pothesis?, Geology, 32, 529, doi:10.1130/G20439.1.

Gupta, S. C., T. J. Ahrens, and W. Yang (2001), Shock-
induced vaporization of anhydrite and global cooling from
the K/T impact, Earth Planet. Sci. Lett., 188, 399–412, doi:
10.1016/S0012-821X(01)00327-2.

Ho, S. L., and T. Laepple (2016), Flat meridional tempera-
ture gradient in the early eocene in the subsurface rather
than surface ocean, Nature Geoscience, 9 (8), 606–610, doi:
10.1038/ngeo2763.

Hofmann, M., and M. A. Morales Maqueda (2006), Performance
of a second-order moments advection scheme in an Ocean Gen-
eral Circulation Model, J. Geophys. Res., 111, C05006, doi:
10.1029/2005JC003279.

Hollis, C. J., K. A. Rodgers, and R. J. Parker (1995), Siliceous
plankton bloom in the earliest Tertiary of Marlborough,
New Zealand, Geology, 23 (9), 835–838, doi:10.1130/0091-
7613(1995)023<0835:SPBITE>2.3.CO;2.

Holton, J. R., P. H. Haynes, M. E. McIntyre, A. R. Dou-
glass, R. B. Rood, and L. Pfister (1995), Stratosphere-
troposphere exchange, Rev. Geophys., 33, 403–439, doi:
10.1029/95RG02097.

Hong, S. K., and Y. I. Lee (2012), Evaluation of atmospheric
carbon dioxide concentrations during the Cretaceous, Earth
Planet. Sci. Lett., 327, 23–28, doi:10.1016/j.epsl.2012.01.014.

Kopp, G., and J. L. Lean (2011), A new, lower value of total solar
irradiance: Evidence and climate significance, Geophys. Res.
Lett., 38 (1), L01706, doi:10.1029/2010GL045777.

Kring, D. A. (2007), The Chicxulub impact event and its envi-
ronmental consequences at the Cretaceous-Tertiary boundary,
Palaeogeogr. Palaeoclimatol. Palaeoecol., 255 (1-2), 4–21, doi:
doi:10.1016/j.palaeo.2007.02.037.

McCormick, M. P., L. W. Thomason, and C. R. Trepte (1995),
Atmospheric effects of the Mt Pinatubo eruption, Nature, 373,
399–404, doi:10.1038/373399a0.

Montoya, M., A. Griesel, A. Levermann, J. Mignot, M. Hofmann,
A. Ganopolski, and S. Rahmstorf (2005), The earth system
model of intermediate complexity CLIMBER-3. Part I: de-
scription and performance for present-day conditions, Clim.
Dyn., 25 (2-3), 237–263, doi:10.1007/s00382-005-0044-1.

Ohno, S., T. Kadono, K. Kurosawa, T. Hamura, T. Sakaiya,
K. Shigemori, Y. Hironaka, T. Sano, T. Watari, K. Otani,
T. Matsui, and S. Sugita (2014), Production of sulphate-
rich vapour during the Chicxulub impact and implica-
tions for ocean acidification, Nat. Geosci., 7, 279–282, doi:
10.1038/ngeo2095.

O’Keefe, J. D., and T. J. Ahrens (1989), Impact production of
CO2 by the Cretaceous/Tertiary extinction bolide and the
resultant heating of the earth, Nature, 338, 247–249, doi:
10.1038/338247a0.

Pacanowski, R. C., and S. M. Griffies (1999), The MOM-3 Man-
ual, Tech. Rep. 4, GFDL Ocean Group, NOAA/Geophysical
Fluid Dynamics Laboratory, Princeton, NJ.

Parkos, D., A. Alexeenko, M. Kulakhmetov, B. C. Johnson, and
H. J. Melosh (2015), NOx production and rainout from Chicx-
ulub impact ejecta reentry, J. Geophys. Res., 120 (12), 2152–
2168, doi:10.1002/2015JE004857.

Pearson, P. N., P. W. Ditchfield, J. Singano, K. G. Harcourt-
Brown, C. J. Nicholas, R. K. Olsson, N. J. Shackleton, and
M. A. Hall (2001), Warm tropical sea surface temperatures in
the Late Cretaceous and Eocene epochs, Nature, 413 (6855),
481–487, doi:10.1038/35097000.

Petoukhov, V., A. Ganopolski, V. Brovkin, M. Claussen,
A. Eliseev, C. Kubatzki, and S. Rahmstorf (2000), CLIMBER-
2: a climate system model of intermediate complexity. Part I:
model description and performance for present climate, Clim.
Dyn., 16 (1), 1–17, doi:10.1007/PL00007919.

Pierazzo, E., D. A. Kring, and H. J. Melosh (1998), Hydrocode
simulation of the Chicxulub impact event and the produc-
tion of climatically active gases, J. Geophys. Res., 103 (E12),
28,607–28,625, doi:10.1029/98JE02496.

Pierazzo, E., A. N. Hahmann, and C. Sloan (2003), Chicx-
ulub and climate: radiative perturbations of impact-
produced S-bearing gases, Astrobiology, 3 (1), 99–118, doi:
10.1089/153110703321632453.

Pope, K. O. (2002), Impact dust not the cause of the
Cretaceous-Tertiary mass extinction, Geology, 30 (2), 99–102,
doi:10.1130/0091-7613(2002)030<0099:IDNTCO>2.0.CO;2.

Pope, K. O., K. H. Baines, A. C. Ocampo, and B. A.
Ivanov (1994), Impact winter and the Cretaceous/Tertiary
extinctions: Results of a Chicxulub asteroid impact model,
Earth Planet. Sci. Lett., 128 (3-4), 719–725, doi:10.1016/0012-
821X(94)90186-4.

Pope, K. O., K. H. Baines, A. C. Ocampo, and B. A. Ivanov
(1997), Energy, volatile production, and climatic effects of
the Chicxulub Cretaceous/Tertiary impact, J. Geophys. Res.,
102 (E9), 21,645–21,664, doi:10.1029/97JE01743.

Renne, P. R., A. L. Deino, F. J. Hilgen, K. F. Kuiper,
D. F. Mark, W. S. Mitchell, L. E. Morgan, R. Mundil, and
J. Smit (2013), Time Scales of Critical Events Around the
Cretaceous-Paleogene Boundary, Science, 339, 684–687, doi:
10.1126/science.1230492.

Renne, P. R., C. J. Sprain, M. A. Richards, S. Self, L. Vanderkluy-
sen, and K. Pande (2015), State shift in Deccan volcanism at
the Cretaceous-Paleogene boundary, possibly induced by im-
pact, Science, 350 (6256), 76–78, doi:10.1126/science.aac7549.

Royer, D. L. (2006), CO2-forced climate thresholds during the
Phanerozoic, Geochim. Cosmochim. Ac., 70 (23), 5665–5675,
doi:10.1016/j.gca.2005.11.031.

Royer, D. L., M. Pagani, and D. J. Beerling (2012), Geobiolog-
ical constraints on Earth system sensitivity to CO2 during
the Cretaceous and Cenozoic, Geobiology, 10 (4), 298–310, doi:
10.1111/j.1472-4669.2012.00320.x.

Schmidt, G. A., J. D. Annan, P. J. Bartlein, B. I. Cook, E. Guil-
yardi, J. C. Hargreaves, S. P. Harrison, M. Kageyama, A. N.
LeGrande, B. Konecky, S. Lovejoy, M. E. Mann, V. Masson-
Delmotte, C. Risi, D. Thompson, A. Timmermann, L.-B.
Tremblay, and P. Yiou (2014), Using palaeo-climate compar-
isons to constrain future projections in CMIP5, Clim. Past,
10, 221–250, doi:10.5194/cp-10-221-2014.

Schoene, B., K. M. Samperton, M. P. Eddy, G. Keller, T. Adatte,
S. A. Bowring, S. F. R. Khadri, and B. Gertsch (2015), U-Pb
geochronology of the Deccan Traps and relation to the end-
Cretaceous mass extinction, Science, 347 (6218), 182–184, doi:
10.1126/science.aaa0118.

Schulte, P., L. Alegret, I. Arenillas, J. A. Arz, P. J. Barton,
P. R. Bown, T. J. Bralower, G. L. Christeson, P. Claeys, C. S.
Cockell, G. S. Collins, A. Deutsch, T. J. Goldin, K. Goto,
J. M. Grajales-Nishimura, R. A. F. Grieve, S. P. S. Gulick,
K. R. Johnson, W. Kiessling, C. Koeberl, D. A. Kring, K. G.
MacLeod, T. Matsui, J. Melosh, A. Montanari, J. V. Morgan,
C. R. Neal, D. J. Nichols, R. D. Norris, E. Pierazzo, G. Rav-
izza, M. Rebolledo-Vieyra, W. U. Reimold, E. Robin, T. Salge,
R. P. Speijer, A. R. Sweet, J. Urrutia-Fucugauchi, V. Va-
jda, M. T. Whalen, and P. S. Willumsen (2010), The Chicxu-
lub Asteroid Impact and Mass Extinction at the Cretaceous-
Paleogene Boundary, Science, 327 (5970), 1214–1218, doi:
10.1126/science.1177265.
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Figure 1. (a) Simulated global annual mean surface air
temperature during the 30 years after the impact for the
baseline state with 500 ppm of carbon dioxide and for
the three different stratospheric aerosol residence times.
For each residence time, the shaded region marks the
uncertainty due to the carbon-dioxide released from the
impact alone and from the impact and the biosphere, re-
spectively, ranging from 180 ppm to 540 ppm. (b) Global
sea-ice fraction during the 30 years after the impact for
the baseline state with 500 ppm of carbon dioxide and for
the three different stratospheric aerosol residence times
in our simulations. As in Figure ??, the shading marks
the uncertainty due to the carbon-dioxide released in the
wake of the impact.
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Figure 2. Map of annual simulated mean surface air
temperature before the impact (a) and for the coldest
year after the impact (b) for the baseline climate state
with 500 ppm of carbon dioxide, a stratospheric residence
time of 2.1 years and additional carbon-dioxide emissions
of 360 ppm.
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1. Introduction
During its more than half a billion year long history, the evolution of animal and plant life on Earth was 
repeatedly disrupted by major mass-extinction events (Bambach, 2006). Among these biodiversity crises, 
the extinction at the Cretaceous-Paleogene (K-Pg) boundary (Renne et al., 2013) is unique: On the one hand, 
it is similar to many other mass-extinction events because of its association with continental flood basalt 
eruptions (Ernst & Youbi, 2017), in this case forming the Deccan Traps large igneous province in India 
(Schoene et al., 2019). On the other hand, it is the only extinction event which has been convincingly linked 
to an asteroid impact (Alvarez et al., 1980; Kring, 2007; Schulte et al., 2010), despite the fact that such large 
impacts with potentially global effects are statistically expected to occur once every 100–150 million years 
(Schmieder & Kring, 2020).

Initially put forward four decades ago (Alvarez et al., 1980), the hypothesis that the impact of a ∼10 km as-
teroid was the main cause of the end-Cretaceous mass extinction event is now supported by multiple lines 
of evidence (Schulte et al., 2010). Particularly over the last few years, a number of studies on the events 
around the Cretaceous-Paleogene boundary have shed light on several important aspects. High-precision 
dating of zircons established the timing of the Deccan Trap eruptions (Schoene et al., 2019), indicating 
major pulses of volcanic activity ∼50 kyr before and ∼150 kyr after the impact, limiting their contribution 
to the extinction event which coincides with the impact. Data from the recent crater drilling project illu-
minate the immediate aftermath of the impact (Gulick et al., 2019) and, combined with improved geody-
namic models, suggest a steeply inclined impact releasing significant amounts of carbon and sulfur from 
sedimentary rocks (Artemieva et al., 2017; Collins et al., 2020). Climate model simulations show that the 
formation of stratospheric sulfate aerosols leads to a colder and longer impact winter (Brugger et al., 2017) 
compared to the effects of impact dust alone. High-resolution proxy data confirm a pronounced short-term 

Abstract There is increasing evidence linking the mass-extinction event at the Cretaceous-Paleogene 
boundary to an asteroid impact near Chicxulub, Mexico. Here we use model simulations to explore the 
combined effect of sulfate aerosols, carbon dioxide and dust from the impact on the oceans and the 
marine biosphere in the immediate aftermath of the impact. We find a strong temperature decrease, a 
brief algal bloom caused by nutrients from both the deep ocean and the projectile, and moderate surface 
ocean acidification. Comparing the modeled longer-term post-impact warming and changes in carbon 
isotopes with empirical evidence points to a substantial release of carbon from the terrestrial biosphere. 
Overall, our results shed light on the decades to centuries after the Chicxulub impact which are difficult to 
resolve with proxy data.

Plain Language Summary The sudden disappearance of the dinosaurs and many 
other species during the end-Cretaceous mass extinction 66 million years ago marks one of the most 
profound events in the history of life on Earth. The impact of a large asteroid near Chicxulub, Mexico, 
is increasingly recognized as the trigger of this extinction, causing global darkness and a pronounced 
cooling. However, the links between the impact and the changes in the biosphere are not fully understood. 
Here, we investigate how life in the ocean reacts to the perturbations in the decades and centuries after the 
impact. We find a short-lived algal bloom caused by the upwelling of nutrients from the deep ocean and 
nutrient input from the impactor.
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surface ocean cooling in the months to decades after the impact (Vellekoop et al., 2014, 2016), followed by 
longer-term warming (Vellekoop et al., 2014, 2018). Furthermore, proxy studies report rapid ocean acidifi-
cation which likely started in the century after the impact and lasted for several thousand years (Henehan 
et al., 2019). The breakdown of the δ13C gradient from the surface to the deep ocean (Henehan et al., 2019; 
Sepúlveda et al., 2019; Zachos et al., 1989) probably indicates severe changes in the ocean's biological pump, 
but the detailed processes are still poorly understood. In particular, the immediate consequences of the im-
pact on marine productivity during the first years to centuries after the impact cannot be reconstructed by 
proxy data due to a lack in temporal resolution.

Model experiments simulating the effects of sulfate aerosols from the impact on the climate indicate severe 
cooling resulting in strong ocean convection (Brugger et al., 2017). The resulting upwelling of nutrients 
from the deep ocean could increase marine primary productivity following the period of post-impact dark-
ness, but it is unclear whether productivity remains limited by other critical nutrients (in particular iron) 
and how the marine biosphere is affected by the combined changes in light, temperature, ocean circulation, 
and nutrient distribution. Here, we address this question by modeling immediate impact-induced changes 
in climate and nutrient supply and their repercussions for the marine biosphere.

2. Materials and Methods
2.1. Model

We use the Earth-system model of intermediate complexity CLIMBER-3α+C (Hofmann et al., 2019; Mon-
toya et al., 2005). The ocean model is a modified version of MOM3 (Hofmann & Morales Maqueda, 2006; 
Pacanowski & Griffies, 1999), run at a horizontal resolution of 3.75° x 3.75° with 24 vertical levels of varia-
ble thickness. Additionally, CLIMBER-3α+C includes a sub-model (Hofmann et al., 2019) which is similar 
to HAMOCC3.1 (Six & Maier-Reimer, 1996) and accounts for the dynamics of marine biogeochemistry and 
the carbon cycle. The stable carbon isotope fractionation of phytoplankton is parameterized as a function 
depending on the concentration of aquatic carbon dioxide (Hofmann et al., 1999), while for the inorganic 
carbonate system and the air-sea gas exchange the approach by Maier-Reimer (Maier-Reimer, 1993) is used. 
The sea-ice model (Fichefet & Maqueda, 1997) is a dynamic/thermodynamic model in two dimensions with 
the same horizontal resolution as the ocean model. The statistical-dynamical atmosphere model (Petouk-
hov et al., 2000) has a coarse resolution of 22.5° in longitude and 7.5° in latitude; it contains a module to 
simulate terrestrial sources, atmospheric transport and deposition of dust (Bauer & Ganopolski, 2010; Hof-
mann et al., 2019). The model version used for this study includes an improved lapse rate parametrization 
and more realistic ice and snow albedo values (Feulner & Kienert, 2014).

2.2. Boundary Conditions and Pre-Impact Climate State

An equilibrium simulation of the end-Cretaceous climate is the basis of all impact simulations. This equi-
librium state is modeled using a Maastrichtian (70 Ma) continental configuration and vegetation distribu-
tion (Sewall et al., 2007), a solar constant of 1354 W/m2, based on the present-day solar constant of 1361 W/
m2 (Kopp & Lean, 2011) and a standard solar model (Bahcall et al., 2001), and idealized orbital parameters 
(circular orbit, obliquity 23.5°). Proxy data for the Late Cretaceous give a wide range of CO2 concentra-
tions ranging from 240 ppm (Foster et al., 2017; Nordt et al., 2003) to 1,500 ppm (Royer, 2006). For the 
time just before the impact, there is evidence that atmospheric CO2 concentrations were below 800 ppm 
(Foster et al., 2017; Hong & Lee, 2012; Nordt et al., 2002, 2003; Royer et al., 2012). We have adjusted the 
carbonate chemistry in the ocean to yield atmospheric CO2 levels close to 500 ppm, a medium value within 
the range of proxy estimates: Starting from close to pre-industrial conditions (≈280 ppm), we have modified 
the ocean's alkalinity until the model approaches equilibrium at a value of 502 ppm after 11,400 model 
years. The equilibrium pre-impact state has a total alkalinity of 2,348  μeq  L−1 and global annual mean 
amounts of dissolved inorganic carbon (DIC) of 2,328 μmol L−1, of inorganic phosphate of 2.28 μ mol L−1 
and silicate of 81.4 μ mol L−1. For comparison, the measured present-day values are 2,353 μeq L−1 for the 
total alkalinity, 2,241 μ mol L−1 for DIC (Key et al., 2004), 2.1 μ mol L−1 for phosphate and 88.2 μ mol L−1 
for silicate (objectively analyzed climatologies, Garcia et al., 2018). In addition to this baseline simulation 
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with ≈500 ppm of CO2, we have performed an equilibrium simulation with ≈1,165 ppm for sensitivity tests 
(see supporting information).

The simulated global annual mean surface air temperature for the late-Cretaceous climate state with 
≈500 ppm of atmospheric CO2 is 19.0°C, about 4°C higher than the pre-industrial temperature. Further 
discussion of this pre-impact state including figures for the temperature distribution as well as a description 
of the sensitivity simulation with a higher atmospheric CO2 concentration can be found in the supporting 
information. The modeled global mean marine net primary productivity (NPP) for the pre-impact climate 
state is 48 GtC/year. In a late-Holocene configuration of the model, the simulated global mean marine NPP 
is about 27 GtC/year, at the lower end of the range of CMIP5 values (Fu et al., 2016), but well within the 
broad interval (50 ± 28 Gt C/year) of observational estimates (Malone et al., 2017).

2.3. Modeling the Climatic Effects of the Impact

We explore the effects of sulfate aerosols, carbon dioxide (CO2) and dust produced by the Chicxulub im-
pact on the climate and the marine biosphere. To model the radiative effect of the sulfate aerosols we use a 
time series of visible transmission for 2.1 years stratospheric residence time and for a load of 100 Gt S with 
80% of the sulfur ligated as SO2 and 20% as SO3 (Brugger et al., 2017; Pierazzo et al., 2003). Note that more 
recent investigations with geophysical impact models suggest higher sulfur masses based on new limits 
for the impact angle and the target composition (Artemieva et al., 2017). However, as the radiative effect 
does not increase for sulfur loads larger than 30 Gt (Pierazzo et al., 2003), we do not consider the radiative 
effect of larger sulfur masses. In our standard simulations it is assumed that sulfate aerosols are transferred 
directly to the ocean after leaving the stratosphere (Pierazzo et al., 2003), with 100% of the sulfur passed 
to the ocean. To derive a time sequence for the sulfur flux to the ocean we use data for the stratospheric 
sulfate aerosol concentration decreasing over 6 years (Pierazzo et al., 2003) to calculate the monthly flux to 
the ocean. We also test the influence of additional sulfur deposition to the ocean on shorter timescales of 
10 days after the impact as it was suggested that sulfate aerosols are scavenged by larger and faster settling 
silicate particles (Ohno et al., 2014; Tyrrell et al., 2015).

Additionally, we consider the atmospheric and oceanic effects of an increased atmospheric CO2 concentra-
tion due to the impact. For our standard impact simulation we use an additional carbon mass of 115 Gt. This 
represents the carbon release primarily from the vapourization of carbonate rocks (Artemieva et al., 2017). 
CO2 is equally distributed over 10 days after the impact assuming instantaneous formation. As for the sul-
fate aerosols, a globally uniform distribution is used. We also test the sensitivity to C masses between 0 and 
4,115 Gt (Artemieva et al., 2017; Pierazzo et al., 1998, 2003; Tyrrell et al., 2015), considering additional C 
from wildfires (additional 1,500 Gt) and decomposed soil organic carbon (additional 2,500 Gt assuming to 
be instantaneously released, Tyrrell et al., 2015). We use δ13C values of −3‰ for the C from the carbonate 
rocks (Kettrup et al., 2000) and −27‰ for C from organic material, assuming a plant mixture of C3 and 
C3+CAM plants (Gilman & Edwards, 2020; Osborne & Sack, 2012).

As it was shown that the radiative effects of impact dust were dominated by the effects of sulfate aerosols 
(Pierazzo et al., 2003; Pope, 2002) and possibly soot (Bardeen et al., 2017), we only consider the effects of 
the impact dust from the projectile on the ocean, in particular from the important nutrients iron and phos-
phorus. We explicitly model the atmospheric transport and deposition of impact dust from the projectile 
to derive the dust distribution in the ocean. To estimate the amount of iron and phosphor distributed in 
the ocean, we assume that the impactor was a carbonaceous chondrite of type CV, CO or CR (Kyte, 1998). 
These chondrites have typical iron and phosphorus fractions of 22.5% and 0.104%, respectively (Brauk-
müller et  al.,  2018). The modeling of the dust distribution and transport as well as the increase of the 
bioavailability after the impact is described in detail in the supporting information. For sensitivity tests, we 
also run the standard impact simulation (115 Gt C and 100 Gt S) and an impact simulation with additional 
1,500 Gt C for the pre-impact state with 1,165 ppm of CO2.
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3. Results
3.1. Temperature Changes in the Millennium After the Impact

The strong reduction in incoming solar radiation due to the stratospheric sulfate aerosols from the impact 
(Brugger et al., 2017; Pierazzo et al., 2003) has far-reaching implications for climate and life. This is most 
evident in the severe global cooling in the first decades after the impact. Global annual mean sea surface 
temperatures (SSTs) are reduced from 21.4°C by about ∼15°C in the fourth year after the impact (Figure 1). 
Temperatures recover over the following centuries, approaching pre-impact values after 1,000 years. For 
a higher late-Cretaceous CO2 concentration, the impact induces a cooling of very similar magnitude in 
the immediate aftermath of the impact. More detailed results and discussion for the impact simulations 
with higher CO2 concentration can be found in the supporting information (Table S1, Figures S9–S11 and 
supporting information S5).

Tracing the decadal-scale cooling induced by the impact in geological records is challenging. However, 
high-resolution proxy data for the Brazos River region (Vellekoop et al., 2014) and for the New Jersey shelf 
region (Vellekoop et al., 2016) indicate cooling of 7°C (resolved on timescales of months to decades) and 
3°C (resolved on timescales of decades to centuries), respectively, in good agreement with the cooling sim-
ulated in our model and averaged over appropriate timescales (see Table S1 in supporting information). 
Furthermore, the data for the Brazos region (Vellekoop et al., 2014, 2018) indicate a long-term increase of 
SST of 1−2°C in the early Paleogene starting in the centuries after the impact. In our simulations, the am-
plitude of SST changes at this location is very similar to the global value; therefore we can directly compare 
the global SST curves shown in Figure 1 with the proxy estimates. With carbon emissions from the impact 
only (and the response of the marine biosphere), our standard simulation shows no significant warming in 
the centuries after the impact. However, one would expect additional carbon emissions from the terrestrial 
biosphere (e.g., from dying vegetation, wildfires, or soil decomposition) which are not taken into account in 
this model experiment. Simulations with a series of larger carbon emissions (Figure 1) show that the best 
agreement with the Brazos River proxy data is achieved for additional 1,500 Gt C from terrestrial sources 
for the late-Cretaceous simulations with 500 ppm atmospheric CO2 concentration. For a higher pre-impact 
CO2 level, the long-term warming after the impact is smaller for the same amount of additional carbon 
(see Table S1, Figure S9 and supporting information S5), which is to be expected for a significantly higher 
baseline CO2 concentration. Therefore, if the late-Cretaceous atmospheric CO2 concentration was higher 
than 500 ppm, the proxy comparison for the pre-impact warming suggests the addition of even more carbon 
from terrestrial sources. A decrease of 1.2‰ in δ18O of fine fraction carbonate for Caravaca, Spain, in the 
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Figure 1. Sea surface temperature evolution for different amounts of carbon released due to the impact. Annual and 
global mean sea surface temperature before and after the impact for simulations with (solid lines) and without the 
effects of dust produced during the impact (dashed line) as well as for different amounts of organic carbon released 
from terrestrial reservoirs (colored lines).
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centuries and first millennia after the impact (Kaiho et al., 1999) also supports a warming after the impact, 
but the suggested strong warming of ∼5°C (Kaiho et al., 1999) is highly uncertain due to diagenesis, the 
superposition of different vital effects (e.g., Ziveri et al., 2003) linked to the complex composition of fine 
fraction carbonate, and the fact that δ18O of sea water is not constrained.

3.2. A Brief Peak of Net Primary Productivity After the Impact

The Chicxulub impact had profound short-term repercussions for the marine biosphere. In our simulations, 
the global annual mean NPP in the ocean drops to almost zero in the three years following the impact before 
briefly peaking at a maximum value about a factor of seven higher than the pre-impact NPP (Figure 2). 
Although the NPP peak lasts only for a few years, higher productivity persists for decades to centuries, re-
turning to pre-impact levels only after ∼500 years.

The almost complete shutdown of marine NPP in the first years after the impact is caused by both the low 
light levels and the resulting temperature decrease. With the solar flux starting to recover already two years 
after the impact and reaching its pre-impact value after seven years (Brugger et al., 2017), global annual 
mean marine NPP exceeds pre-impact levels of 48 Gt/year in the fourth year after the impact and culmi-
nates in a sharp peak at a value of 368 Gt/year in year five. This increase in NPP is caused by two mech-
anisms: First, the severe surface cooling of the ocean following the impact induces strong ocean mixing 
and deep water formation, leading to a deep mixed layer, in particular in the mid-latitudes (see supporting 
information and Brugger et al. (2017) for figures and further discussion). This results in the transport of 
a large amount of nutrients from the deep ocean to the surface, thus increasing the productivity. Second, 
considerable amounts of iron and phosphorus are delivered to the ocean by the impact dust originating 
from the iron-rich projectile. These nutrients with increased bioavailability (see Section 2.3 and supporting 
information) are sufficient to sustain elevated levels of the NPP for several centuries. In contrast, the nutri-
ents brought to the surface ocean by deep mixing are quickly consumed, as shown by a simulation without 
dust from the impact (see Figure 2).

The uptake of large amounts of carbon during the period of high ocean productivity results in lower atmos-
pheric CO2 concentrations and consequently decreases temperatures. Hence, earlier simulations without 
marine biogeochemistry show a very similar cooling, but a faster recovery where pre-impact temperatures 
are exceeded already after less than 100 years (Brugger et al., 2017).

Regionally, the increase in marine NPP starts in the tropics where light and ocean temperature exceed 
the critical thresholds necessary for photosynthesis earliest (Figure S1 in supporting information). As the 
cooling of the ocean's surface induces strong ocean mixing in particular in the mid-latitudes (Brugger 
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Figure 2. Effects of the impact on the marine biosphere. Annual and global mean ocean net primary productivity 
before and after the impact for simulations with (solid line) and without the effects of dust produced during the impact 
(dashed line).
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et al., 2017) bringing large amounts of nutrients to the surface ocean, the high primary productivity quickly 
expands to these regions. The nutrients from the impact dust are quickly spread in the ocean and hence do 
not cause significant local effects, but amplify the regional NPP patterns also observed in the simulation 
without impact dust. NPP stays below its pre-impact value for more than 10 years after the impact only in 
the very high Northern latitudes as a result of the very low ocean temperatures in this region. Note that pro-
ductivity in coastal regions could have been even higher due to nutrient input from the terrestrial biosphere 
(Vellekoop et al., 2018) not taken into account in our model.

Blooms of dinoflagellates and cyanobacteria associated with regional maxima in the NPP could result in 
the production of toxins with detrimental effects for marine near-surface ecosystems. This mechanism de-
scribed here for the first time could thus play a role in the context of the immediate effects of the impact on 
the marine biosphere. We note that the increased marine productivity might be dampened by self-limiting 
feedbacks of the algal bloom (Jackson & Lochmann, 1992; Shigesada & Okubo, 1981) which are not repre-
sented in our model. Another aspect not considered here is the formation of cloud condensation nuclei as a 
consequence of algal blooms. Planktonic algae produce dimethylsulfide (DMS) which form sulfate aerosols 
in the atmosphere acting as cloud condensation nuclei. Higher densities of cloud condensation nuclei in-
fluence cloud albedo and lifetime, and could therefore prolong the cooling after the impact (Charlson et al., 
1987; Feulner et al., 2015).

Although there are no empirical data on the productivity immediately after the impact, it has been suggest-
ed that marine primary productivity could have been strongly limited only during the short period with 
direct environmental consequences of the impact, potentially only for a decade (D’Hondt, 2005), consistent 
with our results. A combined interpretation of proxy data, the fossil record and model results indicates that 
marine primary productivity recovered to normal or regionally high values (Hollis et al., 1995, 2003; Lowery 
et al., 2020; Sepúlveda et al., 2009, 2019; Vellekoop et al., 2017, 2018) much earlier than the biological pump, 
but that the remineralization depth of organic matter was shallower, leading to a decrease in the export pro-
ductivity (“Living Ocean” hypothesis, D’Hondt et al., 1998). Estimates for the recovery time for the marine 
primary productivity are constrained by the age models of the proxy studies and vary between a century 
(Sepúlveda et al., 2009), and tens of thousands of years (Henehan et al., 2019; Sepúlveda et al., 2019). Hence, 
our results suggest a convincing scenario for the immediate effect of the impact on primary productivity 
which cannot be resolved by proxy data and fits the observation of regionally heterogenous recovery of pro-
ductivity (Sepúlveda et al., 2019). Nevertheless, there might have been some additional, prolonged effects 
limiting primary productivity in the centuries to millennia after the boundary, both as consequences of the 
impact as well as other changes across the boundary (Arthur et al., 1987), which are not represented in our 
model.

3.3. Carbon Isotopes Suggest Significant Release of Terrestrial Carbon

The strong perturbations at the K-Pg boundary induce severe changes in the marine carbon cycle leaving 
traces in the ocean's dissolved inorganic carbon δ13C values. This signal depends both on the amount of car-
bon emitted due to the impact and on its isotopic signature; it is therefore important to assign appropriate 
δ13C values to modeled carbon fluxes from different sources (see Section 2.3). We find an immediate reduc-
tion of δ13C in the surface ocean (Figure 3 for the region around Shatsky Rise in the Northern Pacific). The 
decrease is caused by the enhanced ocean mixing transporting inorganic C with lower δ13C from the deeper 
ocean to the surface, combined with the reduced primary productivity in the first years after the impact. 
These processes dominate the simulation with only 115 Gt C: after a short decrease δ13C starts to rise during 
the productivity maximum before approaching a new equilibrium slightly above the pre-impact value. In 
contrast, δ13C values in the simulations with carbon released from the terrestrial biosphere are determined 
by these additional amounts of isotopically light carbon, decreasing the ocean's δ13C significantly. Surface 
δ13C starts to increase and approaches a new equilibrium value when the added carbon is exported to the 
deeper ocean. Hence, the reduction of δ13C in the deep ocean is smaller and delayed compared to the surface 
ocean, resulting in a reduced δ13C gradient from the surface to the deep ocean.

The immediate effect of the Chicxulub impact on δ13C in the first millennium after the event are resolved 
in detail in our simulations, but not covered by proxy data due to a lack of temporal resolution. However, if 
we interpret the earliest surface proxy data after the impact as a smeared signal for the time since the K-Pg 
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boundary, again our simulation with an additional amount of 1,500 Gt C from the terrestrial biosphere 
shows the best agreement with the proxy data (see Figure 3), confirming the release of significant quantities 
of carbon from the terrestrial biosphere already suggested by the temperature evolution. This finding also 
holds for a significantly higher atmospheric CO2 concentration before the impact (see Figure S10 in the 
supporting information). We note that a comparison of modeled δ13C data for the deep ocean with benthic 
proxy data is challenging because of the higher variability and lower temporal resolution of the benthic δ13C 
data for this period (Henehan et al., 2019; Hull et al., 2020).

3.4. Moderate Ocean Acidification Followed by a Fast Recovery

The paleontologic record of the end-Cretaceous shows a significantly higher extinction rate of marine calci-
fying organisms (Tyrrell et al., 2015). This could be a consequence of ocean acidification caused by the fast 
release of CO2 and H2SO4 during the impact. However, the occurrence of an acidified ocean is still debated, 
as the observed extinction patterns differ strongly among different calcifying species, making it difficult 
to get a clear understanding of the extent of acidification and its effects on the biosphere ( D’Hondt, 2005; 
Dishon et al., 2020; Kiessling & Baron-Szabo, 2004; Kiessling & Simpson, 2011; Tyrrell et al., 2015).

To explore the influence of impact-related carbon and sulfur emissions, we model their effects on the ocean's 
carbonate saturation state and pH. Consistent with our findings from the changes in temperature and δ13C, 
we assume an additional carbon amount of 1,500 Gt C; for sulfur, we use the most recent estimate of 325 Gt 
S (Artemieva et al., 2017). Model experiments with higher C and S masses are discussed in the SI (Section 3 
and Figures S2, S4 and S5).

We find an immediate reduction of surface global mean pH, with a maximum surface pH decrease of 0.36 
units four years after the impact (see Figure S2 in supporting information). The subsequent emerging peak 
in ocean productivity and the accompanying high carbon uptake leads to a short increase in pH before it de-
creases again. These fast changes immediately after the impact are followed by a transient recovery over the 
next 500 years, equilibrating at 0.23 pH units below the pre-impact value. Data from the Geulhemmerberg 
succession show a pH reduction of ∼0.25 for the millennium following the impact, but possibly even for a 
shorter time scale of ∼100 years (Henehan et al., 2019). This is in excellent agreement with our modeled pH 
reduction of 0.28 pH units in this region averaged over the century after the impact.

To assess the influence on calcifiers, Figure 4 shows the surface ocean aragonite saturation state Ωa. The 
critical value for the saturation state Ω varies for different calcifying species (Ries et al., 2009) and depends 
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Figure 3. Changes of surface carbon isotope ratios of dissolved inorganic carbon at Shatsky Rise, Pacific. Colored 
lines show modeled changes in δ13C for the 1,000 years after the impact relative to the 100-year pre-impact mean for 
simulations with different amounts of carbon. The model results are embedded in changes in surface δ13C from proxy 
data from bulk carbonate (Table S11 in Hull et al., 2020), assuming an absolute age for the K-Pg boundary of 66.022 Ma 
(Table S3 in Hull et al., 2020) relative to the mean of the pre-impact proxy values.
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on marine carbonate chemistry (Bach et  al.,  2015). Here we assume that calcifying organisms begin to 
dissolve for Ω < 1. Globally, Ωa is strongly reduced in the 10 years after the impact, and it falls below the 
critical value of 1 at latitudes higher than ∼40°. Although Ωa quickly starts to recover and the line defining 
Ωa = 1 retrenches to higher latitudes, Ωa globally stays below the pre-impact values in the 1,000 years after 
the impact. The calcite saturation state Ωc, which is generally higher than Ωa due to the lower solubility of 
calcite in ocean water, shows similar patterns (see Figure S3 in supporting information). Ωc falls below the 
critical value of 1 for latitudes greater than ∼60° averaged for the 10 years after the impact before Ωc = 1 
retrenches to higher latitudes.

In summary, we find rapid surface ocean acidification which, however, recovers quickly. The potential habi-
tat for calcifiers after the impact is restricted to lower latitudes. For corals and rudists favoring warm waters, 
however, it is hard to distinguish whether the strong temperature decrease or the aragonitic undersatura-
tion was more critical in limiting their habitat. As the surface ocean is undersaturated in calcite only at high 
latitudes, the global extinction of planktic foraminifera (D’Hondt, 2005) is difficult to explain primarily with 
ocean acidification. Our results thus indicate that surface ocean acidification after the Chicxulub impact 
caused regionally the extinction of some groups of calcifiers. However, the extinction of a large fraction of 
globally distributed calcifiers, as observed in the fossil record, cannot be caused by undersaturation alone, 
because it was not widespread enough.

4. Discussion
Our modeling results for the immediate consequences of the Chicxulub impact on the climate and the 
marine biosphere indicate rapid cooling, a sharp and short-lived increase of marine primary productivity 
following a brief productivity collapse, and moderate ocean acidification. The longer-term warming trend 
observed in proxy data and the comparison of surface δ13C data with our model results suggest an addition-
al carbon release of ∼1,500 Gt from the terrestrial biosphere. If the carbon is the result of wildfires caused 
by the infrared radiation of the reentering ejecta (Robertson et al., 2013), the produced soot would have 
further reduced the incoming surface short wave radiation with significant effects on photosynthesis (Bar-
deen et al., 2017; Tabor et al., 2020). In addition, nutrients brought into the ocean by the wildfire ash could 
have intensified and prolonged the increase in marine primary productivity and the algal bloom (Abram 
et al., 2003). Proxy data indicate an additional nutrient flux resulting from land-derived material during the 
terrestrial mass extinction, leading in particular to increased productivity in the neritic zone during the cen-
turies to millennia following the K-Pg boundary (Vellekoop et al., 2018). Future modeling studies will have 
to explore the full range of interactions between climate and the terrestrial and marine biosphere.
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Figure 4. Effects of carbon and sulfur emissions from the impact on ocean acidification. Surface ocean aragonite saturation state before the impact (a) and for 
the average over the 10 years after the impact. The Ωa = 1 line is shown in red. The dashed black line in (b) shows Ωa = 1 for the 1,000 years after the impact.
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Recent studies on the interaction of Deccan volcanism and the Chicxulub impact support the notion 
that the impact was the major driver of the end-Cretaceous mass extinction (Hull et  al.,  2020; Sprain 
et al., 2019). From these findings and our results we conclude that the combination of several abrupt and 
vigorous changes caused by the Chicxulub impact triggered the end-Cretaceous mass extinction. In addi-
tion, life-history traits (D’Hondt, 2005), geographic distribution (Dishon et al., 2020), the respective eco-
system (D’Hondt, 2005) and chance survival (D’Hondt, 2005) could have determined the selectivity during 
the extinction. The interaction of these ecological and evolutionary factors with the modeled direct con-
sequences of the impact would have to be further investigated, for example with ecological niche models.

Data Availability Statement
All model input and output files as well as the preprocessing and postprocessing scripts used to generate 
model input and the figures in the study are available online (https://doi.org/10.5880/PIK.2020.008). The 
source code for the model used in this study is archived at the Potsdam Institute for Climate Impact Re-
search and is made available upon request.

References
Abram, N. J., Gagan, M. K., McCulloch, M. T., Chappell, J., & Hantoro, W. S. (2003). Coral reef death during the 1997 Indian Ocean dipole 

linked to Indonesian wildfires. Science, 301(5635), 952–955. https://doi.org/10.1126/science.1083841
Alvarez, L. W., Alvarez, W., Asaro, F., & Michel, H. V. (1980). Extraterrestrial cause for the cretaceous-tertiary extinction. Science, 208(4448), 

1095–1108. https://doi.org/10.1126/science.208.4448.1095
Artemieva, N., Morgan, J., & Party, E. S. (2017). Quantifying the release of climate-active gases by large meteorite impacts with a case study 

of Chicxulub. Geophysical Research Letters, 44(20), 10180–10188. https://doi.org/10.1002/2017GL074879
Arthur, M., Zachos, J., & Jones, D. (1987). Primary productivity and the Cretaceous/Tertiary boundary event in the oceans. Cretaceous 

Research, 8(1), 43–54. https://doi.org/10.1016/0195-6671(87)90011-5
Bach, L. T., Riebesell, U., Gutowska, M. A., Federwisch, L., & Schulz, K. G. (2015). A unifying concept of coccolithophore sensitivity to 

changing carbonate chemistry embedded in an ecological framework. Progress in Oceanography, 135, 125–138. https://doi.org/10.1016/j.
pocean.2015.04.012

Bahcall, J. N., Pinsonneault, M. H., & Basu, S. (2001). Solar models: Current epoch and time dependences, neutrinos, and helioseismolog-
ical properties. The Astrophysical Journal, 555(2), 990–1012. https://doi.org/10.1086/321493

Bambach, R. K. (2006). Phanerozoic biodiversity mass extinctions. Annual Review of Earth and Planetary Sciences, 34, 127–155. https://doi.
org/10.1146/annurev.earth.33.092203.122654

Bardeen, C. G., Garcia, R. R., Toon, O. B., & Conley, A. J. (2017). On transient climate change at the Cretaceous-Paleogene boundary due to 
atmospheric soot injections. Proceedings of the National Academy of Sciences of the United States of America, 114, E7415–E7424. https://
doi.org/10.1073/pnas.1708980114

Bauer, E., & Ganopolski, A. (2010). Aeolian dust modeling over the past four glacial cycles with CLIMBER-2. Global and Planetary Change, 
74, 49–60. https://doi.org/10.1016/j.gloplacha.2010.07.009

Braukmüller, N., Wombacher, F., Hezel, D. C., Escoube, R., & Münker, C. (2018). The chemical composition of carbonaceous chondrites: 
Implications for volatile element depletion, complementarity and alteration. Geochimica et Cosmochimica Acta, 239, 17–48. https://doi.
org/10.1016/j.gca.2018.07.023

Brugger, J., Feulner, G., Hofmann, M., & Petri, S. (2021). Model data for simulations of ocean biogeochemistry after the Chicxulub impact. 
GFZ Data Services, https://doi.org/10.5880/PIK.2020.008

Brugger, J., Feulner, G., & Petri, S. (2017). Baby, it's cold outside: Climate model simulations of the effects of the asteroid impact at the end 
of the Cretaceous. Geophysical Research Letters, 44(1), 419–427. https://doi.org/10.1002/2016GL072241

Charlson, R. J., Warren, S. G., Lovelock, J. E., & Andreae, M. O. (1987). Oceanic phytoplankton, atmospheric sulphur, cloud albedo and 
climate. Nature, 326, 655–661. https://doi.org/10.1038/326655a0

Collins, G. S., Patel, N., Davison, T. M., Rae, A. S. P., Morgan, J. V., Gulick, S. P. S., et al. (2020). A steeply-inclined trajectory for the Chicx-
ulub impact. Nature Communications, 11. https://doi.org/10.1038/s41467-020-15269-x

D’Hondt, S. (2005). Consequences of the Cretaceous/Paleogene mass extinction for marine ecosystems. Annual Review of Ecology, Evolu-
tion and Systematics, 36, 295–317. https://doi.org/10.1146/annurev.ecolsys.35.021103.105715

D’Hondt, S., Donaghay, P., Zachos, J. C., Luttenberg, D., & Lindinger, M. (1998). Organic carbon fluxes and ecological recovery from the 
Cretaceous-Tertiary mass extinction. Science, 282, 276–279. https://doi.org/10.1126/science.282.5387.276

Dishon, G., Grossowicz, M., Krom, M., Guy, G., Gruber, D. F., & Tchernov, D. (2020). Evolutionary traits that enable Scleractinian corals to 
survive mass extinction events. Scientific Reports, 10(10), 3903. https://doi.org/10.1038/s41598-020-60605-2

Ernst, R. E., & Youbi, N. (2017). How large Igneous provinces affect global climate, sometimes cause mass extinctions, and represent 
natural markers in the geological record. Palaeogeography, Palaeoclimatology, Palaeoecology, 478, 30–52. https://doi.org/10.1016/j.
palaeo.2017.03.014

Feulner, G., Hallmann, C., & Kienert, H. (2015). Snowball cooling after algal rise. Nature Geoscience, 8, 659–662. https://doi.org/10.1038/
ngeo2523

Feulner, G., & Kienert, H. (2014). Climate simulations of Neoproterozoic snowball Earth events: Similar critical carbon dioxide levels for 
the Sturtian and Marinoan glaciations. Earth and Planetary Science Letters, 404, 200–205. https://doi.org/10.1016/j.epsl.2014.08.001

Fichefet, T., & Maqueda, M. A. M. (1997). Sensitivity of a global sea ice model to the treatment of ice thermodynamics and dynamics. 
Journal of Geophysical Research, 102(C6), 12609–12646. https://doi.org/10.1029/97JC00480

Foster, G. L., Royer, D. L., & Lunt, D. J. (2017). Future climate forcing potentially without precedent in the last 420 million years. Nature 
Communications, 8, 14845. https://doi.org/10.1038/ncomms14845

BRUGGER ET AL.

10.1029/2020GL092260

9 of 11

Acknowledgments
The authors would like to thank Eva 
Bauer who laid the foundation for the 
implementation of dust production and 
transport in our model, Rosie Sheward 
and David Evans for their help with the 
interpretation of proxy data, and Johan 
Vellekoop and one anonymous reviewer 
for very helpful comments. The authors 
gratefully acknowledge the European 
Regional Development Fund (ERDF), 
the German Federal Ministry of 
Education and Research and the Land 
Brandenburg for supporting this project 
by providing resources on the high 
performance computer system at the 
Potsdam Institute for Climate Impact 
Research. The work was partly funded 
by the German Federal Ministry of 
Education and Research BMBF within 
the Collaborative Project “Bridging in 
Biodiversity Science – BIBS” (funding 
number 01LC1501A-H) and the VeWA 
consortium (Past Warm Periods as 
Natural Analogues of our high-CO2 
Climate Future) by the LOEWE 
programme of the Hessen Ministry of 
Higher Education, Research and the 
Arts, Germany. J.B. acknowledges sup-
port by a PhD Completion Grant from 
the Potsdam Graduate School.

98 2. Original manuscripts



Geophysical Research Letters

Fu, W., Randerson, J. T., & Moore, J. K. (2016). Climate change impact on net primary production (NPP) and export production (EP) regu-
lated by increasing stratification and phytoplankton community structure in the CMIP5 models. Biogeosciences, 13, 5151–5170. https://
doi.org/10.5194/bg-13-5151-2016

Garcia, H. E., Weathers, K., Paver, C. R., Smolyar, I., Boyer, T. P., Locarnini, R. A., & Reagan, J. R. d. (2018). World ocean Atlas 2018, Volume 
4: Dissolved inorganic nutrients (phosphate, nitrate and nitrate+nitrite, silicate). In Mishonov Technical, A. (Ed.), NOAA Atlas NESDIS 
(Vol. 84), NOAA.

Gilman, I. S., & Edwards, E. J. (2020). Crassulacean acid metabolism. Current Biology, 30(2), R57–R62. https://doi.org/10.1016/j.
cub.2019.11.073

Gulick, S. P. S., Bralower, T. J., Ormö, J., Hall, B., Grice, K., Schaefer, B., et al. (2019). The first day of the Cenozoic. Proceedings of the Na-
tional Academy of Sciences of the United States of America, 116(39), 19342–19351. https://doi.org/10.1073/pnas.1909479116

Henehan, M. J., Ridgwell, A., Thomas, E., Zhang, S., Alegret, L., Schmidt, D. N., et al. (2019). Rapid ocean acidification and protracted 
Earth system recovery followed the end-Cretaceous Chicxulub impact. Proceedings of the National Academy of Sciences of the United 
States of America, 116(45), 22500–22504. https://doi.org/10.1073/pnas.1905989116

Hofmann, M., Broecker, W. S., & Lynch-Stieglitz, J. (1999). Influence of a [CO2(aq)] dependent biological C-isotope fractionation on glacial 
13C/12C ratios in the ocean. Global Biogeochemical Cycles, 13, 873–883. https://doi.org/10.1029/1999GB900063

Hofmann, M., Mathesius, S., Kriegler, E., van Vuuren, D., & Schellnhuber, H. J. (2019). Strong time dependence of ocean acidification 
mitigation by atmospheric carbon dioxide removal. Nature Communications, 10, 5592. https://doi.org/10.1038/s41467-019-13586-4

Hofmann, M., & Morales Maqueda, M. A. (2006). Performance of a second-order moments advection scheme in an Ocean General Circu-
lation Model. Journal of Geophysical Research, 111, C05006. https://doi.org/10.1029/2005JC003279

Hollis, C. J., Rodgers, K. A., & Parker, R. J. (1995). Siliceous plankton bloom in the earliest Tertiary of Marlborough, New Zealand. Geology, 
23(9), 835–838. https://doi.org/10.1130/0091-7613(1995)023<0835:SPBITE>2.3.CO;2

Hollis, C. J., Rodgers, K. A., Strong, C. P., Field, B. D., & Rogers, K. M. (2003). Paleoenvironmental changes across the Cretaceous/Tertiary 
boundary in the northern Clarence valley, southeastern Marlborough, New Zealand. New Zealand Journal of Geology and Geophysics, 
46(2), 209–234. https://doi.org/10.1080/00288306.2003.9515005

Hong, S. K., & Lee, Y. I. (2012). Evaluation of atmospheric carbon dioxide concentrations during the Cretaceous. Earth and Planetary 
Science Letters, 327, 23–28. https://doi.org/10.1016/j.epsl.2012.01.014

Hull, P. M., Bornemann, A., Penman, D. E., Henehan, M. J., Norris, R. D., Wilson, P. A., et al. (2020). On impact and volcanism across the 
Cretaceous-Paleogene boundary. Science, 367(6475), 266–272. https://doi.org/10.1126/science.aay5055

Jackson, G. A., & Lochmann, S. E. (1992). Effect of coagulation on nutrient and light limitation of an algal bloom. Limnology & Oceanog-
raphy, 37(1), 77–89. https://doi.org/10.4319/lo.1992.37.1.0077

Kaiho, K., Kajiwara, Y., Tazaki, K., Ueshima, M., Takeda, N., Kawahata, H., et al. (1999). Oceanic primary productivity and dissolved oxy-
gen levels at the Cretaceous/Tertiary Boundary: Their decrease, subsequent warming, and recovery. Paleoceanography, 14(4), 511–524. 
https://doi.org/10.1029/1999PA900022

Kettrup, B., Deutsch, A., Ostermann, M., & Agrinier, P. (2000). Chicxulub impactites: Geochemical clues to the precursor rocks. Paleocean-
ography, 35, 1229–1238. https://doi.org/10.1111/j.1945-5100.2000.tb01511.x

Key, R. M., Kozyr, A., Sabine, C. L., Lee, K., Wanninkhof, R., Bullister, J. L., et al. (2004). A global ocean carbon climatology: Results from 
Global Data Analysis Project (GLODAP). Global Biogeochemical Cycles, 18(4), GB4031. https://doi.org/10.1029/2004GB002247

Kiessling, W., & Baron-Szabo, R. (2004). Extinction and recovery patterns of scleractinian corals at the Cretaceous-Tertiary boundary. Pal-
aeogeography, Palaeoclimatology, Palaeoecology, 214(3), 195–223. https://doi.org/10.1016/j.palaeo.2004.05.025

Kiessling, W., & Simpson, C. (2011). On the potential for ocean acidification to be a general cause of ancient reef crises. Global Change 
Biology, 17(1), 56–67. https://doi.org/10.1111/j.1365-2486.2010.02204.x

Kopp, G., & Lean, J. L. (2011). A new, lower value of total solar irradiance: Evidence and climate significance. Geophysical Research Letters, 
38(1), L01706. https://doi.org/10.1029/2010GL045777

Kring, D. A. (2007). The Chicxulub impact event and its environmental consequences at the Cretaceous-Tertiary boundary. Palaeogeogra-
phy, Palaeoclimatology, Palaeoecology, 255(1–2), 4–21. https://doi.org/10.1016/j.palaeo.2007.02.037

Kyte, F. T. (1998). A meteorite from the Cretaceous/Tertiary boundary. Nature, 396, 237–239. https://doi.org/10.1038/24322
Lowery, C. M., Bown, P. R., Fraass, A. J., & Hull, P. M. (2020). Ecological response of plankton to environmental change: Thresholds for 

extinction. Annual Review of Earth and Planetary Sciences, 48(1), 403–429. https://doi.org/10.1146/annurev-earth-081619-052818
Maier-Reimer, E. (1993). Geochemical cycles in an ocean general circulation model. Preindustrial tracer distributions. Global Biogeochem-

ical Cycles, 7, 645–677. https://doi.org/10.1029/93GB01355
Malone, T., Azzaro, M., Bode, A., Brown, E., Calumpong, H., Duce, R., & Wang, J. (2017). Primary production, cycling of nutrients, surface 

layer and plankton. In United Nations (Ed.), The first global integrated marine Assessment, World ocean Assessment I (pp. 119–148). 
Cambridge University Press. https://doi.org/10.1017/9781108186148

Montoya, M., Griesel, A., Levermann, A., Mignot, J., Hofmann, M., Ganopolski, A., & Rahmstorf, S. (2005). The Earth system model of 
intermediate complexity CLIMBER-3α. Part I: Description and performance for present-day conditions. Climate Dynamics, 25(2–3), 
237–263. https://doi.org/10.1007/s00382-005-0044-1

Nordt, L., Atchley, S., & Dworkin, S. (2002). Paleosol barometer indicates extreme fluctuations in atmospheric CO2 across the Creta-
ceous-Tertiary boundary. Geology, 30(8), 703–706. https://doi.org/10.1130/0091-7613(2002)030<0703:PBIEFI>2.0.CO;2

Nordt, L., Atchley, S., & Dworkin, S. (2003). Terrestrial evidence for two greenhouse events in the latest Cretaceous. GSA Today, 13, 4–9. 
https://doi.org/10.1130/1052-5173(2003)013<4:teftge>2.0.co;2

Ohno, S., Kadono, T., Kurosawa, K., Hamura, T., Sakaiya, T., Shigemori, K., et al. (2014). Production of sulphate-rich vapor during the 
Chicxulub impact and implications for ocean acidification. Nature Geoscience, 7, 279–282. https://doi.org/10.1038/ngeo2095

Osborne, C. P., & Sack, L. (2012). Evolution of C4 plants: A new hypothesis for an interaction of CO2 and water relations mediated by plant 
hydraulics. Philosophical Transactions of the Royal Society B, 367(1588), 583–600. https://doi.org/10.1098/rstb.2011.0261

Pacanowski, R. C., & Griffies, S. M. (1999). The MOM-3 manual (Tech. Rep. No. 4). Princeton, NJ: GFDL Ocean Group, NOAA/Geophysical 
Fluid Dynamics Laboratory.

Petoukhov, V., Ganopolski, A., Brovkin, V., Claussen, M., Eliseev, A., Kubatzki, C., & Rahmstorf, S. (2000). CLIMBER-2: A climate sys-
tem model of intermediate complexity. Part I: Model description and performance for present climate. Climate Dynamics, 16(1), 1–17. 
https://doi.org/10.1007/PL00007919

Pierazzo, E., Hahmann, A. N., & Sloan, C. (2003). Chicxulub and climate: Radiative perturbations of impact-produced S-bearing gases. 
Astrobiology, 3(1), 99–118. https://doi.org/10.1089/153110703321632453

BRUGGER ET AL.

10.1029/2020GL092260

10 of 11

2.4. A pronounced spike in ocean productivity triggered by the Chicxulub impact 99



Geophysical Research Letters

Pierazzo, E., Kring, D. A., & Melosh, H. J. (1998). Hydrocode simulation of the Chicxulub impact event and the production of climatically 
active gases. Journal of Geophysical Research, 103(E12), 28607–28625. https://doi.org/10.1029/98JE02496

Pope, K. O. (2002). Impact dust not the cause of the Cretaceous-Tertiary mass extinction. Geology, 30(2), 99–102. https://doi.org/10.1130/
0091-7613(2002)030<0099:idntco>2.0.co;2

Renne, P. R., Deino, A. L., Hilgen, F. J., Kuiper, K. F., Mark, D. F., Mitchell, W. S., et al. (2013). Time Scales of critical events Around the 
Cretaceous-Paleogene boundary. Science, 339, 684–687. https://doi.org/10.1126/science.1230492

Ries, J. B., Cohen, A. L., & McCorkle, D. C. (2009). Marine calcifiers exhibit mixed responses to CO2-induced ocean acidification. Geology, 
12(12), 1131–1134. https://doi.org/10.1130/G30210A.1

Robertson, D. S., Lewis, W. M., Sheehan, P. M., & Toon, O. B. (2013). K-Pg extinction: Reevaluation of the heat-fire hypothesis. Journal of 
Geophysical Research: Biogeosciences, 118(1), 329–336. https://doi.org/10.1002/jgrg.20018

Royer, D. L. (2006). CO2-forced climate thresholds during the Phanerozoic. Geochimica et Cosmochimica Acta, 70(23), 5665–5675. https://
doi.org/10.1016/j.gca.2005.11.031

Royer, D. L., Pagani, M., & Beerling, D. J. (2012). Geobiological constraints on Earth system sensitivity to CO2 during the Cretaceous and 
Cenozoic. Geobiology, 10(4), 298–310. https://doi.org/10.1111/j.1472-4669.2012.00320.x

Schmieder, M., & Kring, D. A. (2020). Earth's impact events through geologic time: A list of recommended ages for terrestrial impact struc-
tures and deposits. Astrobiology, 20(1), 91–141. https://doi.org/10.1089/ast.2019.2085

Schoene, B., Eddy, M. P., Samperton, K. M., Keller, C. B., Keller, G., Adatte, T., & Khadri, S. F. R. (2019). U-Pb constraints on pulsed eruption 
of the Deccan Traps across the end-Cretaceous mass extinction. Science, 363(6429), 862–866. https://doi.org/10.1126/science.aau2422

Schulte, P., Alegret, L., Arenillas, I., Arz, J. A., Barton, P. J., Bown, P. R., et al. (2010). The Chicxulub asteroid impact and mass extinction at 
the Cretaceous-Paleogene boundary. Science, 327(5970), 1214–1218. https://doi.org/10.1126/science.1177265

Sepúlveda, J., Alegret, L., Thomas, E., Haddad, E., Cao, C., & Summons, R. E. (2019). Stable isotope constraints on marine produc-
tivity across the Cretaceous-Paleogene mass extinction. Paleoceanography and Paleoclimatology, 34(7), 1195–1217. https://doi.
org/10.1029/2018PA003442

Sepúlveda, J., Wendler, J. E., Summons, R. E., & Hinrichs, K.-U. (2009). Rapid resurgence of marine productivity after the Cretaceous-Pale-
ogene mass extinction. Science, 326(5949), 129–132. https://doi.org/10.1126/science.1176233

Sewall, J. O., van de Wal, R. S. W., van der Zwan, K., van Oosterhout, C., Dijkstra, H. A., & Scotese, C. R. (2007). Climate model boundary 
conditions for four Cretaceous time slices. Climate of the Past, 3(4), 647–657. https://doi.org/10.5194/cp-3-647-2007

Shigesada, N., & Okubo, A. (1981). Analysis of the self-shading effect on algal vertical distribution in natural waters. Journal of Mathemat-
ical Biology, 12(3), 311–326. https://doi.org/10.1007/BF00276919

Six, K., & Maier-Reimer, E. (1996). Effects of plankton dynamics on seasonal carbon fluxes in an ocean general circulation model. Global 
Biogeochemical Cycles, 10, 559–583. https://doi.org/10.1029/96GB02561

Sprain, C. J., Renne, P. R., Vanderkluysen, L., Pande, K., Self, S., & Mittal, T. (2019). The eruptive tempo of Deccan volcanism in relation to 
the Cretaceous-Paleogene boundary. Science, 363(6429), 866–870. https://doi.org/10.1126/science.aav1446

Tabor, C. R., Bardeen, C. G., Otto-Bliesner, B. L., Garcia, R. R., & Toon, O. B. (2020). Causes and climatic consequences of the impact winter 
at the Cretaceous-Paleogene boundary. Geophysical Research Letters, 47(3), e60121. https://doi.org/10.1029/2019GL085572

Tyrrell, T., Merico, A., & Mckay, D. I. A. (2015). Severity of ocean acidification following the end Cretaceous asteroid impact. Proceedings of 
the National Academy of Sciences of the United States of America, 112(21), 6556–6561. https://doi.org/10.1073/pnas.1418604112

Vellekoop, J., Esmeray-Senlet, S., Miller, K. G., Browning, J. V., Sluijs, A., van de Schootbrugge, B., et  al. (2016). Evidence for Creta-
ceous–Paleogene boundary bolide “impact winter” conditions from New Jersey, USA. Geology, 44(8), 619–622. https://doi.org/10.1130/
G37961.1

Vellekoop, J., Sluijs, A., Smit, J., Schouten, S., Weijers, J. W. H., Sinninghe Damsté, J. S., & Brinkhuis, H. (2014). Rapid short-term cooling 
following the Chicxulub impact at the Cretaceous–Paleogene boundary. Proceedings of the National Academy of Sciences of the United 
States of America, 111(21), 7537–7541. https://doi.org/10.1073/pnas.1319253111

Vellekoop, J., Woelders, L., Açikalin, S., Smit, J., van de Schootbrugge, B., Yilmaz, I. O., et al. (2017). Ecological response to collapse of 
the biological pump following the mass extinction at the Cretaceous–Paleogene boundary. Biogeosciences, 14(4), 885–900. https://doi.
org/10.5194/bg-14-885-2017

Vellekoop, J., Woelders, L., van Helmond, N. A., Galeotti, S., Smit, J., Slomp, C. P., et al. (2018). Shelf hypoxia in response to global warming 
after the Cretaceous-Paleogene boundary impact. Geology, 46(8), 683–686. https://doi.org/10.1130/G45000.1

Zachos, J. C., Arthur, M. A., & Dean, W. E. (1989). Geochemical evidence for suppression of pelagic marine productivity at the Cretaceous/
Tertiary boundary. Nature, 337(6202), 61–64. https://doi.org/10.1038/337061a0

Ziveri, P., Stoll, H., Probert, I., Klaas, C., Geisen, M., Ganssen, G., & Young, J. (2003). Stable isotope ‘vital effects’ in coccolith calcite. Earth 
and Planetary Science Letters, 210(1), 137–149. https://doi.org/10.1016/S0012-821X(03)00101-8

BRUGGER ET AL.

10.1029/2020GL092260

11 of 11

100 2. Original manuscripts



3

Discussion and Conclusions

Exploring the causal links between past changes in climate and mass extinctions reveals
key-concepts of how the Earth system responds to extreme perturbations. Not least this
is relevant to better assess the far-reaching consequences of present and future climate
and biodiversity change. As shown in this thesis, climate modeling is an excellent tool
for this purpose. This chapter explores the answers given in the articles to the guiding
questions formulated in Section 1.4 and discusses links between the articles. In addition,
next steps for the investigation of the Devonian and Late Cretaceous mass extinctions
are proposed. To conclude, the results are placed in a larger context and lessons are
drawn for today’s sixth extinction.

The systematic study of the sensitivity of the Devonian climate using CLIMBER-3α

(Brugger et al., 2019) shows a minor influence of continental configuration, vegetation
cover, orbital configuration and insolation on climate. Changes in these parameters
cannot explain the variations observed in the sea surface temperature reconstruction
for the Devonian based on proxy data (Joachimski et al., 2009). This contrasts with
the results of two other modeling studies: First, Le Hir et al. (2011) find a temperature
increase of ≈ 4 ◦C due to decreased surface albedo during the spread of land plants in
the Devonian which is large enough to counteract the temperature decrease associated
with the accompanying increased silicate weathering. By contrast, the changes in bio-
geophysical parameters in our simulations lead to a temperature increase of only 0.1 ◦C
comparing the Early and the Late Devonian. We find that one reason for this difference
is the lower albedo value for bare soil used in our simulations compared to Le Hir
et al. (2011) which represents, however, better the early existence of microbial mats on
rocks (Sanromá et al., 2013). Second, the modeling results of De Vleeschouwer et al.
(2014) show a significant influence of orbital parameters on climate in the Late Devonian
which are supported by results from cyclostratigraphic analysis of the stratigraphic
record of the Late Devonian (De Vleeschouwer et al., 2017). Although our median
orbit simulations show temperature patterns comparable with the ones presented in
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De Vleeschouwer et al. (2014), we find only a small influence of obliquity and eccentricity
on temperature. We attribute this discrepancy to differences in the representation of
ocean dynamics and their interplay with sea-ice formation and dynamics in the two
models. In summary, our study on the sensitivity of the Devonian climate to various
parameters suggests that changes in the atmospheric CO2 concentration, likely caused
by the evolution of land plants, were the dominant driver of changes in climate during
the Devonian. However, based on proxy evaluation substantiated with model results, the
second study on the Devonian (Dahl et al., submitted) shows evidence that atmospheric
CO2 concentrations were significantly lower than in earlier CO2 reconstructions for
the Early Devonian (e.g., Foster et al., 2017, Royer, 2006) and stayed almost constant
during the Devonian. We suggest that the appearance of early vascular plants induced
a significant drop in atmospheric CO2 due to increased weathering already from ≈ 440
Ma to ≈ 410 Ma. Conversely, plants with deeper root systems during the emergence of
forests in the Devonian have weathered less as the deeper roots recycle nutrients more
efficiently. In combination with our result in Brugger et al. (2019), which shows that the
influence of biogeophysical plant parameters on temperature is small, this argues against
the link between land plant evolution during the Devonian, temperature changes, and
oceanic extinction events, as suggested in Algeo et al. (1995), Algeo & Scheckler (1998),
Dahl & Arens (2020). In summary, our two studies on the Devonian do not support the
two most thoroughly investigated hypotheses to date, which are that either land plant
evolution (Algeo et al., 1995, Algeo & Scheckler, 1998, Le Hir et al., 2011) or a special
combination of orbital parameters (De Vleeschouwer et al., 2013, 2014, 2017) triggered
the biodiversity changes during the Devonian.

Our two studies also show and discuss the difficulties and uncertainties that arise when
studying the Devonian: Proxies used for previous Devonian CO2 reconstructions have
been inadequately calibrated and verified (Dahl et al., submitted). Carbon isotope frac-
tionation, which is used in Dahl et al. (submitted), has been shown to be a robust method
to reconstruct atmospheric CO2 concentrations for the deglaciation after the Last Glacial
Maximum (Schubert & Jahren, 2015) and is therefore suggested to use for the reconstruc-
tion of deep-time CO2 concentrations as well (Dahl et al., submitted). Still, the inclusion
of water use efficiency and the precise assignment of time to plant fossils is subject to
uncertainty (see Supplementary Information to Dahl et al., submitted). Temperature
proxies also contain a variety of uncertainties: Reconstructing temperature from δ18O is
based on a calibration standard (Lécuyer et al., 2003, Vennemann et al., 2002) and an
equation to convert δ18O values to paleotemperature (Lécuyer et al., 2013) which are not
consistent among studies for the Devonian (Joachimski et al., 2009, Henkes et al., 2018,
Brugger et al., 2019). In addition, the very high Devonian temperatures reconstructed
for the Devonian might indicate that the oxygen isotope composition of seawater differed
from the composition of the present ocean (Jaffrés et al., 2007, van Geldern et al., 2006).
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A further aspect to consider is that a large part of the δ18O proxies used for comparison
with our model data (Joachimski et al., 2009) might not represent global values but
rather local signals strongly influenced by narrow bays and passages in the early phase
of the Paleotethys’ formation. This would make it difficult to combine δ18O values from
different locations for different times in one record, as it was done in Brugger et al. (2019).

From the modeling perspective, the challenge lies in modeling the complex interactions
of the terrestrial and marine carbon cycle for the Devonian which would be necessary to
get a more complete picture of the role of land plant evolution on climate and biodiversity.
Detailed knowledge about the weathering process, its feedback mechanism and its precise
mathematical formulation is still debated (Caves et al., 2016, Penman et al., 2020, Ibarra
et al., 2019, D’Antonio et al., 2019, Oeser & von Blanckenburg, 2020). Conceptual carbon
cycle models provide great tools to test the influence of certain parameters on weathering
and the carbon cycle in general, as is done in Dahl et al. (submitted) using the COPSE
model (Carbon-Oxygen-Phosphorous-Sulfur-Evolution), a model of biogeochemical cy-
cling over the Phanerozoic (Bergman et al., 2004, Lenton et al., 2018). Several other
studies also investigated the Devonian carbon cycle with carbon cycle models of different
complexity (e.g., Berner & Kothavala, 2001, Simon et al., 2007). The long time scale of
several thousand years on which weathering works hampers the direct implementation
of weathering processes in more complex coupled climate models. Thus, a useful way
forward would be to use the results of detailed studies with carbon cycle models of vary-
ing complexity of how land plants affect weathering as input into coupled climate models.

In contrast to the very broad investigation of the Devonian, the studies of the end-
Cretaceous mass extinction (Brugger et al., 2017, 2021) build on the much more detailed
knowledge of this extinction (e.g. Alvarez et al., 1980, Pope, 2002, Pierazzo et al., 1998,
Pierazzo et al., 2003, Artemieva & Morgan, 2009, Artemieva et al., 2017). This extinction
enjoys great popularity due to its spectacular impact scenario and the extinction of the
dinosaurs. The goal of our studies was to better understand the climatic effects of the
Chicxulub impact on a timescale of years to thousand years post-impact, which are
difficult to resolve with proxy data, in order to assess the role the impact played in the
extinction.

A key result of our two climate modeling studies is that the strong dimming of solar
irradiation induced by stratospheric sulfate aerosols formed during the Chicxulub impact
has a variety of far-reaching consequences for both terrestrial and marine climate and life:
In Brugger et al. (2017) we show a drastic global cooling as a result of the reduced solar
irradiation. The sudden drop of sea surface temperatures causes vigorous deep water
formation and ocean mixing. Hence, nutrients are transported from the deep ocean
to the ocean surface and this nutrient transport results in a strong and short increase
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of marine net primary productivity (NPP) after a period of zero NPP related to the
darkness after the impact. The NPP increase enhances the ocean’s carbon consumption,
therefore prolongs the recovery of temperatures and decreases the warming effect of
carbon originating from the impact (Brugger et al., 2021). The described perturbations
of the ocean are indirectly triggered by sulfate aerosols via the cooling of the surface
ocean. In addition, the direct consequences of adding sulfur to the ocean is explored in
Brugger et al. (2021). The results suggest that the extinction of a large fraction of marine
calcifying organisms, as globally observed in the fossil record, can only be explained
for the high latitudes by ocean acidification. Summarized, the formation of sulfate
aerosols as a result of the Chicxulub impact causes drastic global cooling, influences
ocean productivity, but is likely not responsible for pronounced ocean acidification.
Another important result of Brugger et al. (2021) is linked to the initial idea suggested by
Alvarez et al. (1980) regarding the importance of the impact dust for the end-Cretaceous
mass extinction: Based on several earlier studies (Pope et al., 1997, Pope, 2002, Pier-
azzo et al., 2003) we presumed that the atmospheric effect of impact dust is irrelevant
for decreasing the incoming solar radiation compared to the effect of stratospheric
sulfate aerosols. However, we showed that the impact dust is highly relevant for the
marine biosphere: The high percentage of iron contained in the Chicxulub projectile
enhances the NPP increase to almost seven times of pre-impact levels and significantly
prolongs the recovery to 400 years. The algal bloom caused by the combination of
ocean mixing and additional nutrient input from the impact dust likely led to toxic con-
ditions in the surface ocean, with severe consequences for marine near-surface ecosystems.

The comparisons with proxy data confirm in both Brugger et al. (2017) and Brugger
et al. (2021) the general trends in temperature and are helpful in determining the most
realistic case of sensitivity experiment. However, a closer comparison is hampered by the
lack of proxies representing the time in the immediate aftermath of the impact (i.e., less
than 500 years after the impact) accurately and at sufficiently high resolution. Although
new techniques revealing proxy information with higher temporal resolution have been
developed (e.g., Vellekoop et al., 2014, Vellekoop et al., 2016), the room for improvement,
and therefore the available information from proxy data, is inherently limited. Hence,
only models can provide information about the immediate post-impact processes. A
further obstacle in the model-proxy comparison is the coarse spatial resolution of our
model which makes a comparison with localized proxies difficult.
A long discussed question in the investigation of the Chicxulub impact is whether
the infrared radiation radiated by the reentering ejecta triggered global wildfires (e.g.,
Wolbach et al., 1988, Toon et al., 1997, Kring, 2007, Gulick et al., 2019 and Section
1.2.5). In this case the additional amounts of terrestrial carbon identified in Brugger
et al. (2021) to match model and proxy results could at least partly be the result of
the fires. Bardeen et al. (2017) and Tabor et al. (2020) use a climate model including



105

atmospheric chemistry to explore the effect of a global soot injection as a consequence
of the Chicxulub impact. They find a global surface cooling which is comparable to the
cooling simulated in our model experiments, both considering the amount of temperature
reduction as well as the effective timescale. However, the surface solar flux is reduced
to less than 1% of the pre-impact level. Although this is stronger than the reduction
caused by sulfate aerosols and lies below the limit for photosynthesis, we do not expect a
striking difference in the response of the biosphere as the temperature reduction caused
by sulfate aerosols is already a limiting factor for photosynthesis. Still, further insight
could be obtained by simulations with an atmospheric chemistry model which combine
the effect of sulfur, soot and dust and explore their interaction.

In Brugger et al. (2017) we investigated the climatic effects of the Chicxulub impact
and derived first assumptions for the consequences for life. By adding a biogeochemical
ocean model in Brugger et al. (2021) we were able to directly simulate the effects for the
marine biosphere. Simulations using a terrestrial vegetation model would complete the
picture. To do so present-day plant functional types in the standard vegetation models
would need to be adjusted to the Cretaceous flora. The scarce knowledge of Cretaceous
plants makes this a challenging task. A simplified method reducing the considered
characteristics of the plant functional types to a basic level could be a possible approach.
To better understand the dynamics of the mass extinction ecological niche modeling
could give further information.

Recently, there has been considerable progress regarding the question of the contri-
bution of impact versus volcanism to the mass extinction. Looking at the processes
induced by the Chicxulub impact and simulated in our studies, we can state that
the impact’s consequences on a timescale of decades to millennia were likely sufficient
to trigger a global extinction. A combination of proxy data and simulations with a
simple model confirms this by showing evidence that only the impact, but not Deccan
volcanism coincided with the mass extinction (Hull et al., 2020). Hence, although
Deccan volcanism seems to have led to additional perturbations which destabilized the
Earth system before and after the impact (Schoene et al., 2019, Sprain et al., 2019), we
conclude that the impact played the triggering role in the end-Cretaceous mass extinction.

Although comparison is difficult, we can derive some insights from studying past mass
extinctions for the sixth mass extinction we face today. Already, on average, approxi-
mately 25% of species are currently threatened with extinction in assessed animal and
plant groups (Díaz et al., 2019a,b). Although we observe severe climate change already
today, the present biodiversity loss is not yet the result of human-induced climate change,
but mostly caused by overexploitation and land use change (Maxwell et al., 2016, Leclère
et al., 2020). The contribution of climate change to the mass extinction is expected
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to increase significantly in the future (Urban, 2015). Human intervention in nature,
composed of overexploitation, land-use change, pollution and climate change (Maxwell
et al., 2016) which are all taking place on very short timescales, is not comparable to any
perturbation the Earth system has experienced so far (Williams et al., 2015). Hence,
comparison with past mass extinctions is only possible to a certain degree.
A comparable aspect of the end-Cretaceous mass extinction and the sixth extinction
is the timescale on which the perturbations occur: although the speed of the current
perturbation is not comparable to the extremely short timescales of perturbation imme-
diately after the Chicxulub impact (Rae et al., 2021), both perturbations were much
faster than the intrinsic changes to which the different components of the Earth system
can adapt.
Furthermore, in both the Devonian and the end-Cretaceous mass extinctions, the com-
bined effect of multiple stressors likely contributed to weakening of the system. The
combination of changes in land plant cover and orbital parameters would be an example
for the Devonian extinctions. For the end-Cretaceous mass extinction the joint effect of
the Deccan Traps eruptions and the Chicxulub impact was already discussed earlier.
Also today we see multiple, but human-induced, stressors for the Earth system. A better
understanding of the interaction of mutiple stressors and how life responds is of great
importance (for example Gunderson et al. (2016) for the marine realm).
On a much more general level one can deduce from the four studies forming this thesis
how sensitive the Earth system is to changes in the carbon cycle: The studies on the
Devonian show that atmospheric CO2 concentrations critically determine the climate
state and are coupled to changes in the biosphere (Brugger et al., 2019, Dahl et al.,
submitted). In addition, our studies on the end-Cretaeous mass extinction show that
the climate system recovers slowly from strong perturbations of the carbon cycle: the
increase of atmospheric CO2, but also the carbon cycle changes in the ocean induced by
the increased productivity as well as the carbon added to the ocean, are effective on
centennial to millennial timescales. Together, this indicates that carbon cycle perturba-
tions play a critical role in mass extinctions, as also hypothesized by Rothman (2017):
He suggests that mass extinctions take place if a marine carbon cycle perturbation
either exceeds a critical rate (on long timescales) or a critical size (on short timescales).
Based on past mass extinctions he calculates a critical carbon mass for the sixth mass
extinction and finds that this will be surpassed in 2100 for all scenarios but the scenario
RCP 2.6. Exploring future atmospheric CO2 concentrations Tierney et al. (2020) find
that atmospheric CO2 concentrations will only recover on geological time scales for
a RCP 4.5 and RCP 8.5 scenario. Thus, for humans and other life the current and
future human-induced changes in the Earth system “will appear to be a permanent state
shift” (Tierney et al., 2020). In summary, the above comparisons show the far-reaching
consequences of our decisions about future emissions, but also the responsibility of
today’s societies for future generations.
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The studies collected in this thesis contribute to a deeper understanding of past mass
extinction events as examples of extreme perturbations of the Earth system. First
and foremost, the results presented in this thesis expand the ideas and the knowledge
about the two extinction events studied. In addition, however, the results also give an
indication of the effect of human-induced climate change on the biosphere.
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Introduction

In the Supporting Information to our article, we present additional figures, in particular

showing surface-air temperature difference maps illustrating the sensitivity to changes in

continental configurations (Figure S1), in the value of the solar constant (Figure S3),
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in atmospheric carbon-dioxide levels (Figure S4) and to the choice of bare-land albedo

(Figure S6). In addition, we have added figures for the ocean surface temperatures and

velocities for different continental configurations (Figure S2), for the difference of cloud

cover for different vegetation cover (Figure S5) and for evaporation–precipitation patterns

(Figure S7).
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Figure S1. Surface air temperature differences between different Devonian continental con-

figurations, showing the difference between (a) 415 Ma and 380 Ma and (b) 360 Ma and 380 Ma.

As the differences between continental configurations are most pronounced at high southern lati-

tudes, surface air temperature differences are largely concentrated in this region and determined

by the different distribution of land and ocean areas. For all simulations the atmospheric CO2

concentration is 1500 ppm, the solar constant is 1319 W/m2, orbital configuration is a median

orbit (obliquity ε = 23.5◦, eccentricity e = 0) and land cover is set to bare land.
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Figure S2. Sea surface temperature and ocean surface velocities for the three Devonian conti-

nental configurations. Ocean surface velocities are determined by the continental configuration

and influence sea surface temperature distributions. For all simulations the atmospheric CO2

concentration is 1500 ppm, the solar constant is 1319 W/m2, orbital configuration is a median

orbit and land cover is set to bare land.
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Figure S3. Surface air temperature differences for different values of the solar constant,

showing the difference between (a) 1315 and 1319 W/m2 and (b) 1321 and 1319 W/m2. The

effect of an increasing solar constant is largest at high northern latitudes which is linked to

differences in sea ice. For all simulations the continental configuration for 380 Ma is chosen,

atmospheric CO2 concentration is 1500 ppm, orbital configuration is a median orbit and land

cover is set to bare land.

115



X - 6 BRUGGER ET AL.: SENSITIVITY OF DEVONIAN CLIMATE

90°S

60°S

30°S

0°

30°N

60°N

90°N

0° 60°E 120°E 180° 120°W 60°W0°

(a) 2000 ppm - 1500 ppm

90°S

60°S

30°S

0°

30°N

60°N

90°N

0° 60°E 120°E 180° 120°W 60°W0°

(b) 1000 ppm - 1500 ppm

5 4 3 2 1 0 1 2 3 4 5

Surface air temperature difference [°C]

Figure S4. Surface air temperature differences for different CO2 concentrations, showing the

difference between (a) 2000 and 1500 ppm and (b) 1000 and 1500 ppm. The warming effect of a

higher CO2 concentration is largest at high latitudes, in particular in the Northern hemisphere.

For all simulations the continental configuration for 380 Ma is chosen, the solar constant is 1319

W/m2, orbital configuration is a median orbit and land cover is set to bare land.
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Figure S5. Differences in fraction of total cloud cover for different vegetation cover, showing the

difference between (a) shrub cover and bare land, (b) tree cover and bare land, (c) Early Devonian

vegetation cover and bare land, (d) Middle Devonian vegetation cover and bare land, and (e)

Late Devonian vegetation cover and bare land. Increased vegetation leads to increased total

cloud cover and is mostly confined over continents. The patterns are similar to the evaporation

difference patterns in Fig. 4. For all simulations the continental configuration for 380 Ma is

chosen, the solar constant is 1319 W/m2, atmospheric CO2 concentration is 1500 ppm and orbital

configuration is a median orbit.
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Figure S6. Surface air temperature differences for different albedo values. (a) Difference

between a simulation without vegetation cover using the CLIMBER bare land albedo minus a

simulation with the higher bare land albedo of Le Hir et al. (2011). The higher albedo of the

Le Hir et al. (2011) simulations translates into a significant surface air temperature decrease,

largely located over the continents. In panel (b) the surface air temperature difference between

simulations with land covered by trees using the CLIMBER tree albedo minus one with the tree

albedo of Le Hir et al. (2011) is shown. As the tree albedo differs only marginally, the temperature

differences are small. The colder temperatures of the CLIMBER simulations come along with a

slightly smaller sea-ice fraction in the high northern latitudes which is accompanied by a stronger

temperature difference in this region. For all simulations the continental configuration for 380 Ma

is chosen, atmospheric CO2 concentration is set to 1500 ppm, the solar constant is 1319 W/m2

and orbital configuration is a median orbit.
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Figure S7. Evaporation minus precipitation for a simulation with the continental configuration

for 380 Ma, an atmospheric CO2 concentration of 1500 ppm, a solar constant of 1319 W/m2, a

median orbit for the orbital configuration and bare land. The patterns of the difference compare

well with the model results and the lithic indicators of paleoclimate shown in De Vleeschouwer

et al. (2014), Fig. 15. The smaller amplitude found in our simulation can mostly be attributed

to the coarser spatial resolution of our model.
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Section S1. Geological setting and samples 
 
S.1.1 Fossil locality and age 
Macrofossils of the early land flora from the Yea district in central Victoria, Australia, occur both in 
Late Silurian sediments (Gorstian Ludlow; 427.4-425.6 Ma) and sediments of Early Devonian age 
(Early Pragian-Early Emsian; 410.8–407.6 Ma)1,2,3. Due to structural folding and scarcity of 
diagnostic age markers in the area, it has proven challenging to assign an age to fossils from 
localities where only one of the plant assemblages have been found. Nevertheless, we find that the 
Baragwanathia samples studied here comes from the younger assemblage. 
 
Plant macrofossils from the fossil collection of Museums Victoria were investigated for the carbon 
isotope analyses of early terrestrial plants. The specimens were collected by Isabel Cookson at Mt 
Pleasant from a cutting in “the old road” 1.25 mi south of Alexandra towards Thornton (for maps, 
see Earp 2019). At this locality, she described several plant macrofossils including Baragwanathia 
longifolia (in #15154, #15173, #15174, #15183), Hedeia corymbose (cf Yarravia), and 
Zosterophyllum australianum4.The samples contain numerous small plant fragments in which many 
fossils preserve thick brown to black mineralization containing organic tissue well suited for 
organic characterization and carbon isotope analysis (described in more detail in S1.3).  
 
In 1935, Isabel Cookson acknowledged that the age of the plant assemblage at Mt Pleasant was an 
unresolved stratigraphic problem. Since then, graptolite biostratigraphy has settled that the fossil 
assemblage from Mt Pleasant are Early Devonian in age and roughly coeval with the younger plant 
assemblages observed near Yea (~30 km to the west) and Matlock (~75 km to the southeast).  



  

The wider Alexandra area is a broad northwest-southeast striking synclinorium with a large number 
of impersistent folds 10s to 100s meters apart and generally only traceable for kilometers. Closer to 
the sample location, the structure is that of an anticlinorium passing through the town of Alexandra. 
The Mt Pleasant Road cutting sits on the uniformly dipping western limb of the anticlinorium3. 
Figure S1 shows the stratigraphy across the anticlinorial folding where Mt Pleasant road cuts 
through thin bedded siltstone. Cookson described the plant remains from fine-grained sandstone 
beds, which have been identified at the P4 interval (Figure S1). At this level, the early land plant 
Hedeia corymbose is found together with early Devonian index fossils (Uncinatograptus sp. cf. U. 
thomasi and Nowakia sp. ex gr. N. acuaria). This confines the age of the Mt Pleasant land plant 
fossils to the Pragian or earliest Emsian, and we can assign an age of the studied samples of ~409.1 
±1.5 Ma according to GTS2020. 
 

 
Figure S1. Stratigraphy and lithology of Mt Pleasant according to Earp 20193.  

The exceptional preservation of the plant macrofossils has been interpreted as flysch deposition in a 
very-low-energy depositional environment with occasional bursts of high-energy turbidites carrying 
allochthonous fossils from shallower waters3.At Mt Pleasant, the plant fragments are smaller than 
for example the Late Silurian plant assemblage from Limestone Rd near Yea. The taphonomy is 
consistent with abrupt transport from the place where the plants grew to the site where they were 
buried. Thus, we rule out a marine origin of the macroplant community, as considered for a related 
plant species, Baragwanathia brevifolia, in the Barrandian area, Czech Republic5. 
 
S1.2 Sample characterization 
The plant fossils are preserved as incrustations in fine-grained sandstone, also recognized as thin to 
medium bedded flysch3,4. The plant itself is now covered in a brown mineral matrix with some 
organic matter preserved (see below, S1.3). The preservation of the brown material distinguishes 
the Mt Pleasant fossils from other fossils that we inspected from the Limestone Rd and Frenchman 
Spur localities that were impression fossils4.Twenty-five fragments with terrestrial plant remains in 
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four rock specimens were analyzed 41 times. All fossils of taxonomic value, including type- and 
holotypes, were avoided (Figure S2–S5). 
 
 

 
Figure S2. Sample #15154 and names of fragments studied. 
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Figure S3. Sample #15173 and names of fragments studied. 
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Figure S4. Sample #15183 and names of fragments studied. 
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S1.3 Characterization of the fossilized plant tissue  
 
S1.3.1 Carbon compounds  
Time-of-Flight Secondary Ion Mass Spectrometry (TOF-SIMS) was used to produce semi-
quantitative maps of elemental composition in one representative fossil fragment from sample 
#15153.  
 
Figure S5 summarizes the main results, where calcium (Ca) intensity follows aluminum (Al), 
whereas carbon-nitrogen (CN-) follows that of phosphorous (PO3-). These data provide clear 
evidence that carbon is present in the brown mineral matrix, and that C is mainly hosted in an 
organic phase dispersed over the surface of the fossil, and not in inorganic form; i.e. carbonates. 
 

 
Figure S5. TOF-SIMS characterization of #15184. a) Optical image. Zooms b-e) and f-k) are 10 
and 0.5 mm wide, respectively.  
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S1.3.2 Carbon isotopes 
The carbon isotope composition was measured in 25 fragments of fossilized organic plant tissue 
(Table S1). Repeated analyses were made on 14 of these fragments and two fragments were 
analyzed three times. The d13Cplant data from fossils fits with a normal distribution (Darling-
Anderson criteria) with an average value of 26.7±1.2‰ (1SD, n =24). The variance is larger than 
analytical uncertainty of the analysis estimated from the reproducibility of standard reference 
materials (<0.3‰). The isotope variability is real in the sense that variation between distinct plant 
fragment is also greater than variance during repeated analyses of the same fragments (except in 
#15183_01). Thus, we interpret the isotope variation as representative of carbon isotope 
fractionation in the Baragwanathia flora. 
 
Table S1. Carbon isotope data from the Yea fossil flora. Sample #15154 contain Zosterophyl, and 
#15173 contain fossils described as Baragwanathia longifolia. The taxonomy of the studied plant 
fragments. 

NMV # Material 
analyzed 

d13C (V-PDB) 

#15154 Branched stems  

Fragment 01  -24.4‰ 

Fragment 02  -27.6‰ 

Fragment 03  -27.4‰, -27.2‰ 

Fragment 04  -25.6‰ 

Fragment 05  -27.9‰, -26.0‰ 

Fragment 06  -26.7‰, -25.1‰ 

Fragment b03  -25.2‰, -25.6‰ 

        Fragment b04  -29.8‰ 

        Fragment b05  -25.1‰ 

#15173 Branched stems   

Fragment 02  -28.3‰, -28.2‰ 

Fragment 04  -28.5‰ 

#15174 Branched stems   

Fragment 01  -26.6‰, -26.8‰ 

Fragment b02  -27.7‰ 

Fragment b03  -25.6‰, -24.6‰ 

Fragment b04  -26.3‰ 

#15183 Branched stems  
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Fragment 01  -24.5‰, -27.9‰, -27.6‰ 

Fragment 04  -27.6‰ 

Fragment 05  -28.2‰, -28.2‰ 

Fragment 06  -27.1‰, -27.4‰ 

Fragment 08  -26.6‰, -27.3‰ 

Fragment b01  -26.6‰ 

Fragment b03  -27.0‰  

Fragment b04  -26.2‰, -26.6‰, -25.7‰ 

Fragment b05  -25.2‰, -25.5‰ 

#15184 Branched stems  

Fragment 02  -26.4‰, -26.3‰ 

All analyses, mean ± SD (n) -26.68 ± 1.24‰ (n = 41) 
All fragments, mean ± SD (n) -26.75 ± 1.24‰ (n = 25) 
Mean fragments ± SE -26.75 ± 0.25‰ 

Reference materials  

ANU Sucrose  -10.5±0.3 (n= 3, 1SD) 

Peach leaves   -26.0±0.1 (n= 10, 1SD) 

USGS 61 (certified -35.05‰)*   -35.10 ± 0.56 (n= 4, 1SD) 

USGS 62 (certified -14.79‰)*   -14.81 ± 0.35 (n= 4, 1SD) 
*run at 30–90 nanomoles of C. 
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Section S2. Carbon isotope fractionation in terrestrial plants versus ambient CO2 level 
 
S2.1 The CO2 paleo barometer  
Plants fractionate carbon isotopes during CO2 uptake mainly due to carboxylation by the Rubisco 
enzyme and secondly as a result of diffusion into the cell. The net isotope fractionation (Dleaf) 
between plant tissue (dp) and ambient air (da) is given as D = (da – dp)/(1 + dp)6. For the geological 
past, atmospheric da might be estimated from the marine d13C record, see section 2.2. 
 
In living C3 plants, Dleaf reflects the balance between photosynthesis and stomatal conductance, and 
varies with climate and plant characteristics7,8. Dleaf is a continuous function of the partial pressure 
of CO2 in the ambient environment6.The following relationship applies across a wide range of C3 
plants: 
 
 D13C = A·B (pCO2 + C) / [A + B·(pCO2 + C)]  eq. S1 
 
Where A = 28.26, B = 0.22, C = 23.9. 
 
Schubert et al. 20126 calibrated this proxy against the paleo-CO2 record obtained from gas 
inclusions in ice cores record across the latest deglaciation, where Dleaf increased globally by 2.1‰ 
and atmospheric CO2 levels increased from 200 to 280 ppm. This model is similar to calibrations 
obtained from culture experiments at controlled CO2 levels (Fig. 1). 
 
Equation 1 predicts that a 5.7‰ decline in D13C from 27.4‰ to 21.7‰ should be observed if 
atmospheric CO2 declined from 4000 ppm to 400 ppm. The magnitude of fractionation declines 
dramatically at lower CO2 levels.  
 
A compilation of D13Cleaf data from Devonian C3 plants was presented by Wan et al. (2019)11. 
These data are shown along with the new data from the Baragwanathia flora in Figure S6. 
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Figure S6. The carbon isotope composition of seawater (green) and air (blue) is determined from 
the marine carbonate record assuming air-seawater offset of 6.9¸‰ (Figure S9). Error envelopes 
represent the uncertainty.  The record of terrestrial C3 plants constrain CO2-depenndent carbon 
isotope fractionation. The dotted curves show the expected composition of C3 plants at atmospheric 
pCO2 levels of 500, 800 and 2000 ppmv. 
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Atmospheric pCO2 obtained by inverting the D13C record using all C3 plants (eq. S1) is shown in 
Figure S7 along with three other calibrations based on controlled culture experiments with modern 
lycophytes (Selaginella) or other related sporophytes (calibrations shown in Figure 1). 
 
The studied plant fragments of the Yea flora yield a Dleaf = 20.4±1.1‰ (2 SE) corresponding to an 
atmospheric pCO2 of 500!"#$%&' ppm (2 SE) where the error represent uncertainty associated with the 
various physiological responses in closest living representative species. The analytical error 
associated with isotope data propagates to the pCO2 estimate with a smaller error, e.g. 450!(%$)' ppm 
(2SE) for lycophyte S. kraussiana. The field-based calibration from Pleistocene-Holocene C3 plants 
in eq. S1, we obtain an even lower atmospheric pCO2 level of 309!)*$+* ppm. 
 

 
Figure S7. Atmospheric CO2 constraints calculated from the D13Cleaf spline fit data. using various 
calibration curves from C3 plants during the Pleistocene-Holocene6, controlled experiments with 
modern lycophyte (Selaginella kraussiana), thalloid liverworts (Marchantia polymorpha, Lunularia 
cruciate) and monilophytes (Equisetum telmateia)12.  

 
S2.1.1 The effect of water utilization efficiency 
In addition, spatial Dleaf variability in land plants also arises from variability in water availability10. 
This is because Dleaf is strictly a function of the CO2 concentration in the substomatal cavities (ci), 
and ci depends on the flux of CO2 into the leaf and CO2 removal from the leaf by assimilative C 
fixation. The CO2 flux into the cell is not only a function of ambient CO2 levels, but also depends 
on stomatal conductance into the leaf. At lower water availability, plants down-regulate their 
stomatal conductance (i.e. enhance their Water Utilization Efficiency, WUE), so that Dleaf generally 
decrease. Hence, at constant atmospheric pCO2, Dleaf is a time-integrated measure of WUE, although 
leaf temperature and mesophyll conductance are confounding factors. The relative effect of these 
factors is clear from a comparison of fractionations (Dleaf) observed in modern C3 plants as a 
function of mean annual precipitation rate (Fig. S6). Here, fractionations can be muted by ~4‰ in 
drier areas, but are relatively constant at >1000 mm/yr. 
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Potentially, spatial records of fossilized plant material can be used to constrain water utilization 
efficiency (WUE) and proximity to aquifers the early flora, as has been suggested for Mid-Late 
Devonian land plants11. Our new data from the Baragwanathia flora comes from humid, tropical 
settings with mean annual precipitation in excess of 1500 mm/yr according to our paleoclimate 
models (Section S4). Therefore, a high water use efficiency for the Baragwanathia flora (that are 
physiologically similar to modern lycophytes) can be ruled out as explanation for muted 
fractionations observed in the Early Devonian plant fragments. 
 

 
 
Figure S8. Carbon isotope fractionation, Dleaf = d13Cair – d13Cleaf,  in modern C3 plants versus mean 
annual precipitation, calculated using atmospheric d13Cair = -6.9‰ and d13Cplant data from Kohn et 
al., (2010)13; Diefendorf et al., (2010)8. Modern C3 plants in closed understory settings induce 
larger fractionations, but this effect is negligible for the low vegetation of the Early Devonian. 

!
!
!
!
!
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S2.2 Carbon isotope composition of early Devonian atmosphere 
The carbon isotope composition of the atmosphere, d13Cair, is in equilibrium with the oceanic pool 
of dissolved inorganic carbon pool that, in turn, is to first order determining the isotope composition 
of marine carbonates, d13CCARB.  
 
Diagenetic alteration can induce large overprints on d13CCARB records, especially if altered by 
meteroric fluids. Therefore, it is important to compare data from several localities (Table S2). A 
temperature-dependent isotope fractionation occurs between aqueous CO2 and marine carbonate 
precipitates. Table S2 summarizes how this offset varies according to our paleoclimate model (Fig. 
S9). 

 
 
Figure S9. Carbon isotope fractionation between carbon in (fossil) terrestrial plants, CO2 in air and 

marine carbonates (after Hayes et al., 200314). 

 

Table S2. Carbon isotope composition of Early Devonian (L. Pragian, ~410 Ma) atmosphere 
derived from marine carbonates and the temperature-dependent carbon isotope difference between 
dissolved inorganic carbon (DIC) in seawater and atmospheric CO2.  

Locality Age (Ma)  d13CCARB † 
[‰] 

Tavg.surf ¥ 
(°C) 

 D13CDIC-CO2(air) ƒ 

[‰] 
 d13Cair Ω 

[‰] 
Refs 

CE Central Europe Pragian  2.0±1.0 22.6±5.0 9.04±0.57 -5.8±1.2 A 
NE Nevada. USA L. Pragian  1.0±1.0 21.8±5.0 9.13±0.57 -6.9±1.2 B 

        

 
SI 

Nizhnig Sergi and 
Tabulska. Siberia Pragian  1.0±1.0 22.6±5.0 

 
9.04±0.57 

 
-6.8±1.2 

 
C 

        

OK 
Haragan Bois d'Arc 

limestone. Oklahoma Lochkovian  1.0±0.7 21.7±5.0 
 

9.14±0.57 
 

-6.1±0.9 
 

D 

 Average  1.5±0.5   -6.4±0.5  
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† The range of carbon isotope values in marine limestones from the given time interval and location. ¥ Surface 
temperature estimates obtained from the Paleoclimate model with 500 ppm CO2 (Fig. S4) adopting a conservative 
uncertainty of ±5°C. ƒ Equilibrium fractionation between dissolved inorganic carbon (DIC) and atmospheric CO2 at the 
given range of temperatures according to Hayes 2005. Ω Estimated carbon isotope composition of atmospheric CO2 
using equation 10 in Hayes et al., (2003)14 assuming a constant isotopic offset between the studied limestone formations 
and open-ocean seawater of 1.2‰. The uncertainty estimate is propagated from the estimated temperature range and 
uncertainty in d13CCARB. A – Buggisch & Joachimski (2006)15. B – Saltzman 200216. C – Veizer et al., (1999)17. D 
– Gao et al.,(1993) (reporting an independent temperature estimate of T = 25±7°C from the Haragan Bois d’Arc 
limestone). 
 
Section S3. Other atmospheric CO2 proxies 
 
S.3.1 Stomatal proxies for paleoatmospheric CO2  
The density of stomata in land plants has been used to infer atmospheric CO2 pressure in the Early 
Devonian3. A low stomatal density (SD = 4.5±3.9), and a low ratio of stomata to epidermis cells 
(stomatal index, SI) in two extinct plants has been used to suggest high atmospheric CO2 in the 
Early Devonian18.The data comes from the zosterophyll Sawdonia ornata and the non-vascular 
polysporangiophyte Aglaophyton major with no living descendants. Both plants were assumed to 
occupy poorly drained habitats in which the plants with minimal number of stomatal cells would 
have a selective advantage by preventing water loss3. To interpret ambient CO2 levels from stomatal 
indices, the fossils data was compared to extant plants thought to represent their nearest living 
representative18. Here, we estimate and propagate the uncertainty of this measure by offering 
stomatal densities for three modern lycophytes that are physiologically similar to Baragwanathia 
species. 
 
The stomatal density in Early Devonian Baragwanathia fossil plants from Canada and Australia are 
distinctly higher (SD = 28–110 mm-2) than the extinct fossils used for previous paleo-CO2 
constraints, also supporting a lower atmospheric CO2 levels than previously thought. We compared 
values from all Early Devonian plant fossils and modern lycophytes grown in culture and in the 
field and propagated the errors in the calculation of paleo-atmospheric CO2 levels (Table S2)4  
 

 

Table S3. Stomatal data from Early Devonian plants and extant lycophytes. 

Species Age  
[Ma] 

Locality Stomatal 
density [mm-2] 

Predicted Atm. 
pCO2 (PAL) 

Ref. 

Fossil lycophytes 

Aglaophyton 
major 

Pragian-Emsian 
410-393 Ma 

Rhynie Chert, 
Aberdeenshire, Scotland 

4.5±3.9 1.1–193 [3] 

Sawdonia ornata Pragian-Emsian 
410-393 Ma 

Gaspé, Canada and 
Whitney, England 

4.3±1.9 3.9–48 [3] 

Baragwanathia 
longifolia 

Pragian-Emsian 
410-393 Ma 

Victoria, Australia 109.5a 0.08–1.1 [4] 

Baragwanathia 
abitibiensis 

Mid-Upp. Emsian 
~400-393 Ma 

Sextant Fm, N. Ontario, 
Canada 

28 0.33–4.1 [4] 
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Extant lycophytes grown at ~400 ppm CO2 

Huperzia 
phlegmaria 

0 Botanical Garden, 
Copenhagen, Denmark 
(MAP ~1500 mm/yr,  

RH = ~80%) 

116 1c This study 

Huperzia 
squarrosa 

0 9.3 1 This study 

Lycopodium 
annotinum 

0 Næstved, Copenhagen 
(MAP = 640±80 mm/yr, 

RH = 70-95%) 

29.4b 1 This study 

 

PAL – Present-day Atmospheric Level (400 ppm). MAP–Mean Annual Precipitation RH– Relative Humidity. a)Pore 
surface area ~232 µm2, b)440 µm2.  
 

We note that the ability for land plants to adapt stomatal density also depends on the size of the 
plant cells and stomata19. The ratio of stomata and epidermis cells (stomatal index) and volume 
density (mm-3) has not be determined in Baragwanathia, but the surface area of each stomata pore 
in the fossil plant is found to be smaller (~only half) of that in living lycophytes. Therefore, the 
predicted atmospheric CO2 level in Table S2 might be underestimated and we adopt a factor of ~2 
uncertainty based on stomata size. 
 
For comparison to modern analogue species, we compared the stomatal density of three species of 
lycophytes, Huperzia squarrosa, Lycopodium annotinum and Huperzia phlegmaria, grown under 
present-day atmospheric pCO2 (410 ppm). Table S3 shows the stomatal densities range from 9.3, 
29.4, and 115 mm-2, indistinguishable from that observed in the oldest lycophytes Baragwanathia 
longifolia and Baragwanathia abitiensis (110 and 28 mm-1, respectively), Therefore, stomatal data 
is consistent with low atmospheric pCO2 in the early Devonian similar to today.  
 
Taking both calibration error and uncertainty interspecies variability into accounts, we find that the 
paleo-CO2 constraints from stomatal density in Baragwanathia ranges from 32 to 3120 ppm. This 
result is fully consistent with low and far more precise atmospheric CO2 levels obtained from 
carbon isotopes in fossil land plants. 
 
S.3.2 Pedogenic goethite proxy for paleoatmospheric CO2 
Ambient CO2 concentrations influence the fraction, X, of CO2 that can be substituted into goethite 
minerals during precipitation in soils; i.e. X = FeCO3OH /(FeOOH + FeCO3OH). This phenomenon 
has been used to derive high atmospheric CO2 concentrations from pedogenic goethite in the Late 
Ordovician Potters Mill paleosol in New York, USA. Previous analyses reported a concentration of 
4800 ppm and a recent uncertainty estimate yielded ±1900 ppm (1SD). This important constraint on 
Earth’s climate before vascular ecosystems depends on several assumptions and we show the error 
propagation of this calculation here. 
 
The derivation of Late Ordovician atmospheric pCO2 from pedogenic goethite relies on six major 
assumptions:  
 

1. The d13C of Late Ordovician atmosphere CO2 is assumed to have been -6.5±1.0‰5. 
 

135



  

2. Goethite precipitation incorporate CO2 with an equilibrium isotopic fractionation that induce 
a constant 5.0‰ offset (no uncertainty) between the CO2 in the mineral and ambient air. 

 
3. There is a positive trend of d13C vs. 1/X in pedogenic goethite from a paleosol profile at 

Potters Mill, which is assumed to represent a mixing line with atmospheric CO2 and soil-
respired CO2 as the two end-member C sources, according to the following equation: 

 
d13C = (d13CA - d13CO) · XA·[1/X] + d13CO.   eq. S1 

 
Data from the Potters Mill paleosol yields a slope and intercept (d13C = A·/1/X) +B) with 
the following uncertainties (2SE): A = (d13CA - d13CO) · XA = 0.01594 ± 0.00136 and B = 
d13CO = -20.39±0.35 

 
 

4. Pedogenic goethites incorporate CO2 in response to ambient CO2 levels, according to the 
following equation:  

 
log(X) = log pCO2 + DS0/(2.303·R) - DH0/(2.303·R)   eq. S2  
 

where R is the universal gas constant and DS0/(2.303·R) = 6.04 (Yapp & Poths 1992). 
 
5. The pedogenic goethite from Potters Mill are assumed to follow equation S2 for 

phosphatized goethite, DH0 = 30 kJ (and not for unphosphatized goethite, where DH0 = 8–16 
kJ)6. The calculation is highly sensitive to this assumption (see Fig. S7). 
 

6. Soil pH is assumed not to alter equation 2, even though it affects the proportion of CO2 
among dissolved inorganic carbon phases. 

 
 
With these assumptions, the Potters Mills paleosol leads to an atmospheric pCO2 constraint for 
the Late Ordovician of 4717−1270

+2066 ppm (3447–6784 ppm, 2SD), excluding deviations from 
assumptions listed above. The derivation is illustrated in Fig. S1. 
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Figure S10. A) Carbon isotope data (d13C) and mole fraction of CO2 in goethite                            
(X = n(Fe(CO3)OH)/[ n(FeOOH)+ n(Fe(CO3)OH]) is inversely correlated in the Late Ordovician 
Potters mill paleosol. B) A linear fit is interpreted as a mixing line (eq. S1) that describes the 
isotopic consequences as a function of the relative proportion of CO2 derived from soil respiration 
and from the atmosphere. Assuming the isotope composition of the Late Ordovician atmosphere, it 
is possible to derive the CO2 mole fraction (X) that goethite would adopt if only exposed to 
atmospheric CO2 (in the absence of soil respired CO2).  C) A thermodynamic relation exists 
between the molar content of CO2 substituted into goethite and ambient CO2 levels (eq. S2). This 
function is sensitive to whether goethite is phosphatized.  

 
 
S.3.3 Paleosol carbonate proxy for paleoatmospheric CO2 
A soil-based CO2 paleobarometer was introduced by Cerling (1991)21 and has subsequently been 
applied to paleosols of the past 400 Ma. Conceptually, the proxy is based on isotopic analyses of 
calcite that precipitates in soils while the soil is in direct communication with the atmosphere. The 
atmospheric CO2 level is obtained by assuming that pedogenic calcite contains CO2 derived from a 
binary mixing soil-respired CO2 and atmospheric CO2. The inferred atmospheric pCO2 depends 
critically on how much CO2 is contributed via soil respiration (Sz) and the isotope composition of 
soil-respired CO2. The value for Sz is kept fixed and typical values ranges from 440 to 50,000 ppm. 
Traditionally, Sz has been estimated by characterizing the soil type of the paleosol, but this is not 
possible for early Devonian paleosols. In addition, we note that there are large spatial d13C 
variability (~8‰) in soils from the same region (e.g., Caves et al. 201622). Figure S11 shows a 
reasonable error estimate for the Devonian pCO2 associated with uncertainty of Sz only.  
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Figure S11. The carbon isotope composition of pedogenic calcite in paleosols constrain 
atmospheric pCO2. Error bars represent the plausible range of CO2 contributed from soil 
respiration, where Sz = 440-50,000 ppm with mid-point set to Sz = 2000 as in Foster et al. (2017)1. 
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Section S4. Early Devonian Climate model. 
 
S4.1 Early Devonian climate state 
We simulated the Early Devonian climate using CLIMBER-3a (see Methods) to assess the climatic 
conditions at various CO2 levels, and specifically the annual mean precipitation that influence the 
carbon isotope fractionation in land plants (Fig S6). 
 
Three scenarios were explored where atmospheric CO2 levels were fixed at 2000 ppm, 800 ppm and 
500 ppm. In all scenarios, surface temperatures above 25°C occur in the tropics throughout the year 
and temperatures below freezing point occur in polar regions during winter. The global mean 
temperature declines from 22.1°C, 17.9°C to 15.0°C. Accordingly, the sea-ice fraction increases in 
the polar regions, respectively.   
 

 
 

Figure S11. Annual mean surface-air temperature for the early Devonian (400 Ma) at atmospheric 
pCO2 of 500 ppmv. Sample localities are marked with two options for the Yea flora (VI1, VI2) and 
marine limestone deposits used to constrain atmospheric d13C include CE – Central Europe, NE – 
Nevada, SI – Siberia, OK – Oklahoma (See Table S1).  

 
Figure S12 shows that at 500 ppm, sea ice accumulates in the Antarctic ocean around Gondwana 
during Southern winters, whereas temperatures up to ~20°C occur in the continental interior during 
warmer summers (high obliquity and high eccentricity). The model considers snow cover on the 
continent, but does not explicitly model ice sheet growth. Figure S13 shows average duration of 
snow cover over the course of 1000 years in different solar insolation states. The permanence of 
polar ice sheets is not determined further here.  
 

pCO2 = 500 ppm

CE
NE
OK

SI

VI1
VI2
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Figure S12. Devonian Paleoclimate at 500 ppm for Southern summer (left) and Southern winter 
(right) across three distinct orbital configurations with obliquity 22–24.5°, eccentricity = 0–0.069, 
and precession 0. 
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Figure S13. Duration of snow cover in Early Devonian Climate simulations with 500 ppm CO2. 
The snow cover represents the average over 1000 years at the same three solar insolation 
configurations as in Fig S12. The south pole is not permanently snow covered in the obliquity = 
24.5° case. 

 
S4.2 Mean annual precipitation at the Yea flora 
The paleoclimate model simulations provide mean annual precipitation (MAP) for the Yea fossil 
site in Victoria, Australia (Table S4). For all realistic atmospheric pCO2 levels 500-2000 ppm, the 
flora would have grown in humid tropical settings with 2-3-fold higher MAP than in modern C3 
plants that upregulate WUE with concomitant smaller C isotope fractionation. Therefore, the fossil 
land plants from the Baragwanathia flora should reliably record atmospheric CO2 according to eq. 
S1. 
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Table S4. Mean annual surface-air temperature over land (Tland) and mean annual precipitation 
(MAP) at the Yea fossil site in Victoria, Australia, according to the paleoclimatic model 
(CLIMBER-3α). Land temperatures are averages for the land area in each model grid cell, the 
average of V11 and V12 is calculated by taking the land fraction of the two grid cells into account. 

Insolation state Location 0–7.5°S (OF = 0.42)¥ 7.5-15°S (OF = 0.67) 

Obliquity (e), eccentricity 
(e), precession (v)  

pCO2 

[ppm] 
Tland ¥ 
(°C) 

MAP¥ 
(mm/yr) 

Tland ¥ (°C) MAP¥ 
(mm/yr) 

e = 23.5°, e = 0,  v = 0 500  26.5 1770 25.0 2148 

e = 22.0°, e = 0,  v = 0 500  26.6 1815 25.0 2208 

e = 24.5°, e = 0.069,  v = 0 500  26.8 1770 25.4 2148 

e = 23.5°, e = 0,  v = 0 800 28.7 2218 27.3 2591 

e = 23.5°, e = 0,  v = 0 2000 32.1 3184 30.9 3585 
OF – Ocean fraction in grid cells (VI1 and VI2) where the fossil site is located (Fig S9). 

 
 
Section S5. Revised COPSE model for the Mid-Paleozoic 
To evaluate conditions that might have facilitated low atmospheric CO2 in the Devonian, we used 
the Carbon-Oxygen-Phosphorous-Sulfur Evolution (COPSE) Earth system model framework with 
adjusted forcing parameters on weathering to fit simultaneously fit observational constraints on 
atmospheric pCO2 and pO2 (Figure S10). We adapted two distinct versions of the model 
(COPSE2016 and COPSE reloaded), which has different parameterizations of climate sensitivity, 
ocean anoxia and more23,24. Figures S10 and S11 shows the original and revised models that fit the 
new observational constraints. 
 
The effects of early plant enhancement of silicate (and carbonate) weathering is assumed to scale 
with mudrock proportion in continental deposits25, because mineral surface area and plant-assisted 
suspension of finer grains exposed to weathering fluids (baffling) would likely increase the rates of 
rock dissolution. Second, the evolution of land plants (“E”) ramps up in the Silurian suggesting 
plant-assisted weathering became widespread earlier than previously assumed. Recent models 
introduced selective P weathering (F) to increase oceanic P input during the establishment of non-
vascular flora. For simplicity, we omitted this forcing as it is neither required nor necessary. The 
C/P ratio of terrestrial organic deposits is kept constant until massive coal deposition in the 
Pennsylvanian (~320 Ma). These changes are sufficient to cause a 10-fold decline in atmospheric 
CO2 and a 2-fold increase in atmospheric pO2, but we also had to adjust the degassing rate of the 
Early Devonian in order to fit the new observational constraint from the Baragwanathia floras. 
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Figure S13. COPSE model simulations for the evolution of the global biogeochemicall cycles are 
shown, where a) shows the atmospheric pO2 and pCO2 trajectories for the original parameter 
settings and c) forcings used in the COPSE 2016 model23. The revised model is shown in panels b 
and d. The observational constraints on pO2 and pCO2 from the charcoal record and plant fossil 
isotopes are shown in a and b. 
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Figure S14. Simulations of the global biogeochemical cycles using COPSE reloaded framework24. 
a) Original model and b,d) revised model with distinct forcings on weathering efficiency (W), land 
plant evolution (E), selective P weathering (F) and volcanic degassing. The observational 
constraints on atmospheric pO2 and pCO2 from the charcoal record and plant fossil isotopes are 
shown in a and b. For simplicity, the models shown here ignores the activation energy of silicate 
weathering is 50 kJ/mol corresponding to a granitic composition (kT = 0.0724) and no temporal 
variations in lithology.  
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Introduction14

In this Supplementary Material to our article, we describe the modeled late-Cretaceous15

climate state more in depth (Text S1, Figure S1, Figure S2). We also give more detailed16

information about modeling the dust distribution and the bioavailablity of nutrients (Text17

S2). In addition, we show maps of the changes in mixed-layer depth and the overturning18

streamfunction (Figure S8) and describe the observed changes in Text S3. Furthermore,19

we discuss the effect of high C and S masses for ocean acidification (Text S4, Figure S4 and20

Figure S7). We also describe the influence of higher CO2 concentrations in the pre-impact21

state on the effects of the impact (Text S5, Figures S9, S10, S11.). We provide additional22

information on the temperature decrease after the impact for different timescales at dif-23

ferent locations for a late-Cretaceous CO2 concentration of 500 ppm and 1165 ppm which24

are useful for the comparison with proxy data (Table S1). In addition, we show maps25

for the change in NPP after the impact for the standard run with 115 Gt C and 100 Gt26

S (Figure S3). We also present additional figures for the discussion of ocean acidification27

in our article for the simulation with additional 1500 Gt C and 325 Gt S (Figure S4 and28

Figure S5 for the calcite saturation state).29

30

Text S1. Additional information on the modeled late-Cretaceous climate state31

For an atmospheric CO2 concentration of ≈500 ppm and late-Cretaceous boundary condi-32

tions, as described in the boundary conditions section of the main article, the global annual33

mean surface air temperature is 19.0◦C. Figure S1 shows the zonal surface air temperature34

distribution and a map for surface air temperature. The equator-to-pole gradient of 38◦C35

June 7, 2021, 2:14pm
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is larger than suggested by proxy data (Upchurch et al., 2015), but the modeled tem-36

perature distribution is in good agreement with a comparable simulation in Niezgodzki,37

Knorr, Lohmann, Tyszka, and Markwick (2017). We also explored a simulation with the38

same boundary conditions, but a higher late-Cretaceous atmospheric CO2 concentration39

which approached equilibrium at a level of ≈1165 ppm. Here, the global annual mean40

surface air temperature is 22.2◦C and the zonal surface air temperature distribution and41

a map for surface air temperature are shown in Figure S2. The equator-to-pole gradient42

is 34◦C and thus smaller than for the 500 ppm run, but still large compared to proxy43

data. Hence, as many other climate models (Huber & Caballero, 2011; Upchurch et al.,44

2015; Niezgodzki et al., 2017; Kump & Pollard, 2008) our model simulates lower polar45

temperatures for climate states with high CO2 concentrations compared to temperatures46

reconstructed from proxy data. The causes are still under exploration, both on the mod-47

eling (Niezgodzki et al., 2017; Zhu et al., 2019) and the proxy (Davies et al., 2009, 2019;48

Evans et al., 2018) side. However, we argue that the effect of the strong cooling after the49

impact both on the ocean circulation as well as on the marine biosphere does not change50

significantly for warmer polar temperatures as the magnitude of cooling is so large. Hence,51

for investigating the effects of a perturbation like the Chicxulub impact, uncertainties in52

the modeled temperature gradient of the initial climate state should not influence the53

consequences of the impact significantly.54

55

56

57
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Text S2. Additional information on model input58

Text S2.1. Dust distribution59

Using data from geophysical impact modeling for a wet target, a projectile radius of60

7.2 km, an impact angle of 45◦, a projectile velocity of 18 km h−1 and a projectile density61

of 2500 kg m−3 (Artemieva & Morgan, 2009), we calculate a dust mass of mdust = 2900 Gt62

originating from the projectile and distributed outside the crater. We started with an63

initial distribution after the impact of 43% mdust (Artemieva & Morgan, 2009) in a radius64

of 3000 km around the crater, scaled with r−3. The rest of the projectile dust mass is65

distributed equally around the globe over 10 days.66

67

Text 2.2. Bioavailability of iron and phosphorus from the projectile dust68

Only a small fraction of the iron and phosphorus in the ocean is bioavailable. For an69

unperturbed ocean, we assume a bioavailability of 0.2% for iron and 2% for phosphorus.70

As the bioavailability of iron and phosphorus in the ocean is suggested to be enhanced71

when sulfate aerosols are present (Hand et al., 2004; Myriokefalitakis et al., 2016), we in-72

crease the bioavailability by a factor of 10 for the area outside the 3000 km radius. Closer73

to the impact site, the fraction of large ejected fragments is higher, leading to a lower74

bioavailability than for fine dust. Therefore, we use the equilibrium bioavailability close to75

the impact site and increase it reaching the 10-fold bioavailability at a radius of 3000 km76

by taking into account the fractions of globally distributed dust and of additional dust in77

the 3000 km radius for each cell.78

79

June 7, 2021, 2:14pm
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Text S3. Changes in the mixed-layer depth and global overturning stream-80

function81

Figure S8 shows maps of the mixed-layer depth for the pre-impact state and different times82

after the impact for the standard simulation (115 Gt C and 100 Gt S) in the first column.83

We observe a deepening of the mixed layer which is strongest in the mid-latitudes. As this84

deepening is caused by the strong cooling of surface waters which then sink to the deeper85

ocean, the change in mixed-layer depth is largest for the coldest year after the impact.86

The sinking of the cold water masses induces a strong global overturning, as shown in the87

second column. Mixed-layer depth and global overturning circulation recover on the same88

time scale as sea surface temperature, i.e., after 100 years they approach a state similar89

to the one before the impact.90

91

Text S4. Effect of high C and S addition on ocean acidification92

To assess the influence of higher C and S masses on ocean acidification, as discussed in93

earlier studies (Tyrrell et al., 2015; Ohno et al., 2014), we here present the change in pH94

for simulations with different C and S masses and show maps of the aragonite and calcite95

surface saturation state after the impact for the respective simulations. In addition to96

our standard procedure of adding S over a period of 6 years to the ocean (Pierazzo et al.,97

2003) (labeled S slow in the figures), we test the influence of adding the large amount98

of 1920 Gt S (Tyrrell et al., 2015) during a short time of 10 days (labeled S fast in the99

figures), as this was suggested as a realistic scenario (Ohno et al., 2014) with strong in-100

fluence on ocean acidification (Tyrrell et al., 2015).101
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We find a strong influence of the fast addition of the large S amount on the immediate pH102

reduction (dashed lines in Figure S4). The effect on the recovery and the new equilibrium103

value is weaker. In contrast, the strong increase of the additional C amount shows a104

strong effect on the recovery and the new equilibrium value. Comparing maps for the105

CaCO3 surface saturation state, we find that the effect of the fast addition of 1920 Gt106

S shifts the Ω = 1 line to significantly lower latitudes for the mean of the first 10 years107

after the impact. To sustain a strong undersaturation for a longer period of 1000 years,108

the combination of high C and S amounts is necessary, as shown in Figure S7 (c) and109

(d). Hence, our results confirm that the amounts of C and S needed to cause a CaCO3110

undersaturation sufficient to trigger the end-Cretaceous extinction of calcifiers is in dis-111

agreement with recent estimates of C and S production during the impact (Artemieva &112

Morgan, 2009; Tyrrell et al., 2015).113

114

Text S5. Impact simulations based on higher atmospheric CO2 pre-impact115

simulation116

To address the uncertainty in reconstructions of late-Cretaceous CO2 concentrations, we117

here discuss the results of impact simulations based on a pre-impact CO2 level of 1165 ppm.118

The pre-impact surface air temperature is 22.2 ◦C and the pre-impact sea-surface temper-119

ature is 23.7 ◦C. For the standard impact run (115 Gt C and 100 Gt S) and the impact run120

with additional 1500 Gt C, the dimming effect of the sulfate aerosols induces a temper-121

ature decrease comparable with the temperature decrease for the pre-impact simulation122

with 500 ppm (see Table S1 and Figure S9). However, the longer-term warming effect of123
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the additional CO2 is smaller, as to be expected for a higher baseline atmospheric CO2124

concentration. Comparing simulations for the 500 and the 1165 ppm late-Cretacous cli-125

mate states, Figure S10 shows that the changes in δ13C are very similar. The ocean’s126

pH value is smaller for the high pre-impact CO2 concentration, but the reduction in pH127

caused by the impact as well as the recovery is comparable with the effect of the impact128

on the 500 ppm late-Cretaceous simulation (Figure S11).129
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Figure S1. Surface air temperature for the late-Cretaceous climate state, 500 ppm

atmospheric CO2 concentration. (a) Annual and zonal means of surface air temperatures.

(b) Map of annual mean surface air temperatures.
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Figure S2. Surface air temperature for the late-Cretaceous climate state, 1165 ppm

atmospheric CO2 concentration. (a) Annual and zonal means of surface air temperatures.

(b) Map of annual mean surface air temperatures.
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∆ SST year 4 10-yrs mean 100-yrs mean 500-yrs mean 1000-yrs mean
global −15.6 −9.9 −2.1 −0.7 −0.4

global, 1165 ppm −15.5 −9.6 −1.8 −0.3 −0.1
Brazos −14.7 −9.8 −1.7 −0.5 −0.3

New Jersey −11.3 −8.9 −2.2 −0.8 −0.5

+1500 Gt C −15.4 −9.4 −0.8 +0.9 +1.1
+1500Gt C, 1165 ppm −15.4 −9.3 −1.1 +0.5 +0.8

Table S1. Sea surface temperature change for different time intervals and locations

after the impact. Sea surface temperature changes for different times after the impact relative

to mean of 100 years before the impact for the global mean, in the region around Brazos and

in the region around New Jersey based on the standard impact run (115 Gt C, 100 Gt S) for

a late-Cretaceous atmospheric CO2 concentration of 500 ppm. In addition, the difference for

the global mean of a run with additional 1500 Gt C from terrestrial sources is given. Global

changes in SST are also shown for the high CO2 pre-impact run (1165 ppm atmospheric CO2

concentration). Note that the control simulation for the high CO2 concentration shows a small

drift which we take into account in the calculation of the temperature differences here (≈+0.1◦C

per millennium).
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Figure S3. Maps of ocean primary productivity before and after the impact. Annual

net primary productivity (NPP) before the impact (a, 100-year mean) and for 2 (b), 3 (c), 5

(d), 10 (e) and 100 (f) years after the impact for the standard run (115 Gt C and 100 Gt S). The

maximum global mean NPP is reached in year 5 after the impact.
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Figure S4. Change of global annual mean ocean pH after the impact for different

amounts of carbon and sulfur. Global annual mean pH before and after the impact for

115 Gt C and 100 Gt S (black line) added during the impact; 115 Gt C, 100 Gt S and additional

1920 Gt S added in the first 10 days after the impact (black dashed line); additional 1500 Gt C

and 325 Gt S (red line); additional 4000 Gt C and 100 Gt S (green line); additional 4000 Gt C,

100 Gt S and additional 1920 Gt S added in the first 10 days after the impact (green dashed line).
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Figure S5. Effects of carbon and sulfur emissions from the impact on ocean acid-

ification. Surface ocean calcite saturation state before the impact (a) and for the average over

the 10 years after the impact for 1615 Gt C and 325 Gt S. The Ωc = 1 line is shown in red. The

dashed black line in (b) shows Ωa = 1 for the 1000 years after the impact.
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Figure S6. Surface ocean aragonite and calcite saturation state after the impact for

115 Gt C and different amounts of sulfur. Shown is the mean over the first 10 years after

the impact and the contour lines for Ω = 1 for the 10-year mean after the impact and 1000 years

after the impact for the standard run with 115 Gt C and 100 Gt S (a and b) and the standard

run with additional 1920 Gt S added in 10 days (c and d).
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Figure S7. Surface ocean aragonite and calcite saturation state after the impact

for 4115 Gt C and different amounts of sulfur. Shown is the mean over the first 10 years

after the impact and the contour lines for Ω = 1 for the 10-year mean after the impact and 1000

years after the impact for a run with 4115 Gt C, 100 Gt S (a and b) and additional 1920 Gt sulfur

added in 10 days (c and d).
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Figure S8. Changes in ocean circulation after the impact. Shown is the mixed-layer

depth (first column) and the global overturning circulation (second column) for the pre-impact

state (a, b), impact year (c, d), 3 years after the impact (e, f), 10 years after the impact (g, h)

and 100 years after the impact (i, j). Note the different color scales for the pre-impact state and

100 years after the impact for the mixed-layer depth.
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Figure S9. Sea surface temperature evolution for 500 ppm and 1165 ppm late-

Cretaceous CO2 concentration. Annual and global mean sea surface temperature before and

after the impact for simulations with 115 Gt C and 100 Gt S (black) and additional 1500 Gt C and

100 Gt S added during the impact (red) for the 500 ppm and 1165 ppm (dashed) late-Cretaceous

CO2 concentration.
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Figure S10. Changes of surface carbon isotope ratios of dissolved inorganic carbon

at Shatsky Rise, Pacific, 500 ppm and 1165 ppm late-Cretaceous atmospheric CO2

concentration. Coloured lines show modeled changes in δ13C for the 1000 years after the

impact relative to the 100-year pre-impact mean for simulations with different amounts of carbon.

Dashed lines show modeled changes in δ13C based on a 1165 ppm late-Cretaceous atmospheric

CO2 concentration for 115 and additional 1500 Gt C. The model results are embedded in changes

in surface δ13C from proxy data from bulk carbonate (Table S11 in Hull et al., 2020), assuming

an absolute age for the K-Pg boundary of 66.022 Ma (Table S3 in Hull et al., 2020) relative to

the mean of the pre-impact proxy values.
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Figure S11. Change of global annual mean ocean pH after the impact for 500 ppm

and 1165 ppm late-Cretaceous CO2 concentration Global annual mean pH before and

after the impact for 115 Gt C and 100 Gt S (black) and additional 1500 Gt C and 100 Gt S

added during the impact (red) for the 500 ppm and 1165 ppm (dashed) late-Cretaceous CO2

concentration. The control simulations for both late-Cretaceous simulations are shown as dotted

lines.
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