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Abstract: The presence of impermeable surfaces in urban areas hinders natural drainage and directs
the surface runoff to storm drainage systems with finite capacity, which makes these areas prone to
pluvial flooding. The occurrence of pluvial flooding depends on the existence of minimal areas for
surface runoff generation and concentration. Detailed hydrologic and hydrodynamic simulations
are computationally expensive and require intensive resources. This study compared and evaluated
the performance of two simplified methods to identify urban pluvial flood-prone areas, namely
the fill–spill–merge (FSM) method and the topographic wetness index (TWI) method and used
the TELEMAC-2D hydrodynamic numerical model for benchmarking and validation. The FSM
method uses common GIS operations to identify flood-prone depressions from a high-resolution
digital elevation model (DEM). The TWI method employs the maximum likelihood method (MLE) to
probabilistically calibrate a TWI threshold (τ) based on the inundation maps from a 2D hydrodynamic
model for a given spatial window (W) within the urban area. We found that the FSM method clearly
outperforms the TWI method both conceptually and effectively in terms of model performance.

Keywords: urban pluvial flooding; digital elevation model (DEM); fill–spill–merge method; topo-
graphic wetness index (TWI); TELEMAC-2D model; flood-prone area

1. Introduction

Pluvial flooding causes massive human and economic losses [1,2]. They are considered
as an omnipresent hazard both in urban and rural areas, e.g., [3,4]. Pluvial floods are caused
by intensive and short duration precipitation storms due to the limited capacity of storm
drainage systems, typically called “minor systems”, which result in the generation of
overland flow that travels through the terrain, depressions and the road networks, creating
a surface flow network typically called the “major system”. The major system could
transfer the overland flow for a long distance, which can cause flooding in an area that is
located far from the location where the minor system’s capacity was exceeded [5,6].

Pluvial flood-prone areas can be defined as the low elevated areas within the urban
watershed where excess runoff accumulates [7]. It is challenging to predict pluvial floods
as they could strike areas with no flood records with little warning time. They have no
defined flood plains such as rivers and seashores [8]. Furthermore, they depend on how
well the storm drainage system and the associated infrastructure respond to a sudden
precipitation storm. The damage depends not only on the event intensity and duration
but also on physical and social urban characteristics [9–11]. The European Flood Directive
widely implements flood hazard maps for rivers and coastal areas, but corresponding
efforts are scarce for pluvial flooding [8,12,13].

Urban pluvial floods are affected by several local factors, for example, the presence
and maintenance conditions of the storm drainage system, the existence of underground
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infrastructures, and the extent of impervious surfaces within the urban watershed [8]. Sus-
tainable urban development requires efficient pluvial flood modeling [14]. Urban pluvial
flood hazard mapping is commonly carried out by performing hydrologic modeling to
estimate the excess runoff followed by a 1D-2D hydrodynamic simulation to compute the
inundation extent and depth and runoff velocity. This method is considered the most accu-
rate representation of the storm drainage system. However, this method is computationally
expensive, requires comprehensive knowledge of hydrology and hydraulics, as well as
detailed input data such as topography, land cover, soil type, and storm drainage system
data, which hamper its widespread application in a large urban watershed for pluvial flood
hazard mapping and early warnings [15–17].

In recent years, the increasing availability of higher resolution DEM has encouraged
not only the advanced application of the 2D hydrodynamic models but also the develop-
ment of quick and simplified methods that are based on DEM as valid alternatives for flood
hazard mapping. These simplified methods have been mainly developed and applied for
mapping fluvial flood hazards, and their application for pluvial flooding hazard mapping
is still sparse in the literature [18]. They are less accurate than using detailed hydrologic and
1D-2D hydrodynamic models, but they are faster and require fewer input data. Therefore,
they are suitable for flood hazard mapping and early warnings for urban areas. Many of
the simplified models are based on the fill–spill–merge (FSM) concept where the excess
runoff concentrates in the DEM depressions and when a depression is completely filled
with excess runoff, the excess runoff spills, and flows downstream towards lower elevated
depressions. References [14,18,19] applied the FSM method to different case studies in
China, Italy, and Denmark. FSM can map the pluvial flood hazard in urban watersheds
quickly as it only shows the final inundation extent. Reference [18] evaluated the FSM
method performance based on evaluating the estimated inundation area extent with the
obtained inundation area extent from a 2D hydrodynamic model. However, they did not
evaluate the water depth, which is vital for damage assessment. Therefore, this study
evaluates the FSM method performance based on both flood extent and the water depth
for pluvial flooding.

Other previous studies proposed methods to delineate flood-prone areas based on
geomorphic classifiers [20–22]. They are suitable for data-scarce regions and to analyze
large geographic regions that have limited information on flooding potential. Reference
[23] showed that urban flood reported areas tend to have high TWI values and suggested
using the TWI as an index for urban pluvial flooding. On the contrary, Reference [24]
showed that TWI failed to map the urban pluvial flooding and proposed a DEM-based
index to map the urban pluvial flooding, namely the topographic control index (TCI).
References [25–27] proposed a framework for identifying urban flood-prone areas based
on TWI. The framework (hereafter, the TWI method) uses the maximum likelihood method
(MLE) to probabilistically calibrate the TWI threshold (τ) based on the inundation maps
from a 2D hydrodynamic model for a given spatial window (W) within the urban area,
where areas with TWI values that exceed the TWI threshold (τ) are defined as flood-prone
areas.

The objective of this study is to evaluate and compare the FSM method and the TWI
method to assess and map pluvial flooding and highlight the limitations of each method.
We applied the two methods to two urban areas in Berlin for different precipitation depths
ranging from 30 to 150 mm (10 mm increments) and used the TELEMAC-2D hydrodynamic
numerical model for benchmarking and validation to show how these methods can mimic
the behavior of a 2D-hydrodynamic model with regard to inundation depth and inundation
extent. Finally, we discuss the advantages and limitations of each method.

2. Data

The high-resolution DEM was downloaded from Berlin’s city geographical informa-
tion systems spatial databases [28]. The DEM has a 1 × 1 m horizontal resolution and
20 cm vertical accuracy, as shown in Figure 1a. The soil type, hydrologic condition [29]
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and land use data from open street map [30] were used to generate the curve number
map. Furthermore, the radar precipitation data for the period between 2005 and 2019 were
obtained from the German Weather Service (DWD) [31,32].

Figure 1. (a) Digital elevation model (DEM) of Berlin, the two case studies and the city districts.
(b) The spatial distribution of TWI for Berlin and the city districts.

3. Models
3.1. Two-Dimensional Hydrodynamic Simulations

We used the TELEMAC-2D model to perform the 2D hydrodynamic simulations. The
TELEMAC-2D model [33,34] is an open-source model and included in the TELEMAC-
MASCARET suite. It solves the shallow water equations using both the finite volume
method (FVM) and the finite element method (FEM) over non-structured triangular grids.
Urban flood inundation mapping is considered a challenge because of the complex char-
acteristics of the urban watersheds. Buildings are known as one of the most significant
components of urban flood modeling because they withstand the flow of excess runoff.
Reference [35] showed that the building resistance (BR) method is the best representation
of buildings in numerical models. The BR method is based on assigning a high roughness
coefficient value to the buildings to allow excess runoff to flow through the buildings.
Furthermore, the roughness coefficient is also a significant uncertainty factor in urban
flood modeling. In the current study, the Manning roughness coefficient was defined
based on the surface type as follows: 104 m−1/3· s for buildings and 0.013 for other surface
types [36–38].

The Blue Kenue software was used to define the boundary conditions and to generate
the non-structured triangular mesh with a maximum side length of 1 m for the TELEMAC-
2D model [39]. A one-hour event duration and precipitation depths ranging from 30 to
150 mm (10 mm increments) were used to perform the simulations. The precipitation
depth range was selected based on the analysis of the extreme precipitation events that
caused urban flooding in Berlin in the period between 2005 and 2019 [31,32]. Infiltration
and losses were estimated by the SCS-CN method per pixel. We tested both the FVM
and FEM. Eventually, FVM was used for all the numerical simulations to obtain better
simulation accuracy [40]. Finally, a variable computation time step was defined according
to the Courant’s criterion (Cu ≤ 1.0). We used the inundated areas from the TELEMAC-2D
model as a “true” reference to evaluate the other implemented methods.

3.2. The Fill–Spill–Merge (FSM) Method

The FSM method identifies flood-prone areas based on nested depressions as extracted
from a DEM, the accumulated precipitation volume in depressions, and the vertical and
horizontal connectivity between the depressions: when a depression is filled, excess runoff
water spills and flows downstream to depressions at a lower elevation, as shown in Figure 2a.
Figure 2b,c shows the depression filling process and the vertical hierarchy structure, re-
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spectively. The FSM method considers flood-prone areas as areas within the depression
with an elevation below a specified water level, as shown in Figure 2.

Figure 2. Process of the FSM method. (a) Runoff flowing process between depressions. (b) Schematic
of the nested depressions. (c) Vertical hierarchical tree.

We implemented three main steps to estimate the inundation depth, extent, and
volume in a study area, as shown in Figure 3: (1) DEM prepossessing and derivation of
effective rainfall, (2) flood routing and (3) hazard mapping.

1. DEM prepossessing and derivation of effective rainfall: The first step in delineating
a watershed is to fill sinks, in which existing depressions (called also sinks and pits)
in the DEM are filled to guarantee stream connectivity. However, excess runoff is
accumulated in these depressions in urban watersheds. Therefore, it is vital to identify
them in urban areas as they are more prone to urban flooding. Depressions were
identified by computing the elevation difference between the filled DEM and the
original DEM in ArcGIS (v. 10.5.1). After that, only depressions with a depth of more
than 0.20 m (the vertical accuracy of the original DEM) and surface areas bigger than
1000 m2 were considered. We calculated the flow direction and the flow accumulation
using the D8 algorithm from the filled DEM and used them to estimate the flow paths,
spilling points, and the vertical hierarchy of the depressions. Finally, we obtained
the partially filled DEM by filling the depressions in the original DEM except for the
selected depressions. The partially filled DEM was used to estimate the contributing
watershed for each depression. The curve number method was used to estimate the
effective rainfall for each pixel. Therefore, the curve number map for Berlin was
created based on the soil type, hydrologic condition from [29] and land use from an
open street map [30], Figure 3 shows the implemented workflow.

2. Flood routing: In general, rainfall is transformed to either evapotranspiration, infil-
tration, or surface and sewer system runoff. Runoff at the surface and in the urban
storm drainage system could contribute to pluvial flooding in terms of inundation
of areas in depressions. This study neglected the latter because of the difficulties of
obtaining the detailed urban storm drainage system data if they exist. In addition,
the urban storm drainage system tends to be ineffective in the case of intensive rain-
storms [41,42]. Using the Hydrologic Engineering Center—Hydrologic Modeling
System (HEC-HMS) model [43], we estimated the excess runoff based on the SCS
method [44] for precipitation depths ranging from 30 to 150 mm (10 mm increments),
performed the runoff routing, and estimated the stored depth and volume at each
depression.

3. Hazard mapping: We estimated the water depth and inundation extent inside the
depressions by subtracting the obtained water level minus the elevation for each pixel
from the original DEM in ArcGIS (v. 10.5.1).
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Figure 3. FSM method’s workflow.

3.3. TWI Method

The TWI was initially introduced by [45] for conceptual hydrological modeling at the
catchment scale on mountainous and hilly terrain. It was intended to reflect the tendency
of a location along a hillslope to generate surface runoff from saturation excess but was
later used to generally represent the tendency of a location to accumulate water subject
to the local slope and the upstream contributing area. To that end, it was also suggested
as an index for pluvial flooding in urban areas [23]. We obtained the TWI from a DEM
using ArcGIS (v. 10.5.1): the eight-direction (D8) flow model was used to calculate the flow
direction from the fully filled DEM, upslope area and local slope. Finally, we estimated the
TWI on a cell-by-cell basis, as shown in Figure 1b:

TWI = ln(a/tanβ), (1)

The parameter a represents the upslope contributing area per grid length, and β is the
local slope angle.

We applied the TWI method in Berlin to identify flood-prone areas (referred to as FP).
The underlying assumption is that a location is flood-prone if its TWI exceeds a certain
threshold τ. The estimation of τ employs the maximum likelihood method, as described in
detail by [25–27]. We used the inundation maps from the TELEMAC-2D model for two
case studies within Berlin, which have frequent flooding, to estimate the TWI threshold (τ)
for each case independently.

Hence, FP represents the pluvial flood-prone area that meets the condition TWI > τ,
and IN represents the inundated area as obtained from the TELEMAC-2D model for a
certain precipitation event depth (simulated water depth h is larger than 0, h > 0) as shown
in Figure 4a. The probability of correctly identifying the flood-prone area, or the likelihood
function for τ (L(τ|W)), can be calculated for various values of τ as follows:

L(τ|W) = P(FP, IN|τ, W) + P(FP, IN|τ, W) (2)

where P(FP, IN|τ, W) indicates the probability that a certain pixel within a spatial window
W is identified both as inundated IN (based on the calculated inundation maps from
TELEMAC-2D model) and FP (based on the TWI method), and conditioned on a given
value of τ. Furthermore, P(FP, IN|τ, W) indicates the probability that a certain pixel within
the spatial window W is neither identified as IN nor as FP conditioned on a given τ.
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Figure 4. Flood-prone (FP) and inundated (IN) areas.

P(FP, IN|τ, W) and P(FP, IN|τ, W) could be expanded by utilizing the product rule
of the probability theory [46], as follows:

P(FP, IN|τ, W) = P(FP|τ, W) · P(IN|FP, τ, W) (3)

P(FP, IN|τ, W) = P(FP|τ, W) · P(IN|FP, τ, W) (4)

where P(FP|τ, W) and P(FP|τ, W) indicate the probability that a certain pixel within the
spatial window W is FP and FP, respectively, conditioned on a given value of τ. The
P(IN|FP, τ, W) indicates the probability that a certain pixel within the spatial window
W is identified as IN on the condition that it is FP, and P(IN|FP, τ, W) indicates the
probability that a certain pixel within the spatial window W is identified as IN on the
condition that it is FP, for a given value of τ.

Maximum Likelihood Estimation

1. Mesoscale estimations: The terrain in Berlin is relatively flat. Therefore, we calcu-
lated the P(FP|τ, W) using the spatial extent of the case study area as follows:

P(FP|τ, W) =
Aurban(FP)

Aurban
(5)

where Aurban(FP) indicates the FP area within the case study area (area with TWI
values > τ) and Aurban is the case study area.

2. Microscale estimations: P(IN|FP, τ, W) and P(IN|FP, τ, W) were calculated using
the spatial extent of the selected window within the study area, as shown in Figure 5
as follows:

P(IN|FP, τ, W) =
AW(IN, FP)

Aw(FP)
(6)

P(IN|FP, τ, W) =
AW(IN, FP)

Aw(FP)
(7)

where AW(IN, FP) indicates the area that is defined as both IN and FP within the
selected window (the green-colored area in Figure 4b), and AW(FP) indicates the
area that is defined as FP within the selected window. Furthermore, AW(IN, FP)
indicates the area that is defined as neither IN nor FP within the selected window
(the yellow-colored area in Figure 4b) and AW(FP) indicates the area that is defined
as FP within the selected window.
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Figure 5. The spatial extent for the mesoscale and microscale.

Finally, we calculated the likelihood function Equation (2) and estimated the TWI
threshold value (τ) as the value that maximizes the likelihood function.

3.4. Benchmarking Experiments

1—Case Studies
We selected two case studies within Berlin, as shown in Figure 1a. They have been

frequently inundated in the last decades [47]. Case study 1 and 2 areas are 6.3 and 12.5 km2,
respectively. Depressions represent 14% and 8% of case study 1 and 2 areas, respectively.
Depressions with a surface area more than 1000 m2 represent approximately 89% of the
area of the total depression in the two case studies. The estimated historical precipitation
depth that caused flooding in the period between 2005 and 2019 for the two case studies
ranges from 30 to 150 mm based on the rainfall radar data analysis [31,32].

2—Evaluation Metrics
We compared the output of the two methods, FSM and TWI, with the output from

the TELEMAC-2D model and considered the latter as a true reference. Considering the
uncertainty of the FSM method, TWI method, and TELEMAC-2D model and the difference
in the computational domain discretization (i.e., pixel-based for FSM method and TWI
method, and unstructured triangular mesh for TELEMAC-2D model), we considered pixels
with a simulated water depth (h) higher than 0.10 m as flooded for both the FSM method
and the TWI method for comparing and evaluating the performance of the two methods.
Then, we categorized every pixel into one of the following four categories:

1. True positive (TP): correctly classified as flooded;
2. True Negative (TN): correctly classified as non-flooded;
3. False positive (FP): incorrectly classified as flooded;
4. False negative (FN): incorrectly classified as non-flooded.

The performance of the applied methods was then evaluated based on the following
metrics (Table 1):
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Table 1. Performance indices.

Index Equation Range

Sensitivity (TPR)
TP

TP + FN
0 < TPR < 1

Matthews correlation coefficient (MCC)
TP× TN − FP× FN√

(TP + FP)× (TP + FN)× (TN + FP)× (TN + FN)
−1 < MCC < 1

Flood Area Index (FAI)
TP

TP + FP + FN
0 < FAI < 1

The Sensitivity (TPR) refers to the proportion of the pixels that correctly identified
as inundated among all the inundated pixels from the true reference. The Matthews
correlation coefficient (MCC) measures the correlation between binary classifications, and
the Flood Area Index (FAI) refers to the agreement in identifying the inundated area with
the true reference.

We evaluated the output water depth (h) from the FSM method and TELEMAC-2D
model by the Nash Sutcliffe Efficiency index (NSE) [48].

NSE = 1− ∑n
i=1(W

Obs
i −Wsim

i )2

∑n
i=1(W

Obs
i −Wmean)2

(8)

where WObs
i is the water depth from the TELEMAC-2D model; Wsim

i is the water depth
from the FSM method; Wmean is the mean water depth from TELEMAC-2D model, and n is
the total number of pixels. NSE value is between −∞ and 1.0, values less than or equal to
zero indicate unacceptable performance, a value between 0 and 1.0 indicates acceptable
performance and 1.0 indicates total agreement.

4. Results and Discussion

We applied the FSM and TWI methods to identify pluvial flood prone areas for two
case studies in Berlin by using input precipitation depths from 30 to 150 mm (10 mm incre-
ments) and compared the results to the inundation extent obtained from the TELEMAC-2D
model. We structured the result section as follows: First, we estimated the TWI threshold
(τ) for the two case studies separately, considering IN areas as areas with water depths (h)
greater than zero (h > 0). We then estimated the TWI threshold (τ) for various definitions
of IN areas (water depth (h) greater than zero, 1, 5, and 10 cm) for case study 1. Finally,
we evaluated the performance of the FSM method and the TWI method compared to the
TELEMAC-2D model performance.

4.1. Maximum Likelihood Estimation

We calculated the likelihood function L(τ|w) for all possible values of τ by using
Equation (2). This was performed separately for different event precipitation depths
between 30 and 150 mm. Figure 6 shows the estimated maximum likelihood for a 100 mm
precipitation depth for case study region 1. The TWI threshold (τ) value associated with
the maximum likelihood is τ = 5.3. This means, hence, that for a 100 mm storm, we would
expect all areas in region 1 with a TWI > 5.3 to inundate. Furthermore, we defined the
maximum likelihood interval as the τ interval that represents the 99th percentile of the
estimated maximum likelihood values. The maximum likelihood interval is [4.8, 6.4] for
case study 1 for the 100 mm precipitation depth, as shown in Figure 6.
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Figure 6. Likelihood function L(τ/W) for a 100 mm precipitation depth (case study 1).

Figure 7 shows the estimated TWI threshold (τ) for the two case studies together with
the 99% confidence interval, depending on precipitation depth. The values of τ are very
similar for the two case studies. It also appears that after exceeding a certain precipitation
threshold (100 mm in the two case studies), τ does not decrease much more with increasing
the precipitation. A possible explanation is that a further increase in precipitation does not
increase the inundation extent but only the inundation depth. This is shown in Figure 8 with
the inundation-extent for 100 and 150 mm precipitation depths and the inundation depth
difference from the two precipitation depth scenarios.

40 60 80 100 120 140
Precipitation (mm)

5
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8

9

10

11

TW
I t

hr
es

ho
ld

 (
)

Case study 1
Case study 2

Figure 7. TWI threshold (τ) for the two case studies with the 99% confidence interval.
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Figure 8. Inundation-extent for 100 and 150 mm precipitation depths for case study 1.

4.2. Water Depth (h) Threshold

References [25–27] defined inundated areas as areas with a water depth greater than zero.
However, inundation starts to become a disturbance for pedestrians when the water depth
exceeds 10 cm (height of sidewalk) and cars when the water depth is typically higher than
30 cm (depth at which the floodwater reaches the car electronics and causes traffic chaos) [24].
Therefore, we estimated the TWI threshold (τ) by defining the inundated areas as areas with
water depths greater than zero, 1, 5, and 10 cm for case study 1. The likelihood function
L(τ|W) for case study 1 for a precipitation depth 100 mm is shown in Figure 9 for the different
water depth thresholds as a function of τ. As expected, the τ value corresponding to the
maximum likelihood increased with increasing the water depth threshold. As a consequence,
flood-prone areas as identified by the TWI method decrease with an increasing water depth
threshold, as shown in Figure 10. Furthermore, Figure 10 shows that estimated flood-prone
areas did not change with increasing the water depth threshold from 1 to 10 cm, which
could be explained by the low difference between the estimated TWI thresholds (τ) for
these water depth thresholds.
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Figure 9. Likelihood function L(τ/W) for a 100 mm precipitation depth (case study 1).

h > 0
h > 1 cm
h > 10 cm

h > 5 cm
Not Flooded³

0 0,8 1,60,4 Kilometers

Figure 10. Flood-prone area (FP) for different water depth thresholds for a 100 mm precipitation depth.

Figure 11a shows the estimated TWI threshold (τ) for different water depths thresholds
and precipitation depths for case study 1. As we can see, the TWI method could not find a
local maximum for the likelihood function and hence no τ value for lower precipitation
depths together with water depth thresholds greater than zero (h > 0). Obviously, this limits
the applicability of the TWI method to identify flood-prone areas for impact-relevant water
depth thresholds in combination with rather low (but also impact-relevant) precipitation
scenarios. The reason behind the inability to identify a value for τ in such cases (i.e.,
the inability to find a local maximum in the likelihood function) can be explained by
looking at the two components of the likelihood function Equation (2): the P(FP, IN|τ, W)
(the probability of areas being identified both as flood-prone by the TWI method and
as inundated based on the TELEMAC-2D model), and P(FP, IN|τ, W) (the probability
of areas being neither identified as flood-prone nor modeled as inundated). As we can
see in Figure 12a, an increase in the water depth threshold (h) beyond 0 cm reduces the
inundated area (IN) so much that the probability term P(FP, IN|τ, W) is reduced to just
a negligible contribution to the maximum likelihood value L(τ|W). As a consequence,
L(τ|W) is dominated by the probability of identifying an area as neither flood-prone nor
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inundated (P(FP, IN|τ, W)), as shown in Figure 12b,c. In that case, maximizing L(τ|W)
corresponds to choosing the maximum possible TWI value in the spatial domain W.

30 50 70 90 110 130 150
Precipitation depth (mm)
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ho

ld
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(a)
h > 0
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h > 5 cm
h > 10 cm
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0

10

20

30

40

50

60

In
un

da
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d 
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ea
 (%

)

(b)

Figure 11. (a) TWI threshold (τ) for different water depth thresholds (h). (b) Percentage of inundated
areas for different water depth thresholds (h).

Figure 12. Probabilities of 50 mm precipitation event.

4.3. Evaluating FSM and TWI Methods Performance

Figure 13 shows the performance of the FSM and TWI methods with regards to their
ability to represent the inundation extent as simulated by the TELEMAC-2D model for
the different precipitation scenarios (from 30 to 150 mm) and case study areas. A pixel is
considered as flooded if the simulated water depth (h) exceeds 0.10 m. For this threshold
of h, the performance of the TWI method could only be measured for precipitation depths
of 90 mm and more (see the above discussion about how the estimation of τ is limited).

Figure 13 highlights two main results: first, the FSM method clearly outperforms
the TWI method for those precipitation depths for which both methods are applicable
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(i.e., 90 mm and more). This holds for both case studies and all performance metrics
(sensitivity TPR, Matthew Correlation Coefficient MCC, Flood Area Index FAI). For a
100 mm precipitation event, e.g., the FSM method has a TPR of 0.72 and 0.68 (case studies 1
and 2) while the TWI method only achieves TPR values of 0.37 and 0.26 for the same event.

Second, the performance of all methods tends to increase with precipitation depth.
This is most pronounced for case study 1 with both methods across all performance metrics:
TPR increases from 0.31 to 0.79, MCC from 0.08 to 0.76, and FAI from 0.02 to 0.67. For
case study 2, the performance metrics increase steeply at first. Then, MCC and FAI values
of the FSM method slightly decline at precipitation depths of more than 110 mm, and
TPR exhibits a more pronounced decrease beyond 100 mm of precipitation. The reason
for this behavior of the FSM method in case study 2 is that the depressions in this area
were completely filled with excess runoff at a precipitation depth around 100 m, so that
inundation spread to areas outside the depressions. The FSM method, however, only
represents inundation within depressions. Therefore, the method fails to represent flooding
beyond depressions and hence shows a performance decrease for such situations. For the
TWI method, such a decrease in performance does not occur as it is not explicitly limited
to represent depressions (but obviously, the performance of the TWI method continues to
increase at a much lower performance level). Please note that, for a more comprehensive
evaluation, we provided additional evaluation metrics (precision, specificity, accuracy, and
balanced accuracy) in Figure S1 in the supplementary material. However, these additional
metrics do not provide new insights as to the differences in performance for the different
models, case studies, and precipitation thresholds, so we do not discuss them here in
further detail.
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Figure 13. Performance indices for the FSM and TWI methods for different precipitation scenarios.

In Figure 14, we compare the spatial distribution of inundated areas from FSM and
TWI methods with the inundation obtained from the TELEMAC-2D model for a 100 mm
precipitation depth scenario. With this figure, we can better understand why the FSM
method outperforms the TWI method so clearly. Obviously, the TWI method fails to
identify the inundated areas since the TWI concept does not include the concept of a
“depression” as a flood-prone structure and hence fails to correctly detect depressions in
terms of flood-prone areas. It is exactly the inherent strength of the FSM method to identify
such depressions, so that the inundation extent obtained from the FSM method agrees well
with the TELEMAC-2D model.

In order to evaluate the ability of the FSM method not only to identify flood-prone
areas but also the water depth in inundated areas, we calculated the Nash–Sutcliffe Ef-
ficiency (NSE) for the two case studies, as shown in Figure 15. The NSE values for case
study 1 continuously increase with precipitation depth from −68.66 to 0.78. For case study
2, the NSE increases from −4.42 to 0.47, and starts to saturate (and slightly decrease) at
precipitation depths above 70 mm. Given that the NSE indicates skill only for values
above 0 (as compared to just assuming an average observation), the FSM method can be
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considered as skillful to quantify inundation depth only for precipitation depths beyond
90 (case study 1) and 50 mm (case study 2).

(b)

³

Case Study 1
True Negative
False Positive
False Negative
True Positive

0 0,8 1,60,4 Kilometers

(a)

Figure 14. Comparison of the inundation extent for a 100 mm precipitation event: (a) Comparison of
TELEMAC-2D model and the TWI method inundation extents. (b) Comparison of TELEMAC-2D
model and the FSM method inundation extents.
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Figure 15. NSE values for the simulation results of the two case studies.
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5. Conclusions

Loss and damage caused by pluvial floods are increasing globally, yet the establish-
ment of accurate hazard and risk maps is still impeded by high computational costs and the
resource-intensive model setup of hydrodynamic models. At the same time, the availability
of high-resolution DEMs is increasing, which means that limitations in terms of the avail-
ability of high-quality data are not as acute as, e.g., a decade ago. Still, we require effective
and efficient techniques to capitalize on the potential of these data. In the present study, we
evaluated two methods that have been suggested in the recent literature to identify urban
areas that are prone to pluvial flooding, namely the Fill–Spill–Merge (FSM) method and
the Topographic Wetness Index (TWI) method. As a reference for this evaluation, we used
the hydrodynamic model TELEMAC-2D. As case studies for this evaluation, we selected
two areas in the city of Berlin, Germany.

The TWI method has the obvious advantage that a map of TWI values can be created
with minimal effort from a DEM. The TWI method, however, requires a “calibration” in
the sense that a TWI threshold τ has to be estimated above which a location is considered
as flood-prone (by using maximum likelihood estimation). This calibration has to be
repeated for each precipitation depth of interest. To this end, a reference is required, here
the simulation results of a hydrodynamic model (TELEMAC-2D). While this requirement
is certainly undesirable, as it again involves the effort to set up and apply a hydrodynamic
model, we found that the identified values of τ were similar for the two case study areas,
so that there might be potential to transfer threshold values between regions of application.
Unfortunately, though, we found serious limitations in the applicability of the TWI method,
at least in a rather flat terrain such as Berlin. Using maximum likelihood estimation, we
were unable to identify a local likelihood maximum and hence a value for τ for lower but
still impact-relevant precipitation depths. We were only able to estimate τ across the entire
range of precipitation event depths from 30 to 150 mm in the case we defined an “inundated
area” as an area where the water depth exceeded 0 m. However, if we defined inundation
as a water depth exceeding 0.1 m, we were only able to identify τ for precipitation depths
of 90 mm and more.

Apart from this serious limitation, the FSM method clearly outperformed the TWI
method when it came to detecting flood-prone areas in terms of inundation above 0.1 m.
This superiority of the FSM method held for both case study regions and across all consid-
ered performance metrics (sensitivity TPR, Matthew Correlation MCC, Flood Area index
FAI). The main reason for the failure of the TWI method was that inundation patterns
in urban areas are dominated by depressions, while the TWI method has no “notion”
of depressions as a structural element that is specifically prone to the accumulation of
excess runoff.

While the FSM method was clearly superior to the TWI method, we also found that
its performance tends to be higher with increasing event precipitation. For case study
2, however, we also found that the performance of the FSM method can start to decline
with very high precipitation depths in case inundation starts to spread beyond depression
structures. While the FSM method is theoretically able to point out flood-prone areas
and quantify the water depth in flooded areas, this ability was only recognizable beyond
minimum precipitation depths of 50 and 90 mm (case study 2 and 1, respectively).

In summary, however, our study showed that at least for the investigated case study
areas, the simple and easy to apply TWI method cannot at all compete with the FSM method.
Another large advantage of the FSM method is that it does not need to be calibrated to
the output of a hydrodynamic model, while its application is about 600 times faster than
the hydrodynamic model. Therefore, while the transferability of the FSM method appears
high, it is still limited by the effort to actually set up the required model chain: this requires
the DEM pre-processing and depression analysis as well as the implementation of runoff
routing in a hydrological model. Prospective research should hence aim at providing more
efficient and reproducible software tools so that future efforts can advance with more
informative and extensive benchmarking experiments.
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