
Similarity-based Interference and
Faulty Encoding Accounts of

Sentence Processing

Anna Laurinavichyute

Doctoral Thesis submitted to the Faculty of Human Sciences at the

University of Potsdam in partial fulfillment of the requirements for the

degree of Doctor of Philosophy.

The Faculty of Human Sciences

University of Potsdam

2020

Supervisors:

Prof. Dr. Shravan Vasishth and Dr. Titus von der Malsburg



Unless otherwise indicated, this work is licensed under a Creative Commons License 
Attribution 4.0 International. 
This does not apply to quoted content and works based on other permissions. 
To view a copy of this license visit: 
https://creativecommons.org/licenses/by/4.0 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Submitted: August 5, 2020 
Defended: June 8, 2021 
 
Reviewers: 
Prof. Dr. Shravan Vasishth, University of Potsdam, Germany 
Prof. Dr. Dan Parker, College of William & Mary, USA 
 
 
 
Published online on the 
Publication Server of the University of Potsdam: 
https://doi.org/10.25932/publishup-50966 
https://nbn-resolving.org/urn:nbn:de:kobv:517-opus4-509669 





Similarity-based Interference and Faulty

Encoding Accounts of Sentence Processing

Anna Laurinavichyute

Abstract

The goal of this dissertation is to empirically evaluate the predictions of two classes

of models applied to language processing: the similarity-based interference models

(Lewis & Vasishth, 2005; McElree, 2000) and the group of smaller-scale accounts

that we will refer to as faulty encoding accounts (Bock & Eberhard, 1993b; Eberhard

et al., 2005). Both types of accounts make predictions with regard to processing the

same class of structures: sentences containing a non-subject (interfering) noun in

addition to a subject noun and a verb. Both accounts make the same predictions for

processing ungrammatical sentences with a number-mismatching interfering noun,

and this prediction finds consistent support in the data. However, the similarity-based

interference accounts predict similar effects not only for morphosyntactic, but also

for the semantic level of language organization. We verified this prediction in three

single-trial online experiments, where we found consistent support for the predictions

of the similarity-based interference account. In addition, we report computational

simulations further supporting the similarity-based interference accounts. The

combined evidence suggests that the faulty encoding accounts are not required to

explain comprehension of ill-formed sentences.

For the processing of grammatical sentences, the accounts make conflicting

predictions, and neither the slowdown predicted by the similarity-based interference

account, nor the complementary slowdown predicted by the faulty encoding accounts

were systematically observed. The majority of studies found no difference between

the compared configurations. We tested one possible explanation for the lack of

predicted difference, namely, that both slowdowns are present simultaneously and

thus conceal each other. We decreased the amount of similarity-based interference:

if the effects were concealing each other, decreasing one of them should allow the

other to surface. Surprisingly, throughout three larger-sample single-trial online
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experiments, we consistently found the slowdown predicted by the faulty encoding

accounts, but no effects consistent with the presence of inhibitory interference.

The overall pattern of the results observed across all the experiments reported in

this dissertation is consistent with previous findings: predictions of the interference

accounts for the processing of ungrammatical sentences receive consistent support,

but the predictions for the processing of grammatical sentences are not always met.

Recent proposals by Nicenboim et al. (2016) and Mertzen et al. (2020) suggest that

interference might arise only in people with high working memory capacity or under

deep processing mode. Following these proposals, we tested whether interference

effects might depend on the depth of processing: we manipulated the complexity of the

training materials preceding the grammatical experimental sentences while making

no changes to the experimental materials themselves. We found that the slowdown

predicted by the faulty encoding accounts disappears in the deep processing mode,

but the effects consistent with the predictions of the similarity-based interference

account do not arise.

Independently of whether similarity-based interference arises under deep process-

ing mode or not, our results suggest that the faulty encoding accounts cannot be

dismissed since they make unique predictions with regard to processing grammatical

sentences, which are supported by data. At the same time, the support is not un-

equivocal: the slowdowns are present only in the superficial processing mode, which

is not predicted by the faulty encoding accounts. Our results might therefore favor a

much simpler system that superficially tracks number features and is distracted by

every plural feature.
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Chapter 1

Introduction

While theoretical linguistics focuses on the properties of human language that allow us

to exchange messages, it abstracts away from the fact that messages are produced and

perceived by humans, who are known to be error-prone. This becomes the territory

of psycholinguistics. One of the important questions addressed by psycholinguistics

is why misinterpretations arise. On the one hand, we know from experience that

in the overwhelming majority of cases people understand language successfully,

otherwise communication would not be possible. On the other hand, we also know

that comprehension suffers from occasional errors: not every syntactic structure

is assembled faithfully, not every message is perceived in the way intended by the

speaker.

Importantly, while some types of errors are observed relatively often, other

potentially possible errors almost never arise, and when they do, it might be attributed

to an attentional glimpse. In contrast, many types of errors have long been noticed

to occur systematically, such as, for example, misinterpretation of the so-called

garden-path sentences (“The complex houses married and single soldiers and their

families”) or erroneous agreement between the subject and the verb in number (“The

computer installed in the Russian antiballistic missiles are. . . ”, adapted from Bock

and Miller, 1991).

The systematic nature of these errors led researchers to believe that they arise

due to some glitch within the mechanism responsible for language comprehension

— parser — and point at the weak spots within this mechanism. In other words,

systematic comprehension errors are a natural consequence of how the parser works,
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just as optical illusions are a natural consequence of how the visual system works.

Consequently, researchers see these linguistic illusions as an opportunity to get a

glimpse into the mechanics of human parser system, and try to infer the inner

workings of the parser based on the kinds of mistakes it occasionally makes, just as

some properties of visual perception were decoded thanks to the optical illusions.

The same logic applies to the situations in which people do not necessarily make

mistakes, but experience measurable difficulties, such as processing of garden-path

sentences (Clifton & Ferreira, 1989; Frazier, 1987; Rayner et al., 1983) or double

center embeddings (Gibson, 2000; Miller & Chomsky, 1963; Noam et al., 1957). If

processing of a certain structure is difficult, then it must make the parser approach

some kind of limit that it abides by. One of the most frequently postulated constraints

on the parser is the limitation in memory available for processing, which we will

discuss in more detail later.

Consequently, the general accounts of language processing that aim for cognitive

plausibility need to not only model production or comprehension of well-formed

sentences (and be constrained enough to not produce ill-formed structures), they

also need to capture the processing difficulties that people experience and make the

errors that people systematically make. For example, the first paper presenting what

is currently the most well-known general-purpose model of language comprehension

— the Lewis and Vasishth model — has demonstrated that the model not only

successfully processes well-formed sentences, but also predicts processing difficulties

exactly in those syntactic configurations that people struggle to parse, such as garden-

path sentences and sentences with double center embeddings (Lewis & Vasishth,

2005). Numerous other models and processing principles had been proposed in the

last 50 years to account for the particular systematic errors that comprehenders

make or for the difficulties they experience (Minimal Attachment by Frazier and

Rayner, 1982; Late Closure by Frazier, 1978; the sausage machine by Frazier and

Fodor, 1978; the feature percolation account by Vigliocco et al., 1995; the marking

and morphing model by Eberhard et al., 2005; the good-enough processing account

by Ferreira and Patson, 2007; the local coherence account by Tabor et al., 2004; etc.).

This proliferation of models reflects the rapid development of scientific thought, but

at the same time, creates a certain overabundance problem.
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In an ideal world, one parsimonious model of sentence processing that covers

a range of known effects would be more preferable than a set of narrowly-focused

accounts, each specializing in one specific effect, but making no (or false) predictions

outside its domain of application. Currently, there are several large-scale models

of sentence processing each of which accounts for a range of well-known effects:

the Lewis and Vasishth model (Engelmann et al., 2019; Lewis & Vasishth, 2005;

Nicenboim & Vasishth, 2018), the self-organized sentence processing model (Smith

et al., 2018; Tabor & Hutchins, 2004), the expectation-based surprisal account (Hale,

2001; Levy, 2008a), the noisy channel model (Levy, 2008b, 2011), and its recent

extension as a lossy-context surprisal (Futrell et al., 2020; Futrell & Levy, 2017).

All these models do not limit their domain of application and strive to account for

every existing type of linguistic structure as well as for cross-linguistic variation.

At the same time, there is a greater number of smaller-scale theoretical accounts,

each aiming to cover one known type of comprehension difficulties or errors. The

predictions of general-purpose language processing models naturally overlap with at

least some predictions of the smaller-scale accounts. This raises the question whether

at least some of the smaller-scale accounts might be redundant — cannot all known

effects be covered by the general-purpose models? Or do we need the smaller-scale

accounts because some predictions they make are unique?

The main goal of this dissertation is to empirically evaluate the predictions of the

general-purpose models assuming similarity-based interference (Lewis & Vasishth,

2005; McElree, 2000) and the predictions of the group of smaller-scale accounts that

we will refer to as faulty encoding accounts (Bock & Eberhard, 1993b; Eberhard

et al., 2005). Both the similarity-based interference and the faulty encoding accounts

make predictions with regard to processing the same general class of structures:

sentences containing some non-subject noun in addition to a subject noun and a

verb (all other constituents being optional), see (1) and (2).

(1) Ill-formed sentences:

a. The drawer with the knife apparently cuts . . .

b. The drawer with the handle apparently cuts . . .

c. The drawer with the knife apparently open . . .

12



d. The drawer with the knives apparently open . . .

(2) Well-formed sentences:

a. The admirer of the singer apparently thinks

b. The admirer of the singers apparently thinks

c. The admirer of the play apparently thinks

d. The admirer of the plays apparently thinks

. . . the show was a big success.

In both examples (1) and (2), to complete a subject-verb dependency, the parser

needs to establish a relationship between the verb and a non-adjacent subject noun

that was encountered earlier during parsing. In every sentence, there is more than

one noun, although only one is a syntactically licensed subject. In some versions of

the sentences, these additional nouns (we will refer to them as interfering nouns)

might seem to be a good match for the verb because they share some features with

the verb. In (2-c) it is the grammatical number, in (1-a) it is the semantic fit, and

in (2-a) it is both. In other versions of the sentences, the interfering nouns do not

match the verb that well.

For some sentence configurations, the predictions of the similarity-based inter-

ference and the faulty encoding accounts coincide, for others, they contradict each

other, for others still, the models make complementary predictions that can be true

at the same time. In the next section, we will review the processing mechanisms

assumed by the two groups of accounts and the predictions they make with regard

to particular sentence configurations.

1.1 Similarity-based interference accounts

Similarity-based interference is an umbrella term for the mechanisms postulated by

different memory accounts to lead to forgetting (M. C. Anderson & Neely, 1996;

Nairne, 2002b). In particular, forgetting is assumed to result from our inability

to retrieve a particular item from memory when it is similar to other items held

in memory, and not from the decay of the target item activation, as previously

believed (Brown, 1958). The underlying processes leading to poorer recall can be

13



different: corruption of the item representation during encoding or maintenance in

memory when similar items are already memorized (encoding interference, proposed

in Lewandowsky et al., 2008; Oberauer and Kliegl, 2006), or errors that arise during

retrieval from memory (retrieval interference, proposed in J. R. Anderson and Lebiere,

1998; M. C. Anderson and Neely, 1996; Oberauer and Kliegl, 2006).

Why is the concept of similarity-based interference relevant to language processing?

We assume that the processing of ongoing linguistic input must rely on memory in

order to build syntactic and semantic relationships between words in real time. Speech

proceeds one word at a time, and once a word is uttered, there is no opportunity

to hear it again. Yet people are surprisingly efficient at extracting meaning under

these circumstances1. Based on that observation, researchers conclude that human

parser must rely on memory in order to store and extract the constituents when

needed, which, in turn, allows the parser to build relationships between words and

constituents that had been processed some time ago. The second assumption linking

language processing and memory is that parsing must be subserved by the same

memory mechanisms that are used in other tasks. That is, memory resources required

for parsing are not domain-specific, and language processing must adhere to the

general restrictions imposed by human memory, and must be fallible in those cases

where human memory generally is. In particular, the general mechanisms that

affect recall, such as similarity-based interference, must affect recall required during

parsing as well. This assumption is shared, in particular, by the models of sentence

comprehension introduced by Lewis and Vasishth (2005) and McElree (2000).

The Lewis and Vasishth model relies on the cognitive architecture ACT-R (J. R.

Anderson, 1996, 2014). The central assumption of the model is that only one item

is immediately available for processing: words and more complex constituents are

activated when they are encountered, but then their activation decays. Consequently,

when a dependency between two constituents must be built, only the one that is

currently being processed is available, the other must be reactivated and retrieved

from content-addressable memory in order to complete the dependency. Retrieval

from memory is central to parsing: it determines the structure that will be built;

1Although during reading, we can get back to the parts of text or sentence that we had already
read, people do not generally do it; constant rereading is rare and signals general comprehension
difficulties (Vasishth et al., 2013).
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in addition, while other operations involved in processing have constant latencies,

retrieval latencies can vary, and it is the retrieval latency that ultimately determines

the differences in processing times between structures. We will now review how

retrieval works in more detail.

In the Lewis and Vasishth model, each word and constituent is represented as a

bundle of features. When an already processed word is required in order to build a

syntactic dependency, the parser initializes retrieval from memory by identifying a

set of features that the word must have, and sets retrieval cues for these features

(such as +MASCULINE, PLURAL). Note that retrieval cues do not necessarily target all

the features of the to-be retrieved word. If the retrieval site is a verb unmarked for

number, then number cannot be specified as a retrieval cue since no information is

available, although the word that needs to be retrieved may have a value of number

feature.

When retrieval cues are set, each cue propagates activation among all items that

have a feature matching the cue. It is this spreading activation that largely determines

the outcome of the retrieval operation. To be retrieved, a constituent must have

the highest activation among other items in memory, and this activation should also

exceed the retrieval activation threshold. The activation of each item depends on its

base-level activation (corresponding to the recency of its use), spreading activation,

and random noise. In an ideal situation, only one item — the target of retrieval —

matches all the retrieval cues and gets all the spreading activation. It will have the

highest activation among other items in memory and will be retrieved. Importantly,

the activation of an item that is selected for retrieval determines also the speed of

its retrieval: the higher the activation, the greater is the retrieval speed.

However, the target of retrieval is often not the only item that has features

matching retrieval cues. If that is the case, spreading activation is divided equally

among all the constituents that match retrieval cues. For example, if several nouns

have been processed by the time when search for a particular noun is initiated, the

activation that the +NOUN cue spreads is divided equally among all the nouns. This

situation is referred to as cue overload. According to the Lewis and Vasishth model,

it is precisely the cue overload that is responsible for similarity-based interference.

When some of the spreading activation goes to the non-target items, the target item
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gets less activation than it could have received, and is retrieved more slowly than

if it were the only item matching all the retrieval cues. This slowdown is referred

to as inhibitory interference. In extreme cases, the target item may end up having

lower activation that some other item in memory (due to random fluctuations in

activation, for example), and not get selected for retrieval.

Another account assuming similarity-based interference in language processing is

the direct access model proposed by McElree (Martin & McElree, 2011; McElree,

2000; McElree et al., 2003). In contrast to the Lewis and Vasishth model, it was not

formally specified and makes no quantifiable predictions with regard to processing

times. The central assumption of the model is that the latency of each retrieval is

constant (modulo noise) and does not depend on the activation of the target item

in memory. But due to cue overload, retrieval may fail. In that case, additional

retrieval attempt will be initiated, which will affect processing times. Although the

proposed mechanism was recently formalized and pit against the predictions of the

Lewis and Vasishth model by Nicenboim and Vasishth (2018), we will not evaluate

the detailed predictions of the direct access model in the following sections because

its predictions for processing ill-formed sentences are still unclear.

To summarize, similarity-based interference accounts assume that language pro-

cessing is subserved by domain-general memory and must adhere to the limitations

imposed on human memory. In particular, language processing must be fallible to

similarity-based interference: when several words that are held in memory share

some linguistic property, forming a dependency between the currently processed

word and one of the words held in memory should be more difficult and fail more

often than if the targeted word had a unique feature markup. Both the Lewis and

Vasishth model and the direct access model by McElree specifically assume that

similarity-based interference arises at the stage of retrieval from memory. Surprisingly,

the experimental evidence supporting this assumption is rather scarce: the seminal

paper by Van Dyke and McElree (2006) reported effects compatible with retrieval,

but not encoding interference; however, a recent replication by the same authors

(Van Dyke et al., 2014) as well as a large-scale replication attempt (Mertzen et al.,

2020) failed to find retrieval interference effects across three languages.

Chapter 2 of this dissertation (published as Laurinavichyute et al., 2017) aims

16



to answer two questions: whether similarity-based interference influences the pro-

cessing of reflexive-antecedent dependency, and if it does, whether interference arises

specifically during retrieval from memory. We report three experiments targeting

similarity-based interference in processing grammatical sentences with gender-marked

personal pronouns compared to gender-unmarked reflexives (Experiment 1, German),

and gender-unmarked reflexives compared to gender-marked reflexives (Experiments

2A and 2B, Russian). Across three experiments, we found no main inhibitory effect

of gender match between the antecedent and the interfering noun. However, in Ex-

periments 2A and 2B participants had longer reading times at the gender-unmarked,

but not gender-marked reflexive in conditions where the gender of the antecedent and

the interfering noun coincided (only participants with high comprehension question

response accuracy in case of Experiment 2A). These results are incompatible with

retrieval interference: if interference arises during retrieval, we should not observe

any inhibitory interference effects in processing gender-unmarked reflexives since

gender is not available as a retrieval cue. Our results are instead compatible with

encoding interference, which might, however, observed only in a subset of readers,

those who answered most comprehension questions correctly. Whether high accuracy

of our participants results from higher working memory capacity, greater attention

to the task, or higher motivation to perform the task, it seems to be correlated with

similarity-based interference. For a more extended discussion of possible processing

strategies that might link interference to any of the properties mentioned above, the

reader can refer to Mertzen et al., 2020; Nicenboim et al., 2016; Swets et al., 2008;

Von der Malsburg and Vasishth, 2013.

To summarize, across two experiments (and only in a subset of participants in

Experiment 2A) we found slowdowns in reading times consistent with the predicted

inhibitory interference effect, but crucially, interference could have arisen only during

encoding to memory, not retrieval from memory. And although the Lewis and

Vasishth model specifically assumes that similarity-based interference arises during

retrieval, in the remainder of this chapter we will refer to similarity-based interference

in general rather than retrieval interference even when discussing the predictions of

the Lewis and Vasishth model.
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1.2 Faulty encoding accounts

While the distinctive feature of the similarity-based interference accounts is that

they draw inspiration from memory research, and, in case of the Lewis and Vasishth

model, aim to explain the processing of all kinds of syntactic (and discourse, see

Brasoveanu and Dotlačil, 2019) structures, the group of faulty encoding accounts

differs along both dimensions: these accounts rely on syntactic theory and aim to

cover a limited set of syntactic configurations. They assume that difficulties and

errors in processing stem not from limitations imposed by memory, but rather from

the normal morphosyntactic processing gone astray.

The faulty encoding accounts were originally designed to explain agreement

attraction errors in production. Agreement attraction is the term that originally

referred to the relatively frequently occurring type of error in spontaneous speech,

such as “We speculate that the difference between the studies stem from...”. The

crucial factor contributing to the emergence of attraction errors is the presence of an

interfering noun, the co-called attractor (studies in the example above), that takes over

morphosyntactic control of the verb. A parallel effect was found in comprehension:

in ungrammatical sentences where the attractor has the same number marking as

the verb, reading times on the verb are faster than in control sentences where the

number marking of the attractor does not match that on the verb. In addition,

ungrammatical sentences with attraction errors are more often judged as grammatical

or acceptable than ungrammatical sentences that do not contain an interfering noun

matching the verb in number (Hammerly et al., 2019; Patson & Husband, 2016;

Vasishth et al., 2017; Wagers et al., 2009). As a result of finding these effects in

comprehension, the predictions of the faulty encoding accounts were extrapolated

to comprehension under the assumption that production system is being actively

used to facilitate comprehension (Christiansen & Chater, 2016; Meyer et al., 2016;

Pickering & Garrod, 2013). We will now review the particular mechanisms proposed

in the faulty encoding accounts in more detail.

The feature percolation account (Franck et al., 2002a; Nicol et al., 1997; Vigliocco

et al., 1995; Vigliocco & Nicol, 1998) relies on the concept of feature markedness:

singular is considered to be an underspecified (unmarked) member of the binary

number opposition (see, for example, Bock & Eberhard, 1993b; Harley & Ritter,
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2002). According to the feature percolation account, if the subject noun is singular

and therefore, unmarked for number, the plural feature that belongs to an interfering

noun located within the subject noun phrase might sometimes erroneously percolate

up the syntactic tree, transfer its marking to the subject noun phrase, and thus affect

the subject-verb agreement computation. In that case, feature checking at the verb

marked for plural returns no error signal.

The feature percolation account captures an important constraint on agreement

attraction, the singular-plural asymmetry: attraction occurs when the subject noun

is marked for singular, and the interfering noun for plural, but not the other way

around (Pearlmutter et al., 1999a). Another strength of the account is that it utilizes

an independently proposed percolation mechanism (Cole et al., 1993; Cowper, 1987)

that requires only a minor change to account for the prominent class of mistakes.

At the same time, the domain of feature percolation is limited to the configurations

where the interfering noun belongs to the subject noun phrase, while attraction

errors were also found in object relative clauses (Hartsuiker et al., 2001), questions

(Vigliocco & Nicol, 1998), and direct object constructions (Schäfer et al., 2019).

In all these configurations the interfering noun is located outside the subject noun

phrase and its plural feature cannot percolate to the NP root node of the subject. In

addition, feature percolation account cannot explain how the semantic properties

of the noun phrase can influence attraction, for example, why attraction rates rise

when the prepositional phrase has a distributive interpretation (Foote & Bock, 2012;

Hartsuiker et al., 1999; Vigliocco et al., 1996), or when the semantic representation

of a collective head noun, such as team, is more multitude-like (Humphreys & Bock,

2005; Smith et al., 2018), or when the subject and the attractor nouns are more

closely linked in the mental model of the referred entity (e.g. the painting of/with

the flower, Solomon and Pearlmutter, 2004).

The second faulty encoding account was introduced in order to explain how

semantic properties of individual nouns or the whole noun phrase can influence

agreement processing. The marking and morphing model (Bock et al., 2001; Eberhard

et al., 2005) postulates that computation of subject number depends both on the

conceptual number representation of the entity that is referred to, and on the

formal number marking present in the syntactic structure. The conceptual number
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representation is called notional number — a semantic representation of the entity

that is being referred to, either as a multitude or as a singular unit. Both nouns,

such as team, and noun phrases, such as the picture on the postcards, can be

notionally plural while being syntactically singular. According to the marking and

morphing account, the subject’s notional number influences the computation of

number agreement over and above the number mismatch between the interfering

noun and the subject. Essentially, the more multitude-like the abstract representation

of the subject, the higher is the probability of using a plural verb. The assumption

that notional plurality influences agreement computation received excellent support

from empirical investigations.

The formal, morphosyntactic, part of the number assignment depends on the

weighted sum of plural morphemes on words comprising the subject noun phrase.

Consequently, a plural feature on a non-subject noun within the subject noun phrase

can disrupt number computation for a singular subject. The assumption here, again,

is that the singular number is the unmarked default value of the number opposition.

If a plural feature on an interfering number does affect subject noun computation,

and the subject receives a number value ambiguous between singular and plural, then

in some proportion of cases, subject noun phrase will be encoded as plural, and, as

in the case with feature percolation, feature checking at the verb marked for plural

will be successful. If we relax one of the model assumptions — that only plural

morphemes within the subject noun phrase affect number assignment — then the

model can also cover attraction effects caused by interfering nouns located outside

of the noun phrase (but this possibility is currently not instantiated, see Eberhard,

Cutting, and Bock 2005, p. 544).

To summarize, the faulty encoding accounts were originally proposed to explain

one particular kind of mistakes that arise both in language production and compre-

hension, the faulty number agreement with a non-subject noun. While different faulty

encoding accounts propose distinct mechanisms underlying the observed agreement

attraction effects, they still share a core property: they assume that the subject num-

ber is encoded incorrectly, either as unambiguously plural (the feature percolation

account), or as somewhat plural on the plurality continuum (the marking and mor-

phing account). In contrast to what is proposed by the similarity-based interference
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accounts, the faulty encoding accounts assume that the subject noun is identified

correctly, only its feature markup is misspecified, and agreement computation itself

proceeds correctly.

We will now turn to the particular predictions the similarity-based interference

and the faulty encoding accounts make for the processing of grammatical and

ungrammatical sentences with interfering nouns. We will start with ungrammatical

sentences.

1.3 Processing sentences with interfering nouns

1.3.1 Ungrammatical sentences

To briefly remind the reader, we are interested in the processing of the class of

ungrammatical sentences where the subject noun mismatches the verb in number

while the interfering noun (or the attractor noun, i.e. some non-subject noun present

in the sentence) can match or mismatch the verb in number, as in Example (3):

(3) a. The drawer with the knife apparently are . . .

b. The drawer with the knives apparently are . . .

While processing of ungrammatical sentences universally leads to disruption and

therefore, to slowdowns in processing times, the slowdown is greatly diminished if the

interfering noun matches the number marking on the verb, as in (3-b) as compared to

(3-a) (inter alia, Dillon et al., 2013; Jäger et al., 2020; Lago et al., 2015; Pearlmutter

et al., 1999a; Tucker et al., 2015; Wagers et al., 2009).

The Lewis and Vasishth model straightforwardly accounts for the slowdown that

arises in ungrammatical sentences without the number-matching interfering noun: in

an ungrammatical sentence, the subject matches only one retrieval cue out of two

— the structural +C-COMMAND, but not the +PLURAL cue. Consequently, the subject

gets less spreading activation, and will be retrieved slower than if the sentence was

well-formed and it received all available spreading activation. The Lewis and Vasishth

model also accounts for faster processing of ungrammatical sentences with a number-

matching interfering noun ((3-b) as compared to (3-a)). When an interfering noun
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matches the non-structural retrieval cue, both the subject noun and the interfering

noun each get half of the spreading activation. The resulting activations of both

nouns would also be very close. Recall that retrieval speed depends on the activation

of the to-be-retrieved item. If only the subject noun receives spreading activation,

retrieval (and therefore, processing) times depend solely on the activation of the

subject, however high or low it might be. If both nouns receive the same amount of

spreading activation and have very similar resulting activation levels, the processing

times on each trial will be defined by the noun with the highest activation of the

two. It means that over the course of several trials, average processing times will be

faster when there are two nouns with similar levels of activation than if there is only

one noun with the same average activation. The predicted speedup in the processing

of ungrammatical sentences with the interfering noun matching the number retrieval

cue is referred to as facilitatory interference. Processing speedups consistent with the

predicted facilitatory interference in ungrammatical sentences have been consistently

observed.

The faulty encoding accounts also predict a speedup in processing ungrammatical

sentences with an interfering noun matching the number marking on the verb.

According to the feature percolation account, a plural feature of the interfering noun

might occasionally percolate up the syntactic tree and mark the whole subject noun

phrase as plural. In that case, encountering the verb marked for plural will return no

error signal. In turn, the marking and morphing account predicts that the weighted

sum of plural morphemes within the subject noun phrase will lead to perceiving the

subject as somewhat plural on the plurality continuum. If that happens, the subject

will be in some cases encoded as plural, and encountering the verb marked for plural

will again return no error signal, the sentence would seem well-formed.

To sum up, both the similarity-based interference and the faulty encoding accounts

predict the same outcome for processing ungrammatical sentences with a number-

mismatching interfering noun, although for different reasons, and this outcome

is very consistently observed: faster reading times and more incorrect responses

are reported when the morphosyntactic marking of the verb is unlicensed by the

subject, but matches the marking on the interfering noun. Coinciding predictions do

not allow us to differentiate between the accounts. However, the similarity-based
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interference accounts have broader domain and apply the same processing principles

to any features used during parsing. In particular, similarity-based interference

accounts predict effects similar to number attraction on the semantic level of language

organization: facilitatory effects in processing the verb in ill-formed sentences where

the interfering noun matches the thematic restrictions set by the verb, which the

subject noun does not match, as in “The drawer with the knife apparently cuts . . . ”.

The crucial detail here is that while being semantically implausible, the sentence

is grammatically well-formed and contains no agreement attraction errors. As the

faulty encoding accounts explain attraction errors through faulty mechanisms of

morphosyntactic number assignment and agreement, they simply cannot predict

parallel effects on a non-morphosyntactic plane.

Precisely this semantic facilitatory interference effect (which we will also refer

to as semantic attraction) has been demonstrated in eye movements recorded while

reading (Cunnings & Sturt, 2018). However, it has not yet been compared to

the facilitatory interference in number, and the similarity-based accounts predict

these effects to be of the same magnitude. To replicate the semantic facilitatory

interference effects in ungrammatical sentences and compare them to the well-known

morphosyntactic facilitatory interference effects, we conducted three experiments

described in detail in Chapter 3. Our experiments also pit the predictions of the

similarity-based interference accounts and of the faulty encoding accounts against

each other: while both predict agreement attraction in number in ill-formed sentences,

only the similarity-based interference accounts predict semantic attraction.

Across three larger-sample single-trial online experiments, we consistently found

both morphosyntactic and semantic attraction (facilitatory interference) effects,

without any difference in effect sizes between morphosyntactic and semantic attraction

effects. This outcome is in line with the predictions of similarity-based interference

accounts and cannot be reconciled with the predictions of the faulty encoding accounts.

In general, our results suggest that in processing ungrammatical sentences, people are

more likely to judge the sentences as acceptable if the interpretation can be salvaged

using the features of the interfering noun. In addition, we report computational

simulations of both the morphosyntactic and semantic attraction effects using the

interACT implementation of the Lewis and Vasishth model (Engelmann et al., 2019).

23



While the model successfully captures all the effects present in the acceptability

judgments, we show that it cannot capture the observed reaction times due to the

principled restrictions imposed by model specification.

To conclude, both the similarity-based interference accounts and the faulty encod-

ing accounts predict morphosyntactic attraction effects in ungrammatical sentences,

and the effects are consistently observed across a wide range of studies. But only the

similarity-based interference accounts predict semantic attraction effects in ungram-

matical sentences, the effects that were observed in the two experiments reported

by Cunnings and Sturt (2018), and three experiments reported in Chapter 3. The

combined evidence suggests that the faulty encoding accounts might not be required

to explain comprehension of ill-formed sentences: they do not predict the observed

semantic attraction effect and are not unique in predicting the morphosyntactic

attraction. At the same time, the faulty encoding accounts still make unique predic-

tions with regard to processing well-formed sentences. After all, parsing ill-formed

sentences is an unconventional task that is considered by some researchers as being

not worth modeling: people do not encounter ungrammatical or ill-formed sentences

regularly, the main task of the human parser is to make sense of well-formed input.

1.3.2 Grammatical sentences

Again, we would like to briefly remind the reader that here, we focus on the processing

of grammatical sentences that contain an interfering noun (non-subject noun present

in the sentence) matching or mismatching the number marking on the subject noun

and on the verb, as in Example (4):

(4) a. The admirer of the singer apparently is . . .

b. The admirer of the singers apparently is . . .

Similarity-based interference accounts predict a slowdown in grammatical sentences

with a number-matching interfering noun, such as (4-a), arising due to cue overload.

The mechanism is as follows: the processing of verb is requires retrieval of the subject

noun to build the subject-verb dependency. At the verb, retrieval cues +C-COMMAND,

+SINGULAR can be set. When both the subject noun, the admirer, and the interfering

noun, the singer, match the number cue, the spreading activation from the cue is
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divided equally among both nouns. The subject noun now receives less spreading

activation than it would have received if it was the only chunk in memory matching

the number retrieval cue (as in (4-b)). Consequently, when the interfering noun

overtakes some part of spreading activation, the spreading activation and, as a

result, the total activation of the subject noun will be lower, and the subject noun

will be retrieved slower than in (4-b). Under some circumstances, the interfering

noun could occasionally even be misretrieved instead of the subject noun. Although

interference effects were widely tested in reflexive-antecedent dependencies as well as

in subject-verb dependencies with the focus on thematic fit, only two studies that

we know of explored number interference in grammatical sentences. The predicted

inhibitory interference effect was found by Franck et al. (2015), but a large-scale

study with 180 participants by Nicenboim et al. (2018) turned out inconclusive,

although the direction of the observed effect was in line with the predicted slowdown.

The predictions of the faulty encoding accounts for the same set of conditions

differ: a slowdown is expected in (4-b), where a number-mismatching interfering

noun is present. In line with the general principles of number encoding proposed

in these accounts, when a plural interfering noun is a part of the subject noun

phrase, the parser would occasionally encode the number of the whole subject

noun phrase as plural (due to either feature percolation or the plural morpheme

on the interfering noun affecting number computation). When a singular verb is

then encountered, the number marking on the verb would not correspond to the

encoded plural number on the subject constituent, and the so-called illusion of

ungrammaticality would arise. This mismatch should lead to longer average reading

times on the verb in grammatical sentences with a plural interfering noun (4-b) as

compared to grammatical sentences with a singular interfering noun (4-a). The

illusion of ungrammaticality is rarely observed, and many of those experiments

where it is observed raise internal validity concerns, in particular, that the slowdown

originates not at the verb, but at the preceding plural noun (Franck et al., 2015;

Lago et al., 2015; Patson & Husband, 2016; Pearlmutter et al., 1999b; Wagers

et al., 2009). The lack of support for the slowdown in (4-b) predicted by the faulty

encoding accounts has been perceived as evidence against applying this group of

accounts to comprehension. This position has recently been challenged by Hammerly
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et al. (2019) who demonstrate that the predicted illusion of ungrammaticality is

present in the comprehension of grammatical sentences, but concealed by a bias

towards “grammatical” response in the judgment task. When the response bias

is neutralized, predicted illusion in grammatical sentences is observed. While this

finding is illuminating, response bias alone cannot explain the lack of predicted

slowdown in reading times in setups where no grammaticality judgment response is

required.

To summarize, with very few exceptions, in the processing of grammatical sen-

tences, neither the slowdown predicted by the similarity-based interference account,

nor the complementary slowdown predicted by the faulty encoding accounts were

found. The majority of studies found no difference between the compared con-

figurations (Cunnings & Sturt, 2018; Lago et al., 2015; Paspali & Marinis, 2020;

Patson & Husband, 2016; Thornton & MacDonald, 2003; Tucker et al., 2015; Wagers

et al., 2009). As the existence of attraction effects in the processing of grammatical

sentences is far from established, many researchers that look for a parsimonious

explanation of attraction effects now believe that the faulty encoding accounts do not

adequately capture comprehension. They conclude that similarity-based interference

is the only mechanism needed to cover the attraction effects observed in compre-

hension, which are in this case reduced to attraction in ungrammatical sentences

(Hammerly et al., 2019; Tanner et al., 2014; Wagers et al., 2009). However, this

reasoning overlooks that the predictions of the similarity-based interference accounts

for processing grammatical sentences are compromised to the same degree as the

predictions of the faulty encoding accounts. Both groups of accounts predict the

same consistently observed facilitatory effect in processing ungrammatical sentences,

and different inhibitory effects, neither of which is consistently observed, in the

processing of grammatical sentences. If anything, available evidence speaks against

both groups of accounts to an equal degree.

Chapter 4 tests a potential explanation for the lack of both inhibitory effects

in grammatical sentences predicted by the similarity-based interference and the

faulty encoding accounts. One possible reason that neither the slowdown in (4-a)

predicted by the similarity-based interference accounts, nor the slowdown in (4-b)

predicted by the faulty encoding accounts is observed is that both slowdowns are
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present simultaneously and therefore cancel each other out. We address this issue

by decreasing the amount of similarity-based interference: if the effects were indeed

canceling each other out, decreasing one of them should allow the other to surface.

Surprisingly, throughout three larger-sample single-trial online experiments, we

consistently found the slowdown predicted by the faulty encoding accounts (the

illusion of ungrammaticality), and no interaction that would suggest that the illusion

of ungrammaticality is normally canceled by the inhibitory interference. We then

discuss and test one potential explanation for observing a replicable illusion of

ungrammaticality in reading times, which contradicts the outcomes of numerous

previous experiments. Based on the results of the experiments, we suggest that the

faulty encoding accounts cannot be dismissed since they make a unique prediction

with regard to processing grammatical sentences, a prediction that the general-

purpose similarity-based interference accounts do not share.

To condense the outcomes even more, we found that to explain how ill-formed

sentences are processed, the predictions of the Lewis and Vasishth model, but not

those of the faulty encoding accounts, are necessary and sufficient. But for the

processing of well-formed sentences, neither account is sufficient to explain all the

patterns present in the data. Predictions of the similarity-based interference accounts

were partly supported in experiments reported in Chapter 2, but not supported in the

first three experiments reported in Chapter 4. Instead, in Chapter 4, we observed the

reverse effects consistent with the broad predictions of the faulty encoding accounts.

Finally, we demonstrate that the illusion of ungrammaticality arises only in the

superficial processing mode; in the deep processing mode, a (delayed) slowdown

consistent with inhibitory interference is observed. But our results still pose a

challenge to the similarity-based interference accounts: we observed no semantic

interference in reading of well-formed sentences, even when deep processing was

encouraged.
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Chapter 2

Retrieval and encoding

interference: cross-linguistic

evidence from anaphor processing

In human language processing, working memory is crucial for linking together parts of

syntactic dependencies. Therefore, to understand language processing it is important

to understand mechanisms and limitations of the working memory system, especially

those that lead to forgetting. Although previously attributed to decay (Brown, 1958),

now forgetting is often believed to stem from similarity-based interference from other

entities stored in memory (Lewandowsky et al., 2008; Nairne, 2002a; Oberauer &

Kliegl, 2006). Similarity-based interference may affect different working memory

processes: writing (encoding) to memory, maintenance in memory, and retrieval.

2.0.1 Potential sources of similarity-based interference

Interference may arise during writing of an item to the working memory (encoding) if

it shares some features with other items in memory. Such a model can be instantiated

in different ways. One was proposed by Oberauer and Kliegl (2006): in their model,

items in working memory are represented by sets of features that are activated

together. If two items share the same feature (for example, two nouns share the

same gender), they compete for it, and the competition may lead to so-called feature

overwriting – loss of the feature in one of the sets. As a result, representation of an

item that lost a feature gets less distinguishable, and the probability of the item’s
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successful retrieval decreases. An alternative realization of encoding interference

was proposed by Lewandowsky et al.: when an item is first presented, its novelty is

assessed in comparison to other items already stored in memory and their feature

sets. If the item is judged to be novel, it is assigned greater encoding weight than if

it is judged to be similar to the items in memory. The greater the encoding weight of

an item, the easier it is to retrieve. Note that although in both models interference

arises during encoding of item’s representation to the working memory, presence of

interference affects retrieval of the item from memory.

Interference may also arise during the maintenance of an item in memory: if

two or more items that share a certain feature are being stored in working memory,

they may become less distinguishable from one another. The feature overwriting

mechanism cited above can be thought of as maintenance interference depending

on the time when the overwriting occurs. Consequently, maintenance interference is

difficult to separate from encoding interference in practice, since we can only observe

their effects at retrieval. Hence, in the following sections we do not distinguish

between encoding and maintenance interference.

The third type of interference — retrieval interference — is assumed to arise

during retrieval of an item from memory if other items share features relevant for

retrieval with the target item. Among others, this type of interference is assumed

in two memory retrieval models that have been applied to sentence processing: the

Adaptive Control of Thought-Rational (ACT-R, see J. R. Anderson, 2014; Lewis

and Vasishth, 2005; Lewis et al., 2006) and the working memory model by McElree

(Martin & McElree, 2011; McElree, 2000; McElree et al., 2003). In the ACT-R model,

each item is represented in memory as a bundle of features. To be retrieved, it must

receive the highest activation among other items in memory. The activation of each

item consists of its base-level activation (corresponding to the frequency and recency

of its use), random noise and spreading activation. Spreading activation is what an

item receives during retrieval: to find a specific item in memory, each retrieval cue

(such as a particular gender or case) propagates activation among all items which

have a feature that matches the cue. The activation that each cue spreads is divided

between all items that match this cue. According to ACT-R, this mechanism is the

cause of similarity-based retrieval interference. The item whose features match all
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the retrieval cues receives the most spreading activation, which normally results in

the highest boost of activation (modulo base-level activation and noise) and therefore

reaches the activation threshold first (i.e., is retrieved from memory). Importantly,

the activation of an item determines the speed of its retrieval: once an item reaches a

certain activation threshold, it is retrieved, i.e., the stronger the boost in activation,

the faster the retrieval. If there are competitor items that match some of the retrieval

cues, they receive some spreading activation, As a result, less activation reaches the

target, and the target is retrieved more slowly. Therefore, the ACT-R model predicts

that retrieval interference leads to a processing slowdown.

In turn, McElree and colleagues (Martin & McElree, 2011; McElree, 2000; McElree

et al., 2003) suggested that while items are retrieved from memory by means of

retrieval cues, the retrieval speed remains constant irrespective of the number of

competitors. But constant retrieval speed does not imply constant reading times:

McElree proposes that reading times represent not only the retrieval speed, but

also the probability of successful retrieval — if misretrieval occurs, parser initiates a

reanalysis, which takes time. Consequently, according to McElree, reading times are

not diagnostic of retrieval speed, only the speed-accuracy tradeoff paradigm allows

us to tease apart retrieval probability and latency. In the studies presented in this

paper, we will rely on the ACT-R framework and its predictions regarding the speed

of retrieval (reflected in reading times) as an indicator of interference.

The types of interference listed above are not mutually exclusive: encoding/

maintenance and retrieval interference can affect working memory independently,

which is exactly what the Oberauer and Kliegl (2006) model assumes. In the

psycholinguistic literature, there are very few experiments that pit the predictions

of these types of interference against each other. Some exceptions — experimental

results that clearly favor certain types of interference even if not rule out the others

— will be reviewed below.

2.0.2 Interference effects in language processing

There are some similarity-based interference effects that can be explained only by

interference arising during encoding and/or maintenance processes. The most notable

example comes from the experiment of Gordon et al. (2001; replicated in Gordon
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et al., 2006), where participants were reading sentences such as (1):

(1) a. It was the barber/John that saw the lawyer/Bill in the parking lot.

b. It was the barber/John that the lawyer/Bill saw in the parking lot.

The authors reported that noun phrases differing in type (a common noun paired

with a proper noun and vice versa) decrease reading times for object-extracted relative

clauses (such as (1-b))1 and increase question response accuracies. As retrieval occurs

at the gap site, where no information about the noun type is provided, it cannot be

retrieval interference that penalizes the processing of sentences with two nouns of the

same type. On the contrary, encoding/maintenance interference easily accommodates

these results: as the representation of similar items in working memory is degraded,

retrieval of these items takes more time and is more error-prone.

In a different study, Gordon et al. (2002; see also Fedorenko et al., 2006) explored

the influence of an increased memory load in a dual-task paradigm: the original

sentences from Gordon et al.’s 2001 experiment with either both proper or both

common nouns were preceded with triplets of proper (Joel–Greg–Andy) or common

(poet–voter–cartoonist) nouns that participants had to memorize. As expected, the

match between the type of nouns in memory and the ones in the sentence increased

reading times and the number of errors in the answers to the comprehension questions.

This effect was even stronger in the syntactically more complex object relative clauses.

Again, only encoding interference can explain these results since there are no retrieval

cues that could specifically trigger retrieval of only proper or common nouns and

penalize the processing of sentences with similar noun types.

Retrieval interference effects, in turn, were demonstrated by Van Dyke and

McElree (2006; see also Sekerina et al., 2016) in a memory-load paradigm similar to

Gordon et al.’s (2002) experiment (2):

(2) a. table–sink–truck/∅

It was the boat that the guy who lived by the sea sailed in two sunny

days.

b. table–sink–truck/∅

1No difference was found in subject relative clauses, such as 1a.
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It was the boat that the guy who lived by the sea fixed in two sunny days.

While Gordon et al. (2002) manipulated the similarity between the memory load and

the retrieval target, Van Dyke and McElree (2006) manipulated the match between

the memory load and the retrieval cues provided by the semantics of the verb. As a

result, reading times at the verb increased in condition (2-b) as compared to (2-a),

but only when a memory set was present. The authors interpret these findings as

evidence for interference during cue-based retrieval: semantic retrieval cues provided

by the verb sailed can uniquely identify the to-be-retrieved item in memory (boat),

while the cues provided by the verb fixed are compatible with all the items held in

memory (table, sink, truck, and boat), which causes interference during retrieval

and, therefore, a processing slowdown.

In another study, Van Dyke (2007; see also Van Dyke and Lewis, 2003) explored

both syntactic and semantic interference arising within one sentence. Participants

were presented with items such as (3):

(3) The worker was surprised that the resident...

a. who was living near the dangerous warehouse

b. who was living near the dangerous neighbor

c. who said that the warehouse was dangerous

d. who said that the neighbor was dangerous ...was complaining about the

investigation.

The authors reasoned that to retrieve the subject while processing a verb, syntactic as

well as semantic retrieval cues may be used, and indeed, a slowdown was found both

in conditions with syntactic ((3-c) and (3-d)) as well as semantic ((3-b) and (3-d))

distractors. Note that these results are compatible with the encoding interference

account: during encoding and maintenance both semantically and syntactically

similar nouns would be predicted to lose features they share, and hence would be

more difficult to retrieve. Basically, both encoding and retrieval interference accounts

predict identical results in this setup. The same criticism applies to Van Dyke and

McElree’s 2011 study with similar experimental conditions as well as to studies by

Martin and McElree (Martin & McElree, 2009, 2011).
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Therefore, although many studies are conducted with the retrieval interference

framework in mind, few experiments clearly demonstrate the effects of retrieval

interference that cannot be explained by interference during memory encoding/

maintenance. Also, it should be noted that the only unambiguous evidence for

retrieval interference comes from experiments manipulating semantic cues (Van Dyke,

2007; Van Dyke & McElree, 2006). There is, however, a common potential limitation

in the studies discussed so far: they explore interference in subject-verb and filler-gap

dependencies, where the second part of the dependency is predictable as soon as

the first is encountered (e.g., encountering a filler posits existence of a gap later in

the sentence); therefore, subjects and fillers might be maintained in focal attention

(McElree, 2006), and not retrieved at encountering the verb or the gap. A more

convincing demonstration of retrieval interference would come from a dependency

where the first element does not posit the existence of the second, such as a retrieval

of a pronoun’s or a reflexive’s antecedent. Indeed, many studies are investigating

interference in anaphor resolution. We will discuss these studies next.

2.0.3 Interference effects in anaphor processing

In syntax, the Binding Theory (Chomsky, 1981) identifies strict syntactic constraints

defining the set of grammatical antecedents for pronouns and reflexives. The question

whether these constraints are considered from the early stage in online processing

(Nicol & Swinney, 1989) or applied as a later filter (Badecker & Straub, 2002) has

been studied extensively. Researchers tested whether distractors that are not licit

antecedents of pronouns and reflexives affect anaphor resolution.

In pronouns, clear interference effects were found in some studies, as in Badecker

and Straub (4):

(4) a. John thought that Bill owed him another chance to solve the problem.

b. John thought that Beth owed him another chance to solve the problem.

In condition 4a where both the antecedent and the structurally inaccessible distractor

match in gender, reading times after the pronoun him were elevated in comparison

to condition 4b. These results are interpreted as demonstrating interference from the

distractor, and the authors conclude that grammatical constraints do not rule out
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grammatically illicit attachment sites at an early stage of processing. This conclusion

was supported by a number of other studies (Clackson et al., 2011; Kennison, 2003;

Runner & Head, 2014). However note that several experiments failed to observe

interference effects in pronouns (Chow et al., 2014; Cunnings et al., 2015; Patterson

et al., 2014).

In reflexive binding a contradictory pattern of results is emerging: many studies

found interference effects, which is inconsistent with the syntax as early filter account

(Sturt, 2003), but at least as many other studies did not. For example, Badecker and

Straub reported a slowdown two words downstream the reflexive when distractor

matched the gender of the reflexive’s antecedent (from now on, interference condition),

as in (5):

(5) a. Jane thought that Bill owed himself another opportunity to solve the

problem.

b. John thought that Bill owed himself another opportunity to solve the

problem.

Similar results were observed in several other studies (Chen et al., 2012; Clackson and

Heyer, 2014; Nicol et al., 2003; Jäger, Benz, et al., 2015, Experiments 1 and 2; Jäger,

Engelmann, et al., 2015, Experiment 2 in grammatical conditions, Experiment 1 in

ungrammatical conditions; and Patil et al., 2016). In addition, several studies reported

a speed-up in the interference condition (Sturt, 2003, Experiment 1; Cunnings and

Felser, 2013, Experiment 2; Baumann and Yoshida, 2015; Cunnings and Sturt,

2014; Jäger, Benz, et al., 2015, Experiment 3). Overall, in a meta-analysis Jäger

et al., 2017a no evidence was found for interference in experiments on reflexives with

materials such as 5a and 5b. We will discuss the slowdown vs. speed-up interference

effects in more detail in Section 2.2.5.

Interference effects were also found in a visual-world eye-tracking paradigm:

Runner and Head (2014, see also Clackson and Heyer, 2014) demonstrated that

distractors matching the gender of the antecedent attracted participants’ attention

from the onset of the reflexive more than gender-mismatching distractors, which

means that participants at least sometimes attempted to bind the reflexive to the

distractor. The same effects were also found in children (Clackson et al., 2011). It
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is not straightforward to decide whether this result patterns with a slowdown or a

speed-up in reading times, but it clearly demonstrates the presence of interference

effects.

However, as mentioned earlier, many experiments failed to observe any interference

effects (Clifton et al., 1999; Nicol and Swinney, 1989; Badecker and Straub, 2002,

Experiments 5, 6; Sturt, 2003, Experiment 2; Clackson et al., 2011; Dillon et al.,

2013; King et al., 2012; Kush and Phillips, 2014; Parker and Phillips, 2016; Xiang

et al., 2009). We will return to this point and discuss possible reasons for the lack of

interference effects in reflexive processing later in this paper. For a more in-depth

literature review of interference effects in reflexives, refer to Jäger et al. (2017a).

Most studies that targeted similarity-based interference in reflexives did not

explicitly aim to test which type of interference affects reflexive processing (one

exception is Jäger, Benz, et al., 2015), but rather assumed that interference arises

during retrieval, when the parser is processing the reflexive and triggers the search

for its antecedent. Since in most languages in which the studies were conducted,

reflexives are gender- and number-marked, the reflexive’s gender and number are

likely to be used as retrieval cues, and all the items in memory with features that

match those cues would compete for retrieval. Thus, whenever interference effects

were found, they were attributed to this competition for retrieval and seen as evidence

against syntax as an early filter account (Nicol & Swinney, 1989). However, Dillon

et al. suggested that it might be not retrieval, but rather encoding interference that

influenced the processing of reflexives. Within the encoding interference framework,

if two (or more) words with the same gender and number marking are encoded to the

working memory, the representation of these words would be degraded, and retrieval

of those words would take more time and fail more often. If this hypothesis turns out

to be true, interference effects in the literature cannot be interpreted as unambiguous

evidence for retrieval interference and hence as evidence against syntax as an early

filter account.

Jäger, Benz, et al. tested the encoding interference account and its predictions

directly: in German, the reflexive sich is not gender-marked; as a result, gender

cannot be used as a retrieval cue. Consequently, retrieval interference is not expected

to influence the processing of sentences with gender match between the antecedent
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and distractor in German. In contrast, encoding interference is expected to occur

any time two similar items are written to working memory, and would manifest itself

in longer retrieval times and more retrieval errors. In two experiments with relatively

large number of participants Jäger, Benz, et al. found no slowdown at or after the

reflexive region and concluded that there is no evidence for encoding interference

affecting online reflexive processing. However, some concerns were raised, mainly

that the null result does not prove the absence of an effect. In Experiment 3 on

Swedish possessives, a more direct evidence in favor of retrieval interference was

found: fewer first-pass regressions were observed in the interference condition when

possessives were gender-marked in contrast to the gender-unmarked. However, as

possessives might be processed differently than reflexives, the conclusions one might

draw from this result are still limited.

This brings us directly to the main point of the present paper: to find out whether

it is encoding or retrieval interference that affects anaphor processing. The first of the

three presented experiments contrasts reflexive and pronoun processing in German:

an interference effect in pronouns and an absence of the effect in reflexives in the

same sample would provide more convincing evidence against encoding interference.

2.1 Experiment 1: German reflexives and pro-

nouns

As mentioned above, reflexives do not bear any gender marking in German; therefore,

the gender feature cannot be used for retrieval, and no retrieval interference is

expected if the antecedent and the distractor share the same gender. In contrast,

German pronouns are gender-marked, hence gender might be used for the retrieval

of the pronoun’s antecedent. If we observe interference effects in pronouns but not

reflexives, one can conclude that the source of interference is the retrieval process

rather than processes happening during encoding or maintenance. On the other hand,

if we find interference effects both in pronouns and reflexives, retrieval interference is

not able to account for that pattern and we can conclude that the interference is

caused by processes during memory encoding or maintenance.
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2.1.1 Materials and Methods

We designed 42 sets of experimental items, manipulating interference (match or

mismatch in gender between the antecedent and the distractor) and dependency

type (reflexive, pronoun, or a noun phrase that does not trigger retrieval). This

resulted in a 2×3 design, see Example (6). Sentences were constructed such that

the reflexive/pronoun preceded the main verb in order to avoid reactivation of the

antecedent before processing the anaphor. Both the antecedent and the distractor

were subjects of their respective clauses and had nominative case marking in order to

increase the chance to observe an effect (there is evidence suggesting that distractors

in subject position induce stronger interference, see Jäger et al., 2017a). The

experimental items consisted of three clauses: the main clause served as preface,

while the subordinate clauses contained the actual experimental manipulation. We

opted for this structure since only in a subordinate clause does German syntax allow

the reflexive/pronoun to precede the main verb. The subordinate clause contained a

subject (the antecedent of the reflexive) modified by a dative relative clause with the

distractor in subject position, matching or mismatching the reflexive’s antecedent in

gender. Note that while for reflexives the antecedent is the subject of the second

clause and the distractor is the subject of the dative relative clause, it is the reverse

for the pronouns: the subject of the second clause is the distractor and the subject of

the dative relative clause is the antecedent. We will discuss the materials with focus

on the reflexive condition, but keep in mind that the order of target and distractor is

reversed in the pronoun condition. The dative relative clause was followed by a direct

object that triggered the retrieval in the pronoun/reflexive conditions. In the control

condition this direct object was an animate noun phrase in neuter gender. Thus,

no retrieval is triggered at the critical word, and therefore no difference between

the interference and no interference conditions is expected. The spillover region was

constant across conditions and contained a prepositional phrase and a verb. The

experimental materials were additionally balanced by gender of the antecedent (21

items with a masculine and 21 with a feminine antecedent).

All materials, results and analysis files for all the experiments reported in this

paper can be downloaded from Open Science framework (https://osf.io/xfthm/).
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(6) a. Das
The

Journal
journal

schreibt,
writes

dass
that

der
themasc

Bürokrat,
bureaucrati

dem
theDat, masc

der
themasc

Schriftsteller
writerj

geraten hat
advised

umzudenken,
to reconsider

sich/ihn/das Mitglied
selfi/himj/theneu member

in
in

dem
the

gigantischen
giant

Einkaufszentrum
mall

blamiert hat.
embarrassed has.

The journal writes that the bureaucrat, whom the (male) writer advised to

rethink, embarrassed himself/him/the member in the giant mall.

b. Das
The

Journal
journal

schreibt,
writes

dass
that

der
themasc

Bürokrat,
bureaucrati

dem
theDat, masc

die
thefem

Schriftstellerin
writerj

geraten hat
advised

umzudenken,
to reconsider

sich/sie/das Mitglied
selfi/herj/theneu member

in
in

dem
the

gigantischen
giant

Einkaufszentrum
mall

blamiert hat.
embarrassed has.

The journal writes that the bureaucrat, whom the (female) writer advised

to rethink, embarrassed himself/her/the member in the giant mall.

Each sentence was followed by a yes/no comprehension question (see Example

(7)). Half of the questions asked about the antecedent, and the other half about

the distractor. The questions were balanced with regard to the number of yes/no

answers. They were designed in such a way as to not repeat the lexical material of

the corresponding sentence and required deep semantic processing of the sentence.

(7) Blieb
Was

dem
theDat

Bürokraten
bureaucratDat

eine
an

Blamage
embarrassment

erspart?
spared?

Was the bureaucrat spared the embarrassment?

Experimental items were mixed with 83 filler sentences.

Participants completed a moving-window self-paced reading experiment pro-

grammed in Linger (Rohde, 2005). The order of presentation was pseudorandomized

such that each experimental item was followed by at least one filler; each session

started with five practice trials to help participants get used to the task.

2.1.2 Participants

111 participants were tested at the University of Potsdam in exchange for course credit

or payment of 5 Euros. All participants were neurologically healthy native speakers

of German, mostly students of the University of Potsdam. Their demographic data
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were not recorded.

2.1.3 Analysis

Nicenboim et al. provide persuasive evidence that participants who do not complete

syntactic dependencies and resort to guessing the answer to the comprehension

questions process linguistic input qualitatively different from participants who answer

questions correctly: individuals who fail to build a correct representation of the

sentence read the critical retrieval region faster. Therefore, it is undesirable to

conflate the data from these different categories of participants in one analysis: the

slowdown in reading times of accurate participants might be concealed by a speedup

in reading times of participants who do not parse the syntactic structure correctly.

To avoid this, we included mean accuracy in answering the comprehension questions

to experimental items as a predictor in the models of reading times. Mean participant

accuracy is a reasonable approximation of the probability with which any given trial

would be processed successfully by certain participant. We decided against trial

accuracy because of the implicit assumption that every trial which resulted in a

correct response was processed successfully. This is not necessarily true: a participant

might fail in processing most of the trials but still provide correct responses for half

of them due to chance. Mean subject accuracy better accounts for such cases at the

expense of trial level variation.

We fit linear mixed-effects models using R (R Core Team, 2016) to the reading

times from four regions: a) the relative clause participle (umzudenken); b) the

critical region containing reflexive, pronoun, or NP (sich/(ihn/sie)/das Mitglied);

c) the preposition and article after the critical region (in dem); and d) the adjective

(gigantischen).2

For analysis, reading times were log-transformed. Whenever the residuals were

not normally distributed, we checked whether deletion of problematic data points

changed the results using the package “influence.ME” (Nieuwenhuis et al., 2012).

In no case did exclusion of problematic data points change the results. For linear

mixed-effects models, the “lme4” package version 1.1-8 (Bates et al., 2015) was used.

Sum contrast coding was used to test the main effects and interactions. In addition,
2Hereafter the illustrations will always refer to the example item, in that case, Example (6).
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Noun phrase Pronoun Reflexive
Interference 0.63(0.018) 0.56(0.019) 0.61(0.018)

No interference 0.67(0.018) 0.70(0.018) 0.69(0.018)

Table 2.1: Mean accuracies and standard errors by conditions.

pairwise comparisons were modeled by applying sum contrasts nested within each

level of dependency type factor whenever the interaction was significant.

For the analysis of response accuracies, linear mixed-effects models with a logistic

link function were used. The model of question response accuracy included main

effects of dependency type and interference as well as by-subject and by-item random

intercepts and slopes for the main effects, but not for the interaction due to non-

convergence of the full model.

The reading times models included main effects of interference, dependency type,

and mean participant accuracy (centered and scaled, i.e. z-scores), the three-way

interaction between them, as well as two-way interactions between dependency type

and interference, and accuracy and interference. The random part of the models

included random intercepts for subjects and items as well as by-item random slopes

for all main effects, and by-subject random slopes for the main effects of match

and dependency type. As mean accuracy is a between- rather than within-subjects

predictor, it was not included into by-subject random slope structure. Interactions

between main effects were also not included in the random effects structure of the

model due to convergence problems.

2.1.4 Results

Accuracy

The mean accuracy rates across conditions and the corresponding standard errors

are presented in the Table 2.1.

Mean accuracies by participant ranged from 0.40 to .90, with a mean of 0.64.

53 out of 111 participants had mean accuracies below chance level (defined as the

highest number of mistakes a participant could make such that exact binomial test

would still result in a p-value of 0.05 or lower, indicating that the number of correct

responses was above chance; 14 mistakes in this experiment).
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Figure 2.1: Mean reading times across conditions and their confidence intervals
(Experiment 1).

Statistical analysis revealed a main effect of interference: accuracy was lower in

the condition where the antecedent and the distractor shared the same gender (β̂ =

-0.46, SE = 0.11, z = 4.07, p < 0.001). There was a significant interaction between

the effect of interference and the dependency type (β̂ = 0.25, SE = 0.10, z = 2.44,

p = 0.02). The model with pairwise comparisons revealed that in the conditions

with reflexives and pronouns as compared to nouns, accuracy was lower when the

antecedent and the distractor shared the same gender (β̂ = -0.45, SE = 0.14, z =

-3.28, p < 0.01 for reflexives; β̂ = -0.81, SE = 0.26, z = -3.05, p < 0.01 for pronouns),

but the effect was not present in the control condition with nouns.

Reading times

Mean reading times and their respective confidence intervals for the analyzed regions

across conditions are presented in Figure 2.1.

In the pre-critical region (the verb umzudenken in Example (6)) a significant

main effect of participants’ mean accuracy was found (see Table 2.2): more accurate

participants read the region more slowly. There was also a significant three-way

interaction between interference, dependency type, and accuracy, but since the

conditions were identical for both dependency types at that region, we discard this

result as a Type I error. In the critical region, dependency type significantly affected

reading times: both reflexives and pronouns were read faster than nouns. There was

also a significant main effect of accuracy: the region was read more slowly by the
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Figure 2.2: Modeled reading times (and respective standard errors) at the spillover
after critical region (Experiment 1).

more accurate participants. For the analysis of reading times in the post-critical

region by-item random slopes for the main effects of dependency type and accuracy

were removed due to non-convergence of the model. We opted for eliminating by-item

random slopes since by-item variance is usually smaller than by-subject. In this

region, again, dependency type significantly affected reading times: the region was

read faster in conditions where the direct object was a reflexive in comparison to a

noun. There was also a three-way interaction between dependency type, interference,

and accuracy (see Figure 2.2). Nested contrasts demonstrated that the interaction

was driven by a two-way interaction between accuracy and dependency type: mean

accuracy had less influence on the speed of reading the post-critical region after

reflexives than after nouns (β̂ = -0.012, SE = 0.004, t = -3). No other comparisons

were significant in any region.
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2.1.5 Discussion

The comparison of interference effects in reflexives and pronouns revealed that

question response accuracy was lower in the conditions with reflexives and pronouns

when the antecedent and the distractor shared the same gender. The effect was

not present in the control condition. This pattern can be explained by encoding

interference, but is inconsistent with retrieval interference: when the distractor shares

the gender of the antecedent, accuracy is lower independently of the anaphor type:

interference is present both in gender-unmarked reflexives and in gender-marked

pronouns. No difference in accuracy in the control condition with nouns is consistent

with the notion that interference manipulation affects only those sentences where

retrieval of the antecedent should happen. This pattern replicates the findings for

German reflexives reported by Jäger, Benz, et al. (2015) in Experiments 1 and

2. However, question response results should be interpreted with caution since we

were primarily testing the predictions of the interference accounts with respect to

the reading times, and comprehension question accuracies might reflect processes

different from those of online sentence comprehension.

It is also unclear why the overall question response accuracy was so low. It might

be the case that the double nested syntactic structure was too challenging for our

participants. Another factor that might have affected participants’ performance was

the nature of comprehension questions (see (7)): answering the question correctly

required making inferences about the situation described in the experimental sentence,

and not just remembering the propositions. To our knowledge, comprehension

questions in most experiments are easier to answer and probe either the superficial

understanding of the sentence (“Was anyone embarrassed?”) or the dependency

resolution (“Who was embarrassed?”). It might be possible that the combination of

the double nested syntactic structure together with the demanding comprehension

questions was too difficult for many participants.

An interesting point that does not directly relate to the main purpose of the

study is that for the pre-critical and critical regions we found that participants’

mean accuracy and reading times are correlated: participants who resolve syntactic

dependencies correctly read more slowly (see also Ferreira et al., 2002). This replicates

and extends the findings of Nicenboim et al. that participants who do not answer
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comprehension questions correctly tend to rush through the retrieval site. In our case,

the effect is present not only at the retrieval site, but also at the pre-critical region. It

is probable that less accurate participants might read the whole sentence more quickly.

This might be explained by the limitations of working memory resources: those

participants with lower WM capacity try not to lose the unresolved dependencies

they have to keep track of, and speed up in order to resolve the dependencies and lift

the burden as quickly as possible. However, since we did not measure participants’

working memory, this must remain a speculation.

Unfortunately, we found no main effect or interactions involving the interference

manipulation in reading times, and thus no evidence in favor of either encoding or

retrieval interference. If anything, this suggests that there are no interference effects

in the processing of anaphor dependencies, but one must be cautious interpreting

the absence of the effect in favor of the null hypothesis. In addition, comparing

reflexives with pronouns is potentially problematic. Interestingly, we found that the

post-critical region was read faster when the critical region contained a reflexive in

comparison to a noun (and even faster by more accurate participants). No such

speedup was present in the post-critical region after a pronoun, although both

reflexives and pronouns were read faster than nouns in the critical region. The fact

that this speedup was independent of the interference manipulation suggests that it

might reflect syntactic processing differences between reflexives and pronouns, whose

interpretation is subject to different syntactic constraints. A better experimental

design would allow us to compare gender-marked with gender-unmarked reflexives,

which is not possible either in English or in German. Luegi et al. (2016) contrasted

gender-marked and gender-unmarked reflexives in Portuguese, but did not find any

difference in online processing. One of the possible reasons could be that in European

Portuguese, the gender-marked reflexives are split constructions: first, a reader

encounters an unmarked reflexive (se), then a verb, and only after the verb comes

the gender-marked part of the reflexive (a si mesmo/mesma). In such configuration,

retrieval is triggered at encountering the first, gender-unmarked, part of the reflexive.

A better experimental design is possible in Russian, which allows us to test different

interference accounts’ predictions within one language.
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2.2 Experiment 2A: Russian reflexives, reflexive

precedes the verb

Russian has two types of reflexives with the same syntactic distribution and with

binding rules generally close to those of English and German (analogous in all aspects

relevant for our research question; for more detail on Russian reflexive binding, see

Rappaport, 1986): gender-unmarked sebja (similar to German sich) and gender-

marked samu/samogo sebja (similar to English herself/himself ). This provides us

with an opportunity to pit retrieval and encoding interference predictions directly

against each other: the encoding interference account would predict the slowdown in

the conditions where the distractor shares the gender of the antecedent, irrespective

of the reflexive type. The retrieval interference account, in turn, would predict an

interaction between the reflexive type and the presence/absence of interference: only

in the gender-marked reflexives would gender be used as a retrieval cue; and hence

we should expect an interference effect only in the gender-marked reflexives, but not

in the gender-unmarked reflexives.

2.2.1 Materials and Methods

We designed 32 sets of experimental items, manipulating in a 2×2 design the

interference and type of reflexive (gender-unmarked sebja vs. gender-marked samogo/

samu sebja). Experimental items consisted of a main clause and an embedded

relative clause (see Example (8)). The main clause subject, the reflexive’s antecedent,

was followed by an object-extracted relative clause containing the distractor noun

(matching or mismatching the main clause subject in gender) in subject position. The

relative clause was followed by the reflexive (gender-marked or gender-unmarked),

an adverb, and the main clause verb. All the verbs were in present tense in order to

avoid the gender marking on the verbal past in Russian. Additionally, in the relative

clause all nouns except for the distractor had neutral gender.

(8) a. Аферисткаi,
Swindlerfem

которую
whom

торговка
merchantfem

нанимает
hires

для
for

ограбления,
robbery,

себяi/саму себяi
selfacc(∅)/herselfacc(fem)

серьёзно
significantly

переоценивает
overestimates

в
in
способности
ability

к
to
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обману.
do trickery.
The swindlerfem, whomamerchantfem hires for a robbery, significantly overestimates

her own∅/fem trickery skills.

b. Аферисткаi,
Swindlerfem

которую
whom

торговец
merchantmasc

нанимает
hires

для
for

ограбления,
robbery,

себяi/саму себяi
selfacc(∅)/herselfacc(fem)

серьёзно
significantly

переоценивает
overestimates

в
in
способности
ability

к
to

обману.
do trickery.
The swindlerfem, whomamerchantmasc hires for a robbery, significantly overestimates

her own∅/fem trickery skills.

Within an experimental item, the antecedent and both the matching and mis-

matching distractors had the same length (counted in number of syllables), and their

lemma frequency never exceeded 100 tokens per million (Lyashevskaya & Sharov,

2009). Experimental materials were additionally balanced by gender of the antecedent

(16 masculine, 16 feminine) and by noun type (16 experimental items had proper

nouns, and 16 had common nouns). We employed proper nouns because distractors

had to differ in gender but have the same word length within each item, and Russian

has a very limited number of such common noun pairs.

Within an experimental item, the difference in frequency between matching and

mismatching distractors did not exceed 50 tokens per million in common nouns and

10 tokens per million in proper nouns. The difference in frequency between the

feminine and masculine antecedents across items was not significant, and neither was

the difference between matching and mismatching distractors across items.3

The structure of 32 filler sentences superficially resembled the one of the experi-

mental items in order to hide the experimental manipulation effectively. Each filler

sentence consisted of a main and an embedded relative clause, but in contrast to

the experimental items, the relative clause was subject-extracted. This discouraged

participants from developing a strategy to process every sentence as containing an

object relative clause, and encouraged deep structure processing. In fillers, the nouns

in the main and the relative clauses had the same gender in half of the filler sentences.

The fillers were additionally balanced by gender of the first noun (16 feminine, 16
3For the feminine and masculine antecedents: Wilcoxon rank sum test, W = 140, p = 0.67; for

the matching and mismatching distractors: Wilcoxon rank sum test, W = 496, p = 0.83.
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masculine) and by noun type (16 fillers had proper, and another 16 had common

nouns). Instead of a reflexive, a verb with a reflexive postfix (-sja, which does not

necessarily convey reflexive meaning in Russian) was used. An example of a filler

sentence is given below in (9):

(9) Студент,
Studentmasc,

который
who

зазвал
invited

приятеля
friendmasc

на
to
вечеринку,
party,

основательно
a lot

закупается
buyssja

продуктами.
of food.

A student who invited his friend to a party buys a lot of food.

Each sentence was followed by a wh- comprehension question with two answer

options to choose from (see an example comprehension question for the experimental

item in (10)). In experimental items, 11 questions probed for the antecedent,

11 for the distractor, and 10 superficial questions probed for the adjuncts. To

distract participants from the reflexive-antecedent dependency, in filler sentences,

20 questions probed for the adjuncts, six probed for the subject of the main clause,

and the remaining six probed for the object of the relative clause. Questions

were counterbalanced within each experimental list. In the questions neither lexical

reflexives nor the lexical material from the experimental items were used to discourage

superficial processing.

(10) Кто
Who

высоко
highly

оценивает
thinks of

свои
own

способности?
abilities?

Who thinks highly of his/her own abilities?

Each participant was assigned to one of four experimental lists arranged in a

Latin square design. Each list consisted of 32 experimental items (each participant

saw only one version of each item) and 32 fillers (the same across the lists). The

order of experimental items and fillers was pseudo-randomized and controlled for

the noun type (proper/common, maximum two of the same type in a row), question

type (no more than three questions of the same type in a row) and for sentence

type (experimental item/filler, no more than two of the same type in a row). In

the beginning of each experimental session, the participant saw four training items.
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Position of correct answers on the screen had a different randomization for each trial

and participant.

2.2.2 Participants

109 volunteers completed a moving-window self-paced reading experiment pro-

grammed in Linger (Rohde, 2005). All participants were neurologically healthy

native speakers of Russian, tested either at the Higher School of Economics (Moscow)

or at the “Russian Reporter” Summer School. Mean age of participants was 21

(range 16-65), 17 out of 109 participants were male, 2 individuals reported to be

left-handed. The study was approved by the Committee on Interuniversity Surveys

and Ethical Assess of Empirical Research of the National Research University Higher

School of Economics.

2.2.3 Analysis

The analysis was equivalent to the one described for the experiment on German

(Section 2.1.3). The comprehension questions’ responses were analyzed using a

generalized linear mixed model with a logistic link function. The model included

main factors of reflexive type and interference as well as interaction between them.

The random effects structure included by-subject and by-item random intercepts

and slopes for the main effects and their interaction.

As in Experiment 1, for reading time analyses, we computed participants’ mean

accuracy scores in answering the antecedent- and distractor-probing questions and

used these scores as predictors. The linear models included main effects of reflexive

type, interference, and accuracy, as well as the three-way interaction between these,

the two-way interactions between reflexive type and interference, and accuracy and

interference. The random effects structure included by-participant and by-item

random intercepts and slopes for all the effects included in the model. By-participant

random slopes did not include accuracy, as accuracy is a between-subjects predictor.

For all linear models, correlations between random effects were not estimated.

We analyzed reading times data from the following four regions: a) the region

preceding the reflexive (for a robbery); b) the reflexive (sebja/samu sebja, self/

herself ); c) the spillover after the reflexive (significantly); and d) the main clause
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verb (overestimates). Note that the reflexives sebja and samogo/samu sebja were

presented and analyzed as one region. Consequently, we expected to find a trivial

main effect of reflexive type in reading times: the gender-marked reflexive should

take more time to be read simply because the region is longer.

2.2.4 Results

Accuracy

The mean accuracy rates across conditions and the corresponding standard errors

are presented in the Table 2.3.

Gender-marked Gender-unmarked
Interference 0.81(0.014) 0.81(0.014)

No interference 0.88(0.012) 0.87(0.012)

Table 2.3: Mean accuracies and standard errors across conditions.

Mean participants’ accuracies in answering the antecedent- and distractor-probing

questions ranged from 0.45 to 1.00, with a mean of 0.79. 33 subjects out of 109

scored on average below chance (made more than six mistakes).

Statistical analysis revealed a main effect of interference: accuracy was lower in

the conditions where the antecedent and the distractor shared the same gender (β̂ =

-.31, SE = .05, z = -5.86, p < .001). The effect of reflexive type and the interaction

were not significant.

Reading times

Mean reading times and their respective confidence intervals for the analyzed regions

across conditions are presented in Figure 2.3.

In the region preceding the reflexive, there were main effects of interference

(a slowdown in the interference conditions), accuracy (more accurate participants

read the region more slowly), and an interaction between these — more accurate

participants slowed down even more when the antecedent and the distractor shared

the same gender (see Table 2.4). In the reflexive region, we found a main effect of

reflexive type with gender-unmarked reflexives being read faster than gender-marked

reflexives, as expected given the respective region lengths. In the region following the
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Figure 2.3: Mean reading times across conditions and their confidence intervals
(Experiment 2A).

reflexive, we found an interaction between reflexive type, interference, and accuracy

(see Figure 2.4). Nested contrasts testing for interference effects within each reflexive

type and the interaction between these effects and accuracy did not reach significance.

It seems that the interaction was driven by a difference within gender-unmarked

reflexives that were read longer by more accurate participants in the interference

condition (β̂ = -.013, SE = .007, t = -1.66 for gender-marked reflexives; β̂ = .013,

SE = .007, t = 1.70 for gender-unmarked reflexives). In the following region (i.e.,

two words after the reflexive) we again found a main effect of reflexive type (the

region was read more slowly in the conditions with gender-marked reflexives) and

a main effect of interference (the region was read more slowly when the distractor

matched the gender of the antecedent).
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Figure 2.4: Modeled reading times (and respective standard errors) at the spillover
after reflexive (Experiment 2A).
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2.2.5 Discussion

The experiment aimed at determining the type of interference that arises in reflexive

processing: the encoding interference account predicts a slowdown in the interference

condition independently of reflexive type, while the retrieval interference account

predicts an interaction between the reflexive type and interference conditions.

In comprehension questions, similarly to Experiment 1, we observed more errors

in the interference (gender match) conditions, irrespective of the reflexive type.

This result is in line with with the encoding interference account and might reflect

the degraded memory representation of the words that share certain features. An

alternative explanation would be that this interference effect is due to some later

processing that happens at the moment of answering the comprehension question,

rather than due to online processes during reading.

In reading times, we found a main effect of interference at two regions: the word

following the verb of the relative clause and the main verb. This is inconsistent with

the predictions of the retrieval interference account: as the verbs were not marked

for gender, gender could not be used as a retrieval cue, and the amount of retrieval

interference should be the same regardless of gender match between the antecedent

and the distractor. However, verbs were read more slowly in the conditions where

the distractor matched the gender of the antecedent, which could only be explained

by encoding interference: as two subjects of their respective clauses that share

grammatical gender were written down to memory, their memory representations

became less distinguishable, which affected retrieval speed and, consequently, slowed

down reading times at the verb regions. Finding consistent evidence for encoding

interference in processing subject-verb dependencies is an important result of the

present experiment, but it does not necessarily translate to anaphoric dependencies.

The critical interaction that should allow us to disentangle the encoding and

retrieval interference accounts in the processing of anaphoric dependencies was

found in the region following the reflexive. However, the interaction went into an

unexpected direction: we found that gender-unmarked reflexives were read more

slowly in the interference condition by accurate participants, while there was no

difference in the gender-marked reflexives across conditions. The slowdown in the

gender-unmarked reflexives can only be explained by the encoding interference
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account (and is consistent with the evidence for encoding interference in subject-verb

dependencies), but that account predicts a slowdown in the gender-marked reflexives

that we do not observe. The retrieval interference account also standardly predicts a

slowdown for gender-marked reflexives, although several studies reported a speedup

(Sturt, 2003, Experiment 1; Cunnings and Felser, 2013, Experiment 2; Baumann and

Yoshida, 2015; Cunnings and Sturt, 2014; Jäger, Benz, et al., 2015, Experiment 3).

Similarly, in a study on anaphoric noun phrases, Autry and Levine (2014) found

that increase in number of potential referents (from two to five) decreased rather

then increased reading times at the noun phrase.

Although our results for the gender-marked reflexives are seemingly in conflict

with the predictions of both interference accounts, we propose a post-hoc explanation

that is consistent with the literature and with the ACT-R model: we suggest that

both retrieval and encoding interference affect processing of gender-marked reflexives,

and counteract each other. In that case, processing of both the gender-unmarked and

the gender-marked reflexives is slowed down in the interference condition, but for

the gender-marked reflexives, there is also a speedup in processing due to retrieval

interference. Engelmann et al. have shown that a speedup in the interference condition

is actually in line with the retrieval interference as implemented in ACT-R model of

sentence processing under certain conditions. Engelmann et al. demonstrated that if

a distractor is particularly activated and matches most of the retrieval cues, it would

be misretrieved instead of the antecedent in a large proportion of trials. Due to a

race-like scenario, the mean retrieval latencies will be faster in such a configuration

(the more items are gaining activation, the sooner on average one of them crosses

the activation threshold), which, in turn, would lead to a speedup in mean reading

times in the respective condition. Since we constructed the experimental items

such that the distractor is particularly prominent in order to maximize potential

retrieval interference effects, it is reasonable to assume that the distractor was highly

activated. Two factors contribute to the distractor’s prominence: it occupies subject

position and stays linearly closer to the reflexive than the antecedent. Earlier we

mentioned that being a subject might be one of the retrieval cues (Van Dyke, 2007),

and if this is the case, the distractor in our setup matches all but one retrieval cue

(being an NP, gender, number, “subjecthood”, but not c-command). Additionally,
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the meta-analysis (Jäger et al., 2017a) shows that distractors that are subjects of

their clauses increase the amount of interference. As to recency, it contributes to the

base-level activation of an item because ACT-R assumes decay: base-level activation

decreases as time since the last retrieval of this item passes. To summarize, there are

reasons to believe that in our design, distractors were particularly highly activated,

which lead to a speedup due to retrieval interference, and that speedup counteracted

the slowdown due to encoding interference in the gender-marked reflexives.

One of the reasons retrieval interference in reflexive dependencies is still a contro-

versial subject is that many studies failed to find interference effects. Among possible

reasons could be the insufficient number of participants and resulting low statistical

power, or the joint analysis of the data from participants who are accurate in an-

swering comprehension questions and participants who are at chance (see discussion

is Section 2.1.3 and Nicenboim et al., 2015). As could be seen from the results of

Experiment 2A, the interference effect is only found in the data from participants

who generally answer the comprehension questions above chance. Thus our results

can be seen as an additional evidence for the pattern proposed by Nicenboim et al.:

participants who lack the resources to fully parse dependencies and are thus generally

poor at answering comprehension questions often rush through the retrieval site and

mask the effect that shows up in the data from the more accurate participants.

Another promising account explaining why retrieval interference effects are often

not found in English was suggested by Parker and Phillips, who found that illusory

negative polarity licensing is modulated by the position of the dependent element

with regard to the verb (i.e., ever in the no ... ever dependency). The authors

proposed that at the point of processing the verb, the part of sentence that precedes

it is consolidated and becomes opaque for retrieval interference. For this reason, they

argue, illusory licensing is possible only when both elements precede the verb, and

does not occur when the dependent element follows the verb. Parker and Phillips

suggest that the same might be true for reflexive processing. From this point of

view, the distractor gets enclosed in the opaque representation that is not able to

cause retrieval interference as soon as the main verb in encountered. If the reflexive

follows the main verb, it is unable to retrieve the distractor from this representation,

and hence no retrieval interference effects are observed at or following the reflexive.
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Within the ACT-R framework, the position of the reflexive with regard to the main

verb is also crucial, albeit for a different reason: the main verb triggers the retrieval

of the subject, which is also the reflexive’s antecedent. If the reflexive follows the

verb and triggers the retrieval of its antecedent, the antecedent is relatively easy to

retrieve since it has just received a boost of activation. Consequently, interference

from the distractor is less likely to have any measurable effects. This might account

for the lack of interference effects in many studies conducted in English, since in

English, configurations where the reflexive precedes the main verb are structurally

prohibited. There was at least one experiment that aimed at finding interference in

a setup where reflexive preceded the verb (in Hindi), but no interference effects were

found (Kush & Phillips, 2014). However, in this study the distractor did not bear

ergative marking, which might have been one of the retrieval cues for Hindi.

It is possible that in Experiments 1 and 2A the antecedent of the reflexive might

have been maintained in focal attention at the point of processing the reflexive,

because the antecedent of the reflexive is also a subject that had not yet formed

a dependency with the verb. In that case no retrieval would take place and no

retrieval interference is expected. Whether an item in focal attention is predicted

to be susceptible to encoding interference, must depend on the model of encoding

interference one assumes. No model explicitly posits existence of the focal attention

slot, but the model of Oberauer and Kliegl can be reconciled with it. Since both the

reflexive’s antecedent and the distractor are subjects of their respective clauses (and

must both be in focal attention at some point during sentence processing), encoding

interference might be possible. That account readily accommodates the slowdown in

the interference condition for gender-unmarked reflexives, but fails to explain the

absence of a slowdown in gender-marked reflexives: if there is no speedup due to

retrieval interference, it is unclear why no slowdown due to encoding interference

is found in reading times for the gender-marked reflexives. In any case, the focal

attention explanation would be ruled out in a setup where the verb precedes the

reflexive.

Our third experiment aims at testing Parker and Phillips’ 2016 hypothesis that

retrieval interference will be blocked if the main verb precedes the reflexive by

replicating the second experiment with one important modification — the main verb
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and the manner adverb that followed the reflexive will now precede it.

2.3 Experiment 2B: Russian reflexives, reflexive

follows the verb

Experiment 2B seeks to test the hypothesis that the relative order of the reflexive and

the main verb might affect the presence of retrieval interference effects. In addition,

we expect to replicate the encoding interference effects found in Experiment 2A on

the main and relative clause verbs because word order should not affect encoding

interference. For example, within the Oberauer and Kliegl (2006) model, both target

and distractor have equal chances of losing a feature due to the proposed feature-

overwriting mechanism and thus becoming less accessible. Therefore, retrieval of the

target item given a feature-sharing distractor should have a longer latency and be

more error-prone.

2.3.1 Materials and Methods

The experimental materials consisted of the same 32 sets of items as in Experiment

2A. In each sentence, the manner adverb and the main verb were placed between

the relative clause and the reflexive. No other changes to the experimental materials

were made. An example item is given in (11):

(11) a. Аферисткаi,
Swindlerfem

которую
whom

торговка
merchantfem

нанимает
hires

для
for

ограбления,
robbery,

серьёзно
significantly

переоценивает
overestimates

себяi/саму себяi
selfacc(∅)/herselfacc(fem)

в
in
способности
ability

к
to

обману.
do trickery.
The swindlerfem, whomamerchantfem hires for a robbery, significantly overestimates

her own∅/fem trickery skills.

b. Аферисткаi,
Swindlerfem

которую
whom

торговец
merchantmasc

нанимает
hires

для
for

ограбления,
robbery,

серьёзно
significantly

переоценивает
overestimates

себяi/саму себяi
selfacc(∅)/herselfacc(fem)

в
in
способности
ability

к
to

обману.
do trickery.
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The swindlerfem, whomamerchantmasc hires for a robbery, significantly overestimates

her own∅/fem trickery skills.

The same procedure as in Experiment 2A was used, see Section 2.2.2.

2.3.2 Participants

112 volunteers who had not participated in the previous experiment took part in the

study. All participants were neurologically healthy native Russian speakers and were

tested at the Higher School of Economics, Moscow. Their mean age was 26 (range

16-70), 77 participants were female; 15 individuals reported to be left-handed or

ambidextrous. The study was approved by the Committee on Interuniversity Surveys

and Ethical Assess of Empirical Research of the National Research University Higher

School of Economics.

2.3.3 Analysis

The data analysis was analogous to the one of Experiment 2A, see Section 2.2.3.

2.3.4 Results

Accuracy

The mean accuracy rates by condition and the corresponding standard errors are

presented in the Table 2.5.

Gender-marked Gender-unnmarked
Interference 0.81(0.014) 0.76(0.015)

No interference 0.86(0.012) 0.85(0.012)

Table 2.5: Mean accuracies and standard errors by condition.

Participants’ mean accuracies in answering antecedent- and distractor-probing

questions ranged from 0.27 to 1.00 with a mean of 0.76. 34 out of 112 participants

had mean accuracies below chance level (made more than 6 mistakes).

Statistical analysis revealed a main effect of interference: accuracy was lower in

the conditions where the antecedent and the distractor shared the same gender (β̂

= -.27, SE = .07, z = -4.13, p < .001). The main effect of reflexive type was also
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Figure 2.5: Mean reading times across conditions and their confidence intervals
(Experiment 2B).

significant: accuracy was lower in conditions with gender-unmarked reflexives (β̂ =

.11, SE = .05, z = 2.29, p = .022). The interaction was not significant.

Reading times

Mean reading times and their respective confidence intervals for the analyzed regions

for each experimental condition are presented in Figure 2.5.

Main effects of interference and accuracy were found in the region following the

verb of the relative clause: the region was read more slowly by the more accurate

participants and in the interference condition (see Table 2.6). In the two following

regions (significantly overestimates) a main effect of accuracy was found: accurate

participants read these two regions more slowly. In the reflexive region, we found

a significant main effect of accuracy (accurate participants read the region more

slowly) and an interaction between interference and reflexive type. Nested contrasts

testing for interference effects within each reflexive type did not reach significance.

It seems that the interaction was driven by the difference between interference

and no interference conditions within gender-unmarked reflexives since there was

no difference in the gender-marked reflexives (β̂ = -.006, SE = .007, t = -.86 for

gender-marked reflexives; β̂ = .15, SE = .07, t = 1.94 for gender-unmarked reflexives).
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2.3.5 Discussion

Contrary to what is predicted by both the ACT-R cue-based retrieval model of

sentence processing (Lewis & Vasishth, 2005) and Parker and Phillips’ 2016 hypothesis

(the presence of the verb blocks pre-verbal elements from retrieval interference), in

the syntactic configuration where the main verb preceded the reflexive we replicated

the main results of Experiment 2A. This means that word order alone cannot explain

the absence of interference effects in many studies conducted in English: interference

effects are still present in case the verb precedes the reflexive (Badecker and Straub,

2002; Clifton et al., 1999; Nicol and Swinney, 1989, Experiments 5, 6; Sturt, 2003,

Experiment 2; Clackson et al., 2011; Dillon et al., 2013; King et al., 2012; Parker

and Phillips, 2016; Xiang et al., 2009).

We once again found a correlation between participants’ mean accuracy and

reading times: in all the analyzed regions, more accurate participants read significantly

more slowly. Interestingly, in Experiment 2A, we found this effect only in the pre-

critical region and in the spillover after the reflexive. It is unclear why it was

not present in other regions, since the accuracies in Experiments 2A and 2B are

comparable.

As encoding interference does not depend on the word order, we expected to

replicate the encoding interference effects (slower reading times) found in Experiment

2A on the main and relative clause verbs. We found a main effect of interference at

the region following the relative clause verb, but not at the main verb. As the region

following the main verb was the reflexive, it is impossible to disentangle spillover

effects from processing of the reflexive itself. At any rate, the evidence for encoding

interference is present in two regions (as compared to three in Experiment 2A): the

region following the relative clause verb and the reflexive region.

At the reflexive region, the pattern of reading times is similar to the one observed

in Experiment 2A: we again found a slowdown in the interference condition in

gender-unmarked, but not gender-marked reflexives, but this time the interaction did

not depend on participants’ accuracy. The fact that the reading times pattern found

in Experiment 2A was again replicated in Experiment 2B is an argument in favor

of its systematic nature. However, the post-hoc explanation we provided for the

effect in Experiment 2A does not fit Experiment 2B equally well: we reasoned that
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in gender-marked reflexives, the slowdown due to encoding interference is present,

but concealed by a speedup caused by retrieval interference. However, the speedup

in processing gender-marked reflexives is only predicted by cue-based retrieval as

implemented in ACT-R (Lewis & Vasishth, 2005) if the distractor is particularly

active. In Experiment 2B at the point of processing the reflexive the distractor must

be less active than the antecedent because of the recent reactivation of the antecedent

at the main verb. In such a case retrieval interference account predicts a slowdown

at the reflexive region, not a speedup. Therefore, we should observe a slowdown in

reading times at gender-marked reflexives when the gender of the distractor matches

the gender of the antecedent. Our results contradict this prediction and therefore

cannot be reconciled with the retrieval interference account.

If retrieval interference cannot account for the absence of interference effects

in gender-marked reflexives, what can? One straightforward option is that gender-

marked reflexives differ in some important way from the gender-unmarked reflexives.

There is indeed a semantic difference: gender-marked reflexives put emphatic focus on

the antecedent. As Lyutikova (1997) puts it, gender-marked reflexives (as opposed to

gender-unmarked reflexives that take a purely syntactic function) signal that despite

the expectations of a listener, the same person plays two different central roles in the

situation (cf. “You did it to yourself”). It means that in our experimental conditions,

gender-marked reflexives not only established coreference between the reflexive and

the antecedent, but also provided higher-level discourse and/or semantic information,

putting the emphatic focus on the antecedent.

Two additional facts may be seen as a post-hoc indirect support for the claim that

gender-marked reflexives were processed differently. First, in Experiment 2A, there

was a main effect of reflexive type two words downstream the reflexive: the word

was read longer in conditions with gender-marked reflexives. Second, in Experiment

2B (but not 2A), question response accuracies were higher in conditions with gender-

marked reflexives. These results might indicate that processing the emphatic focus

on the antecedent took longer than establishing purely syntactic relationship, but

the resulting interpretations were more stable, as demonstrated by question response

accuracies. However, any post-hoc interpretation must remain a speculation until

further tests.
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Even though gender-marked reflexives might require some additional extra-

syntactic processing, at present it is unclear why we did not find encoding interference

effects in gender-marked reflexives. Every encoding interference account predicts the

same effects regardless of gender marking, and if the slowdown in processing gender-

unmarked reflexives is caused by encoding interference, there should be a similar

slowdown in processing gender-marked reflexives. We suggest that in sentences with

gender-marked reflexives, establishing emphatic focus at the point of retrieving the

antecedent is assosiated with greater variance in processing times that conceals the

main effect of interference.

An alternative explanation would be that the processing slowdown in marked

reflexives might be concealed by a slowdown in the control condition: if on some

proportion of trials participants erroneously predicted that the upcoming words

should bear the gender marking of the distractor, encountering the gender marking

consistent with the target should cause processing delays. No delays of such nature

are expected either in the interference condition (since the prediction would always

be confirmed), or in the gender-unmarked reflexives (since the prediction could never

be disconfirmed). Only in marked reflexives slowdowns might arise in each condition

and undermine the comparison between those.

To summarize, in Experiment 2B, we replicated the main results of Experiment

2A: the correlation between reading times and mean accuracies (more accurate

participants read more slowly), the encoding interference effects in reading times at

the relative clause verb and reflexive, and the unexpected pattern of reading times

at reflexive (a slowdown in the interference condition in gender-unmarked, but not

gender-marked reflexives). In Experiment 2B, the reading times at reflexive cannot

be explained by the retrieval interference account, and the retrieval interference

explanation of interference effects in processing reflexives in Russian is therefore

ruled out.

2.4 General discussion and conclusions

The main goal of the present paper was to ascertain whether it is retrieval or encoding

interference that accounts for the similarity-based interference effects in reflexive
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processing. The answer to this question would allow us, from the one side, to accept

or reject the syntax as an early filter account of sentence processing, and from the

other side, to obtain a more general insight into the functioning of working memory

in online sentence processing.

In order to disentangle encoding and retrieval interference accounts’ predictions,

we conducted three experiments: one in German, contrasting reflexive and pronoun

processing, and two in Russian, contrasting the processing of gender-marked and

gender-unmarked reflexives. In the first experiment, we failed to find any interference

effects, presumably due to the difficulty of the experimental materials. In the

second experiment, we pitted the predictions of the encoding and the retrieval

interference accounts against each other within reflexives: the encoding interference

account predicts that both in gender-marked and gender-unmarked reflexives, the

interference condition would be processed more slowly. On the contrary, the retrieval

interference account predicts that only in the gender-marked reflexives would the

difference between the interference and no interference conditions appear, since

only in the processing of gender-marked reflexives gender can be used as a retrieval

cue. In Experiment 2A, we encountered an unexpected pattern of reading times

at the region following the reflexive – a slowdown in the interference condition

in the gender-unmarked, but not in the gender-marked reflexives. This reading

times pattern was replicated in Experiment 2B, where the order of reflexive and the

main verb was reversed (as in English, the reflexive followed the verb). While the

results of Experiment 2A might be reconciled with the retrieval interference account

under certain conditions, the results of Experiment 2B contradict the predictions

of the ACT-R model: when the reflexive is preceded by the verb whose subject is

the reflexive’s antecedent, retrieval interference effects are expected to lead to a

slowdown, not a speedup in mean reading times. Since retrieval interference cannot

account for the results of Experiment 2B, and the same pattern of reading times

was found in Experiments 2A and 2B, we expect that the underlying cause was the

same in both experiments, and therefore the retrieval interference explanation must

be rejected. To summarize, we found no retrieval interference effects in the three

experiments reported in this paper.

On the contrary, in the two experiments carried out in Russian, we found evidence

65



in favor of encoding, but not retrieval, interference, both in reflexive-antecedent and

in subject-verb dependencies. This stands in marked contrast to German, where

no encoding interference in the processing of reflexives was found in two higher

powered studies (Jäger, Benz, et al., 2015) and in the Experiment 1 reported in this

paper. It does not seem likely that the existence of encoding interference depends

on the language, rather our ability to detect interference effects might depend on

the syntactic structure in question and the skill of the readers. As we already noted,

the syntactic structure of the sentences used in Experiment 1 was more complicated

than that of Experiments 2A and 2B (double vs. single embedding), which might

have caused the observed difference across experiments.

At the same time, our results are not fully consistent with the predictions of the

encoding interference account: while the slowdown at the reflexive is predicted for

all sentences where the distractor matches the gender of the antecedent, we only

found it in gender-unmarked, but not in gender-marked reflexives. We suggest that

this might have two explanations. The first is that gender-marked reflexives require

additional semantic processing: Lyutikova (1997) suggests that in Russian, gender-

marked reflexives not only establish referential relationship between the reflexive

and its antecedent, but also put emphatic focus on the antecedent. It is possible

that additional semantic processing associated with establishing emphatic focus

might conceal the encoding interference effect. The second explanation concerns a

possible fault in the control condition: if in some proportion of trials participants

erroneously expect the gender marking of the distractor on the upcoming words, their

predictions can be disconfirmed only in the no interference condition in sentences

with gender-marked reflexives. That would lead to delays in reading times, which

could in turn undermine the comparison with the interference condition.

Interestingly, consistent evidence for encoding interference was found in the

question response accuracies in all three experiments, including the experiment

in German. The same pattern of results was also reported for German in Jäger,

Benz, et al. (2015). Although this is not explicitly discussed, we assume that both

retrieval interference accounts considered in this paper (Lewis & Vasishth, 2005;

McElree et al., 2003) predict that in answering comprehension questions, the resulting

representation that was built during sentence comprehension is used. Even if later
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reanalysis was postulated, it would engage the retrieval mechanisms specified in

the models. In comprehension questions, the retrieval of verb arguments (required

to provide a correct answer) would be initiated at the verb. In all the reported

experiments, verbs were gender-unmarked, so gender could not be used as a retrieval

cue, and retrieval interference account predicts equal accuracies across all conditions.

This contradicts the pattern of observed accuracies. We must either suggest that

mechanisms involved in sentence processing and building a faithful representation

differ from those that provide access to the resulting representation (as in answering

comprehension questions), or interpret comprehension question accuracies as evidence

for encoding and against retrieval interference.

Finally, across the three experiments presented in this paper, the correlation

between participants’ accuracies and reading times seems to be robust: more accurate

participants read more slowly. In Experiment 2A accuracy was crucial for uncovering

the critical interaction between interference and reflexive type: the interaction was

present only in the more accurate participants’ reading times. However, no such

relationship was found in Experiment 2B – the critical interaction was not modulated

by participants’ accuracy. Therefore, we replicated the relationship between reading

speed at the retrieval site and comprehension accuracy reported by Nicenboim et al.

(2015) only in one of the two experiments. Nevertheless, researchers who investigate

long-distance dependencies might benefit from being aware of this relationship and

in particular of the fact that reading times from the participants who do not build

syntactic dependencies correctly might conceal the effect present in the reading times

of the more accurate participants.

To conclude, in two out of three experiments reported in this paper we found a

reading times pattern that is inconsistent with the retrieval interference account, but

can be explained by encoding interference. Feature-matching distractors influence

how coreference between the antecedent and the reflexive is established, and that

goes against the strong version of the syntax as an early filer account (Nicol &

Swinney, 1989). However, the main claim of the account – that reactivation of

the antecedent is restricted by grammatical constraints – still holds true: encoding

interference attributes the slowdown in processing the reflexive to feature overwriting

and degraded memory representation of the antecedent, not to competition for
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retrieval between all the nouns.
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Chapter 3

Agreement attraction and

semantic attraction in ill-formed

sentences

One way to understand how the human language processing system operates is to

study the errors people make and the circumstances that affect these errors. One

particularly well-studied type of errors is called agreement attraction (Bock & Miller,

1991; Kimball & Aissen, 1971). Agreement attraction refers to an erroneous agreement

typically between the verb and a non-subject noun that seizes morphosyntactic control

of the verb from the subject, as in:

(1) *The difference between the studies stem from . . .

Here, the verb agrees with ‘studies’ – both are plural – instead of with the subject

‘difference’ which is singular. Even though the resulting sentence is clearly ungram-

matical such sentences are regularly produced (Haskell & MacDonald, 2005) and

often go unnoticed in comprehension (Clifton et al., 1999; Tanner & Bulkes, 2015).

Agreement attraction has been studied intensively in language production and

more recently also in language comprehension. This research has identified various

constraints on agreement attraction. For instance, agreement attraction has been

found more reliably when the subject is singular, as in (1), than when it is plural

(referred to as singular-plural asymmetry, see, for example, Bock and Cutting,

1992; Bock and Eberhard, 1993b; Bock and Miller, 1991; Deutsch and Dank, 2011;
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Eberhard, 1997, but see Franck et al., 2002b, for a counter-example). While the

position of the attractor seems to have some impact on the strength of agreement

attraction (e.g., Franck et al., 2006; Franck et al., 2002b), there is currently little

evidence suggesting that syntactic constraints can completely prevent a noun from

interfering with the subject-verb dependency (but see Franck et al., 2010, who

report some evidence for immunity to agreement attraction in complement clauses).

Agreement attraction has also been demonstrated in a variety of languages other

than English and there is some evidence that languages with richer morphosyntax,

e.g., Russian and Spanish, may be more robust to agreement attraction (Foote and

Bock, 2012; Lorimor et al., 2008, but see Lago et al., 2015). Finally, it has been found

that patterns of agreement attraction errors in production largely mirror the effects

in comprehension, which has raised the question whether the underlying mechanisms

are the same (Pearlmutter et al., 1999a).

All models aiming to explain agreement attraction errors in production share

the assumption that attraction is manifested only on the morphosyntactic level of

language organization, that is, attraction is caused by mechanisms that can derail

the formation of morphosyntactic relationships in a sentence (i.e. agreement) but not

other aspects of a sentence (Bock et al., 2001; Eberhard et al., 2005; Franck et al.,

2002b). According to these models, agreement attraction is a phenomenon with a

rather narrow scope.

Meanwhile, more general language processing models have been used to explain

agreement attraction errors in comprehension: the Lewis and Vasishth model (Lewis

and Vasishth model, Engelmann et al., 2019; Lewis & Vasishth, 2005; Nicenboim

& Vasishth, 2018) and the self-organized sentence processing model (self-organized

sentence processing model, Smith et al., 2018; Tabor & Hutchins, 2004). According

to these accounts, attraction errors arise from the particular way in which linguistic

structure is stored in content-addressable memory. While these accounts have so

far only been used to explain (morpho-)syntactic attraction effects, the principles

they are based on are thought to be more domain-general. However, if we assume, as

the Lewis and Vasishth model and self-organized sentence processing model do, that

agreement attraction arises from domain-general mechanisms, there is no reason why

attraction should be limited to the morphosyntactic level. Instead, we would expect
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that attraction effects should also arise in other linguistic domains, for instance, on

the level of meaning.

To test this prediction, we ran three experiments in which participants where

presented with a verb and a sentence fragment and after which they had to decide

whether the verb was a viable continuation of the fragment or not. Specifically,

we tested whether language users would accept mismatching verbs as sentence

completions when there was a another noun (the attractor) that satisfied the verb’s

demand for a semantically matching subject. More concretely, we tested (among

other things) whether the singular verb form ‘cuts’ would be accepted more often as

a completion to fragments like (2-a) than to fragments like (2-b) even though ‘cuts’

thematically fits the subject equally badly in both sentences.

(2) a. The drawer with the knife . . . (cuts?)

b. The drawer with the handle . . . (cuts?)

If attraction is limited to morphosyntax, we expect no difference in completions for

(2-a) and (2-b). However, if there were more errors in (2-a) than (2-b), this would

constitute evidence that attraction is a more general phenomenon than has typically

been assumed in the literature and this finding would therefore favor more unifying

theories of sentence processing. Hence, this research asks not just questions about

attraction phenomena in particular, but also promises new insights into the mental

representation of linguistic structure and the modularity of linguistic processes.

In the following, we will briefly review the most influential accounts of agreement

attraction in production and comprehension and then outline their predictions with

regard to semantic attraction errors. Then, we will report three experiments and

follow up with a computational simulation examining one model’s predictions at a

more fine-grained level.

3.0.1 Production accounts of agreement attraction

The feature percolation account (Franck et al., 2002b; Nicol et al., 1997; Vigliocco

& Nicol, 1998) was formulated to explain attraction effects in the number domain

and heavily relies on the notion of markedness. Singular is considered an unmarked

member of the number opposition and just plural is assumed to be marked (e.g.,
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Bock & Eberhard, 1993b; Eberhard, 1997; Harley & Ritter, 2002). The key idea is

that in sentences like (2), where the attractor noun (‘studies’) is part of a complex

subject noun phrase (‘The difference between the studies’), the plural feature of the

attractor can erroneously “percolate” up the syntactic tree and override the correct

number marking of the noun phrase. As a result, the sentence processor expects a

plural verb (e.g., ‘stem’) even though the subject (‘The difference’) requires singular.

Thus, feature percolation posits that the culprit is faulty encoding of the subject

noun phrase, not the agreement computation itself.

The beauty of this account is its parsimony and the fact that it makes rich

predictions about the circumstances under which agreement attraction can arise.

For instance, feature percolation correctly predicts more attraction errors when the

subject noun is singular than when it is plural which was confirmed many times

(Bock & Cutting, 1992; Bock & Eberhard, 1993b; Bock & Miller, 1991; Deutsch &

Dank, 2011; Eberhard, 1997). Another strong prediction is that agreement attraction

only arises in configurations where the attractor is embedded within the subject

noun phrase, such as in (2) and (3). However, studies have also shown agreement

attraction effects in constructions where the attractor is located outside the subject

noun phrase (‘The cabinets that the key . . . *open’, Staub, 2009, 2010), questions

(‘*Are the helicopter for the flights safe?’, Vigliocco and Nicol, 1998), and direct

object constructions (Dutch subject-object-verb constructions: Hartsuiker et al.,

2001; French object-subject-verb cleft constructions: Franck et al., 2006; German

subject-object-verb constructions: von der Malsburg et al., 2020). All these findings

pose problems for feature percolation.

(3) The soldier that the officers accused . . . *were

Further, feature percolation cannot explain why attraction errors increase when the

subject is syntactically singular but denotes a set of items as in ‘The label on the

bottles . . . ’ (Foote & Bock, 2012; Hartsuiker et al., 1999; Vigliocco et al., 1995;

Vigliocco et al., 1996) or ‘The team with the red shirts . . . were’ (Humphreys &

Bock, 2005; Smith et al., 2018; Solomon & Pearlmutter, 2004).

An alternative account that can explain the latter class of cases is the marking and
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morphing account (Bock et al., 2001; Eberhard et al., 2005). Like feature percolation,

it assumes faulty encoding of the subject, but unlike feature percolation, it relies on

the concept of notional number — a semantic representation of the entity that is

referred to, either as a multitude or as a single unit. Both nouns, such as ‘team’,

and noun phrases, such as ‘the picture on the postcards’, can be notionally plural

while being syntactically singular. The marking and morphing account builds upon

feature percolation and postulates that the subject’s notional number influences

the computation of number agreement over and above the morphosyntactic number

match between the attractor and the verb. Essentially, the more multitude-like

the abstract representation of the subject, the higher the probability of using a

plural verb. Just as feature percolation, the account is well-suited for explaining

agreement attraction effects in the number domain. And like feature percolation,

it only covers the configurations when attractor is located within the subject noun

phrase (although, unlike feature percolation, it could potentially be extended to

cover object attraction; Eberhard et al., 2005).

A shortcoming of feature percolation is that it fails to account for instances of

agreement attraction involving case or gender features (Antón-Méndez et al., 2002;

Badecker & Kuminiak, 2007; Bader & Meng, 1999; Slioussar & Malko, 2016; Slioussar

et al., 2015). The specification of marking and morphing allows the model to account

for gender attraction in systems with two genders, however, it is unclear how it can

be extended to systems with more than two features, such as many gender or case

systems.

While both feature percolation and marking and morphing were designed to

explain attraction errors in production, they were also invoked to explain analogous

effects in sentence comprehension (Pearlmutter et al., 1999a; Wagers et al., 2009):

(4) a. *The key to the cells were . . .

b. *The key to the cell were . . .

In sentences with attraction errors, such as (4-a), reading times at the verb were

shown to be faster than in control sentences, (4-b), where the number marking of the

attractor noun does not match the verb (see also Avetisyan et al., 2020; Lago et al.,

2015; Tucker et al., 2015; Villata et al., 2018, for similar results in Spanish, Eastern
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Armenian, Arabic, and Italian). In addition, sentences with attraction errors are

more often judged as grammatical or acceptable than analogous sentences without

an attractor noun matching the verb (Hammerly et al., 2019; Patson & Husband,

2016; Vasishth et al., 2017; Wagers et al., 2009). Feature percolation and marking

and morphing both can explain these effects by assuming that the plural feature

of the attractor in (4-a) sometimes compromises the subject’s number marking, in

which case the unlicensed plural verb is actually expected and consequently doesn’t

cause as much processing difficulty as in the control condition (4-b).

Another prediction of both accounts is that the occasional misspecifications of

the subject’s number should cause processing difficult when the verb in fact agrees

with the subject. In this scenario, the misspecification leads the parser to predict

a different number marking on the verb and, upon encountering the (correct) verb

stumbles, which should be reflected in a slowdown at the verb. The result is an illusion

of ungrammaticality. Although some studies found evidence for such a slowdown

(Franck et al., 2015; Lago et al., 2015; Nicol et al., 1997; Patson & Husband, 2016;

Pearlmutter et al., 1999b; Wagers et al., 2009), most of them had design shortcomings,

and the majority of studies did not find evidence for an illusion of ungrammaticality

(inter alia, Cunnings & Sturt, 2018; Lago et al., 2015; Nicenboim et al., 2018; Patson

& Husband, 2016; Thornton & MacDonald, 2003; Tucker et al., 2015; Wagers et al.,

2009). The lack of support for the illusion of ungrammaticality lead researches to

believe that production-based models might not adequately explain comprehension

(but note that this position has recently been challenged by Hammerly et al., 2019).

3.0.2 Comprehension theories of agreement attraction

We will now briefly review two general models of language comprehension that can

potentially explain attraction effects in comprehension even though they were not

explicitly designed for this purpose. The Lewis and Vasishth 2005 model (henceforth

Lewis and Vasishth model05, Lewis & Vasishth, 2005) is based on the content-

addressable memory architecture ACT-R (J. R. Anderson, 1996). The model assumes

that syntactic chunks are activated in working memory when they are encountered

and later retrieved in order to build syntactic dependencies. Syntactic chunks

(including words) are represented as bundles of features and are retrieved by querying
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a subset of these features relevant at the moment of retrieval. The model was

first applied to the comprehension of sentences with agreement attraction errors

by Wagers et al. (2009). To understand how it can explain agreement attraction,

consider the grammatical sentence (5) from their study:

(5) The cabinets that the key opens . . .

When encountering the verb ‘opens’, the parser triggers a retrieval of the previously

processed subject to complete the subject-verb dependency. The verb is marked

for number, and the parser will therefore spread activation to every word that has

the features +SUBJECT1 and +SINGULAR. The word with the highest activation (that

also exceeds a so-called retrieval activation threshold) will be retrieved and used to

complete the dependency. In (5), the only word that fully matches the retrieval cues

is the subject ‘key’ and it will therefore be retrieved in virtually all cases.

Now consider the sentence (4-a) which contains an agreement attraction error.

The parser will spread activation to every word that has features +SUBJECT and

+PLURAL. Now, both the subject ‘key’ and the attractor ‘cells’ fail to fully match the

retrieval cues, each has only one matching feature, either +SUBJECT or +PLURAL. The

attractor and the subject therefore receive an equal amount of activation and noise

in the system will determine which word will be retrieved. As a result, the attractor

will be retrieved in half of the cases.

An important difference to the production accounts discussed above is that the

Lewis and Vasishth model predicts attraction effects in ungrammatical sentences

irrespective of their syntactic structure — any noun, irrespective of position can be

misretrieved instead of the subject as long as it matches sufficiently many features

required by the verb. The Lewis and Vasishth model can also explain the increase in

attraction error rates when the attractor superficially resembles the sentential subject

(Engelmann et al., 2019), for instance, when the attractor’s case marking is ambiguous

between nominative and the actual case (Badecker & Kuminiak, 2007; Hartsuiker

et al., 2003; Slioussar & Malko, 2016). A further difference to the production accounts

is that in grammatical sentences, the Lewis and Vasishth model predicts the opposite

1+SUBJECT feature is a commonly used simplification, adopted in Jäger et al., 2017b, and
elsewhere.
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of the illusion of ungrammaticality. Nicenboim et al. (2018) found some inconclusive

evidence in favor of this effect, but the majority of studies found no effect.

Unlike production accounts, the Lewis and Vasishth model cannot explain is

the singular-plural asymmetry present in many studies. The reason is that, unlike

feature percolation, the Lewis and Vasishth model assumes that singular is marked

just as plural.2 Similar asymmetries that the Lewis and Vasishth model cannot

explain out of the box have been found in gender (more errors in sentences with a

masculine subject noun and feminine attractor that the other way around in Slovak

and Russian, see Badecker and Kuminiak, 2007; Slioussar and Malko, 2016).

Another general model of sentence comprehension than can potentially explain

agreement attraction is the self-organized sentence processing model (henceforth SOSP,

Smith et al., 2018; Tabor & Hutchins, 2004; Vosse & Kempen, 2000). This account

assumes that every word tries to form a connection with every other encountered word,

and that such connections – treelets – combine further in a bottom-up fashion to form

larger meaning-bearing structures. The strength of connections between these treelets

depends on the goodness of fit which is assessed based on all features, morphosyntactic,

semantic, and otherwise. Strong connections grow stronger over time and weak

connections taper off. While the underlying dynamics in this model look rather

different from those assumed in Lewis and Vasishth model, many predictions are

similar. Crucially, if two connections have approximately equal strength, as the

verb-subject and the verb-attractor connections in (4-a), the winning attachment

depends largely on noise in the system. Hence, self-organized sentence processing

model, just like the Lewis and Vasishth model, predicts attraction effects in a wide

range of syntactic configurations. Moreover, self-organized sentence processing model

also covers notional plurality effects (Smith et al., 2018), but it is less clear how it

could explain attraction asymmetries in number and gender.

Both the Lewis and Vasishth model and self-organized sentence processing model

have also been invoked to account for attraction effects also in production (Badecker

& Kuminiak, 2007; Konieczny et al., 2004; Smith et al., 2018). The idea being that,

to build syntactic structure for production, we need to keep in memory what has

already been said and what we are planning to say, and that the memory substrate
2Note, though, that some comprehension studies did not find evidence for the singular-plural

asymmetry, e.g., Häussler (2009) and Acuña-Fariña et al. (2014).
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used in this process is likely the same as for comprehension.

3.0.3 Differences between production and comprehension

accounts

Production and comprehension accounts differ not only in the mode of language use,

they also postulate different mechanisms underlying attraction effects. According

to the Lewis and Vasishth model and self-organized sentence processing model,

attraction occurs during dependency formation – an incorrect syntactic chunk can

be retrieved to form the dependency, whereas according to both feature percolation

and marking and morphing attraction is caused during the encoding of the subject’s

number. As a consequence, the Lewis and Vasishth model and self-organized sentence

processing model predict that if attraction occurs, the attractor noun will be perceived

to be the subject, while both production accounts predict that the subject noun will

be identified correctly, only the number marking of the whole noun phrase will be

incorrect. Available evidence (Schlueter et al., 2019) favors the production accounts

by demonstrating that attractor noun is perceived to be the subject only in a minority

of attraction cases.

Further, the two classes of accounts differ in the role they assign to semantic

information. While marking and morphing allows some semantic properties either

of the subject noun, such as conceptual plurality, or of the whole noun phrase,

such as distributivity, to affect feature computation and assignment, other semantic

properties are not assumed to have an impact on attraction. For example, the

model cannot account for the increase in attraction rates due to the goodness of

thematic fit between the attractor and the verb (Thornton & MacDonald, 2003), or

due to higher semantic integration between the subject and the attractor within the

noun phrase (Solomon & Pearlmutter, 2004), or due to attractor being an animate

noun (Bock & Miller, 1991, Experiment 3). Many of these semantic influences on

agreement computation are easily explained by the comprehension accounts since in

both the Lewis and Vasishth model and self-organized sentence processing model

semantic features receive the same treatment as all other types of features, including

morphosyntactic.

Crucially, since semantic features are being treated in the same way as mor-
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phosyntactic features their role is not limited to influencing agreement computations

(and therefore modulating agreement attraction); both the Lewis and Vasishth model

and self-organized sentence processing model make the surprising prediction that

attraction effects should occur in other linguistic domains as well, independently of

agreement. As Lewis and Vasishth state (2005, p. 411):

In this model, we have realized only syntactic cues, which are used

primarily to reactivate predicted structure to unify with. However, the

model can accommodate a richer set of cues—for example, there may

also be semantic cues derived from specific lexical constraints (e.g., the

semantic constraints that a verb places on its subject).

Similarly, Smith et al. state (2018, p. 24):

In SOSP, linguistic tree-representations form via continuous feedback

interactions among treelets that are guided by vectors of syntactic and

semantic features.

This means that both the Lewis and Vasishth model and self-organized sentence

processing model predict not only agreement attraction errors, but also analogous

semantic attraction errors. These could be reflected in the acceptance of a verb

that thematically fits the attractor but not the subject noun. For example, in the

sentence ‘The drawer with the knife cuts . . . ’ the semantic attractor ‘knife’ satisfies

the semantic restrictions set by the verb better than the subject noun ‘drawer’. In

comprehension, the verb ‘cuts’ should therefore be easier to process in the presence

of the attractor that can perform the cutting action than in the presence of a noun

that cannot, such as ‘handle’ in ‘The drawer with the handle cuts . . . ’. These effects

would precisely mirror agreement attraction effects, but crucially, they could arise

independently of morphosyntactic processing — note that the example of semantic

attraction os morphosyntactically well-formed.

Note that this proposal differs from the one made in Thornton and MacDonald

(2003) where semantic features were shown to influence agreement computations.

While highly relevant in the present context, the Thornton and MacDonald proposal

is more narrow in scope than the idea of purely semantic attraction effects predicted
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by the Lewis and Vasishth model and self-organized sentence processing model. Thus

finding evidence for purely semantic attraction effects would considerably widen

the scope of the attraction phenomenon, increase its relevance, and improve our

understanding of it.

There is one study that provides evidence for semantic attraction. In two eye-

tracking experiments, Cunnings and Sturt (2018) tested sentences like (6):

(6) a. Sue remembered the letter that the butler with the cup accidentally

shattered.

b. Sue remembered the letter that the butler with the tie accidentally

shattered.

Both sentences are implausible, but Cunnings and Sturt found that the verb ‘shattered’

was processed faster in condition (6-a), where the local non-subject noun ‘cup’ was

semantically a good fit for the verb ‘shattered’, than in (6-b), where the local noun was

‘tie’, i.e. an object that cannot be shattered. These results mirror agreement attraction

effects in comprehension, but it is not clear how they compare to attraction effects.

Both Lewis and Vasishth model and self-organized sentence processing model predict

the same proportion of misinterpretations and the same processing times profiles

for semantic and morphosyntactic attraction from a non-subject noun. However,

Cunnings and Sturt (2018) only tested semantic, but not morphosyntactic attraction

in their study, so that effect sizes could not be compared.

The purpose of the present study is, first, to conceptually replicate the semantic

attraction effect demonstrated by Cunnings and Sturt (2018), and second, to build

on their work by examining more closely whether the effects they observed constitute

genuine semantic attraction effects arising from the same mechanisms underlying

agreement attraction. To do so, we compared configurations with semantic attraction

and morphosyntactic attraction side by side using a slightly modified version of

the forced-choice paradigm that has been used extensively to study agreement

attraction. The goal of Experiment 1 was to establish whether semantic attraction

errors occur in this paradigm and, if yes, whether their rate is comparable to that of

morphosyntactic (agreement) attraction errors as is predicted by Lewis and Vasishth

model and self-organized sentence processing model. Experiment 2 replicated the
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findings of Experiment 1 and included two additional conditions that give us further

insight into how semantic and morphosyntactic attraction interact. Experiment 3

mitigated a possible confound in the item design, and replicated the results using

the same experimental conditions, but a new set of experimental items. Finally, we

report simulations with a modified version of the Lewis and Vasishth model to see

how the model could potentially account for the results of the three experiments.

3.0.4 Disclosures

All reported studies had been carried out in accordance with the Declaration of

Helsinki. All participants provided informed consent. The full list of materials used

in both reported experiments, the collected data and analysis code are available from

the project page at the Open Science Framework, doi: doi:10.17605/OSF.IO/P9HS7.

The full list of materials is also provided in Appendix 6.1.

3.1 Experiment 1

To demonstrate attraction effects in the semantic domain and to compare them to

classical agreement attraction, we used a forced choice task. The classical version of

the task presents participants with a sentence preamble and prompts them to choose

one out of two verbs as a plausible continuation. Instead of two verbs, we showed only

one and asked participants to judge whether or not it was a plausible continuation

of the preamble. If the rate of mistakes is increased when the attractor matches the

verb thematically, that would constitute an attraction effects in the semantic domain

and thus suggest that attraction is not limited to agreement processing.

A secondary goal was to compare semantic attraction effects to morphosyntactic

attraction effects: Are they equally sized? And how do semantic and morphosyntactic

attraction interact? Are the effects of morphosyntactic and semantic attraction

additive, or under- or super-additive? If there was evidence for an interaction, that

would favor a single underlying mechanism (Roberts & Sternberg, 1993; Sternberg,

1998), while a lack of interaction would be consistent both with a single common

and independent underlying mechanisms.
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3.1.1 Methods

Participants

Participants (N=1,100) were recruited on Prolific, a crowd-sourcing platform for

academic studies. Participants were prescreened for being self-reported native

speakers of English who were born in the US/UK, citizens of the US/UK and residents

of the US/UK at the time of participation. Participation took approximately 1 minute

and was compensated with 10p (0.1 GBP). After finishing the experimental task,

participants had to indicate (again) whether they are native speakers of English,

US/UK citizens, and that they spent the first five years of their life in the US/UK.

After excluding data from participants who answered negatively to at least one of

these questions, 1,072 individuals were left in the analysis.

Materials

We tested twenty-five item sets (see Table 3.1) in which the verb never fully matched

the subject. It mismatched either the subject’s number (morphosyntactic violation),

or meaning (semantic violation), or both (double violation). At the same time, the

verb could mismatch or match the attractor in number (morphosyntactic attraction),

meaning (semantic attraction), or both (double attraction). This set of conditions

allowed us to test morphosyntactic attraction (conditions b vs. a), semantic attraction

(d vs. c), as well as double attraction (f vs. e).

The items had the following structure: The subject noun was followed by a

prepositional phrase containing the attractor. The verb had clear thematic restrictions

that allowed for only a subset of nouns to plausibly serve as subject. Subject- and

attractor-verb combinations were created with the aim to avoid metonymic and

metaphorical sense transfers (e.g., a person glowing with joy).

Procedure

The study was conducted as a single-trial online experiment where each participant

saw only one item and only one of the experimental conditions. This way we avoided

adaptation of processing strategies to the stimuli, in particular, to the ungrammatical

or otherwise non-well-formed sentences. Arguably, this also allowed us to detect the
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Condition Violation Attraction
a. The drawer with the handle OPEN morphosyntactic none
b. The drawer with the handles OPEN morphosyntactic morphosyntactic
c. The drawer with the handle CUTS semantic none
d. The drawer with the knife CUTS semantic semantic
e. The drawer with the handle CUT double none
f. The drawer with the knives CUT double double
g. The drawer with the knife CUT double semantic
h. The drawer with the handles CUT double morphosyntactic

Table 3.1: Example experimental item. Conditions (a-f) were tested in Experiment 1,
conditions (g) and (h) were added in Experiment 2. ‘Double’ stands for simultaneous
morphosyntactic and semantic attraction and/or violation.

biggest possible attraction effect as compared to the same number of probes tested

with a smaller number of participants in a repeated-measures design, as participants

likely become aware of the nature of the mismatches and hence more efficient at

detecting them (Baayen et al., 2017; Demberg & Sayeed, 2016; Fine et al., 2013).

The experiment consisted of instructions, the experimental probe, and the debrief-

ing questions mentioned above (native language, citizenship, country of residence

during first five years of life). Within the experimental task, participants were

presented with a verb in capitals (see Table 3.1). After memorizing the verb, they

had to press the spacebar key to see a sentence fragment and the two response

buttons below it. They had to read the fragment and indicate via a mouse click

whether the memorized word was an acceptable continuation of that fragment (we

did not explicitly state that the word was a verb). Thornton and MacDonald (2003)

showed that presenting the verb before the preamble produced the same results as

the more common version of the oral production task where the verb is presented

following the preamble.

To indicate whether the verb was a possible continuation of the sentence, partici-

pants had either to click on one of the symbols (green check mark or red X mark) or

to press 1 or 2 on the keyboard, where 1 corresponded to ‘good fit’ and 2 to ‘bad fit’.

Note that the verb never perfectly matched the subject and the correct response was

therefore always to reject the verb. However, since each participant performed only

one trial, the correct response could not be guessed based on knowledge from prior

trials.
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The experiment was programmed using the Ibex3 software and run on the

IbexFarm cloud service.

Data analysis

All analyses were conducted with the R system for statistical computing (R Develop-

ment Core Team, 2009). Data were analyzed using generalized linear mixed models fit

in the Bayesian framework (Vasishth et al., 2018) using the ‘brms’ package (Bürkner

et al., 2017). Plots were produced with the ‘ggplot2’ and ‘tidybayes’ packages (Kay,

2019; Wickham, 2016). Inferences were based on the posterior distributions of the

parameters, which are reported in terms of the posterior mode and 95% percentile

intervals (CrI). If nearly all of the posterior mass for an estimate fell on one side of

zero, we considered that as evidence that the effect was reliable. However, note that

we do not adopt a strict threshold here, we instead evaluate the strength of evidence

in a graded fashion.

Accuracy in the judgment tasks was modeled using hierarchical logistic regres-

sion. Treatment contrasts were used to code the two factors: the type of violation

(morphosyntactic, semantic, or both) with morphosyntactic violations serving as the

reference level, and attraction (none, morphosyntactic, semantic) with no attraction

being the reference level (Schad et al., 2020). We estimated both simple effects as

well as the interaction between them. For modeling accuracy, we used regularizing

priors for the main effects and interactions (Normal(0, 1)). The model also included

full by-item random effects (Barr et al., 2013). Random effects for participants were

not needed since each participant contributed only one measurement (single-trial

design).

We also analyzed reaction times, but since these were not of primary interest,

results are reported in Appendix 6.1.4.

3.1.2 Results

The estimated proportions of correct responses in each condition are shown in

Figure 4.1A and the posterior distributions of the parameters in Figure 4.1B.

Accuracy in condition (a), the baseline for morphosyntactic attraction, was 77%
3http://spellout.net/ibexfarm
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(β̂ = 1.22, 95%-CrI: [0.86, 1.60]). Accuracy in the baseline for semantic attraction

(c) did not differ from the baseline for morphosyntactic attraction (a) (77% vs. 73%,

β̂ = 0.25, 95%-CrI: [−1.13, 0.64], P (β < 0) = 0.73). However, accuracy in condition

(e), the baseline for double attraction, was higher than that in (a) (77% vs. 89%,

β̂ = 0.85, 95%-CrI: [0.21, 1.57], P (β < 0) = 0.004), which suggests that double

subject-verb fit violations were easier to spot than isolated morphosyntactic or

semantic violations.

We found the classic agreement attraction effect, i.e. accuracy was considerably

lower in condition (b) with morphosyntactic attraction compared to baseline (a)

without attraction (77% vs. 56%, β̂ = −1.00, 95%-CrI: [−1.50,−0.49], P (β <

0) = 0.999). Neither semantic nor double attraction effects differed from the

morphosyntactic attraction effect (semantic attraction: 49% vs. 45%, β̂ = −0.17,

95%-CrI: [−1.07, 0.68], P (β < 0) = 0.65; double attraction: 75% vs. 78%, β̂ = 0.17,

95%-CrI: [−0.75, 1.12], P (β < 0) = 0.35).4

To assess more directly whether semantic attraction also decreased response

accuracy, we combined the posterior of the morphosyntactic attraction effect with

the posterior of the difference between the morphosyntactic and semantic attraction

effects (McElreath, 2016). The resulting posterior for the size of the semantic

attraction effect (comparison between conditions c and d) suggested a great decrease

in response accuracy in the presence of semantic attraction (73% vs. 45%, β̂ = −1.17,

95%-CrI: [−1.96,−0.47], P (β < 0) = 0.999).

These effect sizes are slightly bigger but largely in line with those reported in

earlier research using similar tasks: 17% in (Schlueter et al., 2019), 18% in (Staub,

2009), 13% and 19% in the sentence repetition paradigm used by (Thornton &

MacDonald, 2003).

3.1.3 Discussion

In line with the predictions of the Lewis and Vasishth model and self-organized sen-

tence processing model, we found a semantic attraction effect similar in manifestation

and size to the classic morphosyntactic attraction effect. We will review the broader
4The percentage values for the last two effects indicate the expected accuracy if semantic and

double attraction had the same magnitude as morphosyntactic attraction vs. the observed accuracy
in the respective attraction conditions (d) and (f).
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Figure 3.1: Results of Experiment 1. Panel A: Estimated condition means with 95%
credible intervals. Panel B: Posterior distributions for the model parameters (log-odds
scale). The posterior for the semantic attraction effect (light gray) was obtained by
combining the posteriors for morphosyntactic attraction and the posterior for the
difference between the morphosyntactic and semantic attraction. Error bars around
the estimates represent 66% (thick) and 95% (thin) credible intervals.

implications of this finding in the general discussion. Our second goal was to assess

whether these two types of attraction effects interact: under- or over-additive effects

would favor a common underlying mechanism. While our analysis was suggestive of

an interaction — the effect of double attraction was not larger than morphosyntactic

and semantic attraction (in log odds) — the relevant comparison of conditions

may have been flawed: Isolated morphosyntactic and semantic attraction effects

were tested with subject-verb combinations that violated either morphosyntactic

agreement or semantic plausibility. In contrast, double attraction was tested with

subject-verb combinations that mismatched along both dimensions, morphosyntax

and semantic plausibility. The results show that this double violation was easier to

spot than single violations (higher accuracy in condition e than in a and c). So, while

double attraction might be stronger than single attraction, that effect may have been

partly counteracted and canceled out by the easier detection of the subject-verb
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mismatch in (e).

To address this shortcoming of the design, we conducted Experiment 2 with two

additional conditions. Both contained double subject-verb fit violations combined

with attraction along a single dimension, either morphosyntactic or semantic. There-

fore, Experiment 2 allows us to cleanly compare morphosyntactic, semantic, and

double attraction in the presence of the same double violation. A secondary goal of

Experiment 2 was to replicate the semantic attraction effect found in Experiment 1.

3.2 Experiment 2

We retained all conditions from Experiment 1 and included conditions (g) and (h)

that introduce morphosyntactic and semantic attraction manipulation in the presence

of a double violation of subject-verb fit (see Table 3.1).

3.2.1 Methods

Participants

Participant recruitment procedure and exclusion criteria were the same as for Experi-

ment 1. Individuals who participated in Experiment 1 were blocked from participating

in Experiment 2. We tested more participants in order to maintain the same number

of observations per condition as in Experiment 1 and thus the same statistical power:

1,450 individuals took part in the experiment; after applying exclusion criteria, data

from 1,426 individuals were left in the analysis.

Materials

The same materials as in Experiment 1 were used, with the addition of two conditions,

(g) and (h), see Table 3.1.

Procedure

Experimental procedure was identical to that of Experiment 1.
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Data analysis

To establish the reliability of the semantic attraction effect, we replicated the analysis

from Experiment 1 but excluded conditions (e) and (f), since comparisons with these

conditions are flawed as explained above. This left us with a 2×2 design with factors

type of violation (morphosyntactic or semantic) and attraction (present or not). As in

Experiment 1, these factors were coded as treatment contrasts with morphosyntactic

violation as the reference level for factor type of violation and no attraction as the

reference level for the factor attraction.

To assess the interaction of morphosyntactic and semantic attraction in conditions

(e)–(h), we fit a separate model with factors morphosyntactic attraction, semantic

attraction, and their interaction. Morphosyntactic and semantic attraction were

coded with sum contrasts such that the parameter estimates captured the main

effects of morphosyntactic and semantic attraction (i.e. the effect averaged across

the levels of the respective other factor). As before, the models included full by-item

random effects.

3.2.2 Results

The estimated proportions of correct responses in each condition can be seen in

Figure 4.2A and posterior distributions of the parameters in Figure 4.2B and Fig-

ure 4.2C.

Analysis replicating results of Experiment 1 (conditions a–d). Accuracy

in the baseline condition for morphosyntactic attraction (a) was 76% (β̂ = 1.18,

95%-CrI: [0.69, 1.72]). Accuracy in the baseline condition for semantic attraction

(c) did not differ from the baseline for morphosyntactic attraction (76% vs. 67%,

β̂ = −0.45, 95%-CrI: [−1.37, 0.48], P (β < 0) = 0.83). The morphosyntactic

attraction effect (a vs. b) was in the expected direction but not reliable this time

(76% vs. 70%, β̂ = −0.36, 95%-CrI: [−0.88, 0.17], P (β < 0) = 0.90). The effect

of semantic attraction was numerically bigger but did not differ from the effect

of morphosyntactic attraction (59% vs. 43%, β̂ = −0.65, 95%-CrI: [−1.63, 0.27],
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Figure 3.2: Results of Experiment 2. Panel A: Estimated condition means with
95% credible intervals. Panels B: Posterior distributions for the model of conditions
(a)-(d). The posterior for semantic attraction (light gray) was obtained by combining
the posteriors for morphosyntactic attraction and the difference between the semantic
and morphosyntactic attraction. Panel C: Posterior distributions for the model of
conditions (e)-(h). All parameters are on the log-odds scale. Error bars around
estimates represent 66% (thick) and 95% (thin) credible intervals.

P (β > 0) = 0.93).5 As in Experiment 1, we combined posteriors to get a direct

estimate of the semantic attraction effect (d vs. c). The result shows that semantic

attraction greatly decreased response accuracy (67% vs. 43%, β̂ = −1.01, 95%-CrI:

[−1.83,−0.24], P (β < 0) = 0.993) thus replicating the semantic attraction effect

found in Experiment 1.

Analysis testing the interaction of morphosyntactic and semantic attrac-

tion (conditions e–h). The average accuracy across conditions was 82% (β̂ =

1.5, 95%-CrI: [1.1, 1.9]). Morphosyntactic attraction decreased response accuracy

(87% vs. 75%, β̂ = −0.8, 95%-CrI: [−1.5,−0.17], P (β < 0) = 0.99). Likewise seman-

tic attraction decreased accuracy (89% vs. 72%, β̂ = −1.1, 95%-CrI: [−1.6,−0.63],

P (β < 0) = 0.999). There was no interaction of morphosyntactic and semantic

attraction, i.e. their effects were approximately additive (83% vs. 80%, β̂ = −0.37,

95%-CrI: [−1.6, 0.82], P (β < 0) = 0.74).
5The percentage values for the last effect indicate the expected accuracy if semantic attraction

had the same magnitude as morphosyntactic attraction vs. the observed accuracy in the semantic
attraction condition (d).
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3.2.3 Discussion

The two goals of Experiment 2 were to test whether the semantic and morphosyntactic

attraction effects are additive given appropriate control conditions, and to confirm

the reliability of the semantic attraction effect. With regard to the first goal, the

outcomes of Experiment 2 and of the analysis of the pooled data set suggest effect

additivity, which is consistent with a single common substrate but also with separate

substrates for morphosyntactic and semantic attraction. With regard to the second

goal, we successfully replicated the semantic attraction effect, both in the context of

single and double subject-verb fit violations.

While these results are in line with the key predictions of the Lewis and Va-

sishth model and self-organized sentence processing model, a reviewer pointed out

a potentially critical confound in the design of our experimental items that could

account for the semantic attraction effect: in semantic attraction conditions with

single subject-verb fit violations (d), the attractor and the verb could sometimes

form locally coherent noun-noun compounds, such as ‘tree blossoms’, ‘knife cuts’,

‘fountain bubbles’, and so on. Thus, it is possible that participants accepted the

continuation in (d) not due to semantic attraction but because they adopted a

noun-noun compound interpretation. This is possible in particular because we did

not instruct participants to interpret the continuation word as a verb. To assess how

much this design confound influenced our estimate of semantic attraction effect, and

to get an unbiased estimate of semantic attraction, we replicated Experiment 2 using

a new set of items that does not allow the noun-noun compound interpretation.

3.3 Experiment 3

3.3.1 Methods

Participants

Participant recruitment procedure was the same as for Experiments 1 and 2. In-

dividuals who participated in Experiments 1 and 2, as well as individuals who

participated in the pretest of experimental materials, were blocked from participating

in Experiment 3. We tested 2,600 participants; after applying exclusion criteria, data
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from 2,454 participants were left in the analysis (compare to the pooled N=2,498 in

Experiments 1 and 2).

Materials

We created a new set of experimental items. To exclude the possibility of forming a

noun-noun compound interpretation, the attractor noun was followed by an adverb

unambiguously signaling that the memorized word must be a verb, see example item

in Table 3.2.
Table 3.2: Example experimental item from Experiment 3. ‘Double’ stands for

simultaneous morphosyntactic and semantic attraction and/or violation.

Condition Violation Attraction

a. The newsstand near the

bench usually

SELL morphosyntactic none

b. The newsstand near the

benches usually

SELL morphosyntactic morphosyntactic

c. The newsstand near the

bench usually

SMELLS semantic none

d. The newsstand near the

coffee shop usually

SMELLS semantic semantic

e. The newsstand near the

bench usually

SMELL double none

f. The newsstand near the

coffee shops usually

SMELL double double

g. The newsstand near the

coffee shop usually

SMELL double semantic

h. The newsstand near the

benches usually

SMELL double morphosyntactic

To ensure that the semantic match/mismatch was actually perceived as such by

native English speakers, we conducted a plausibility norming pretest. For each of
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the 32 items sets, we constructed five sentence preambles using the three NPs (the

subject and the two attractors) and the two verbs as follows: ‘The newsstand/the

bench usually sells . . . ’, ‘The newsstand/the bench/the coffee shop usually smells

. . . ’. Participants then rated these preambles on a 1-7 Likert scale. Every participant

(N=50, recruited online on Prolific) saw all 32 experimental items, each item in one

out of five conditions. Lists were created following Latin square design. We analyzed

the results using Bayesian ordinal regression (for details, see Appendix 6.1.2). As

expected, the preambles constructed to be plausible received systematically higher

ratings than the ones constructed to be implausible. Based on model estimates,

we excluded four items for which the estimated difference between the plausible

and implausible conditions was the smallest and not reliably different from zero.

We additionally excluded one item for which a distributive interpretation of the

number attraction condition was available. This left us with 27 experimental items

for Experiment 3. See Appendix 6.1 for the list of items.

Procedure

The experimental procedure was similar to that of Experiments 1 and 2 with a

small modification: we introduced two training sentences so that participants could

familiarize themselves with the experimental procedure. As for the experimental

sentence, participants had to memorize a word and judge whether the word fit the

sentence preamble. One of the training sentences was ill-formed (‘The house by the

new FURIOUSLY . . . ’), and we excluded data from participants who failed to notice

the ill-formedness. This lead to exclusion of 5% of data points, but the results remain

the same if data from these participants is retained.

Data analysis

We replicated both analyses of Experiment 2.

3.3.2 Results

The estimated proportions of correct responses in each condition can be seen in

Figure 4.3A and posterior distributions of the parameters in Figure 4.3B and Fig-

ure 4.3C.
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Conditions a–d. Accuracy in the baseline condition for morphosyntactic attraction

(a) was 67%, β̂ = 0.72, 95%-CrI: [0.28, 1.2]). Accuracy in the baseline condition

for semantic attraction (c) did not differ from the baseline for morphosyntactic

attraction (a) (67% vs. 71%, β̂ = 0.18, 95%-CrI: [−0.81, 1.2], P (β < 0) = 0.37).

Morphosyntactic attraction (a vs. b) decreased response accuracy (67% vs. 38%,

β̂ = −1.2, 95%-CrI: [−1.6,−0.81], P (β < 0) = 0.999). The effect of semantic

attraction was numerically bigger but did not differ from the effect of morphosyntactic

attraction (42% vs. 38%, β̂ = −0.17, 95%-CrI: [−0.9, 0.55], P (β < 0) = 0.67).6 As

in Experiment 1, we combined posteriors to get a direct estimate of the semantic

attraction effect (d vs. c). The result shows that semantic attraction decreased

response accuracy (β̂ = −1.36, 95%-CrI: [−1.99,−0.78], P (β < 0) = 0.999) thus

replicating the semantic attraction effect found in Experiments 1 and 2. Note that

both attraction effects, morphosyntactic and semantic, were larger in Experiment 3

than in Experiments 1 and 2.

Conditions e–h. The average accuracy across conditions was 80%, (β̂ = 1.4, 95%-

CrI: [1, 1.8]). Morphosyntactic attraction decreased response accuracy (85% vs. 74%,

β̂ = −0.67, 95%-CrI: [−1.1,−0.3], P (β < 0) = 0.999). Likewise semantic attraction

decreased accuracy (88% vs. 68%, β̂ = −1.2, 95%-CrI: [−1.6,−0.87], P (β < 0) =

0.999). There was again no interaction of morphosyntactic and semantic attraction

(82% vs. 78%, β̂ = −0.46, 95%-CrI: [−1.1, 0.21], P (β < 0) = 0.91). Again attractions

effects were numerically larger in Experiment 3 than in Experiment 2.

To obtain an even more precise estimate of the interaction, we also combined

data from all three experiments and repeated the last analysis (the confound in the

stimulus design in Experiments 1 and 2 did not affect the relevant conditions). The

analysis of the combined dataset (N=2,338) still showed no interaction (82% vs. 80%,

β̂ = −0.27, 95%-CrI: [−0.78, 0.24], P (β < 0) = 0.85).

Bayes factor analysis. We additionally conducted a Bayes factor analysis to

quantify the evidence in favor of both attraction effects and against their interaction.

In particular, Bayes factor estimates how much more likely is one model to have
6The percentage values for the last effect indicate the expected accuracy if semantic attraction

had the same magnitude as morphosyntactic attraction vs. the observed accuracy in the semantic
attraction condition (d).
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Figure 3.3: Results of Experiment 3. Panel A: Estimated condition means with
95% credible intervals. Panels B: Posterior distributions for the model of conditions
(a)-(d). The posterior for semantic attraction (light gray) was obtained by combining
the posteriors for morphosyntactic attraction and the difference between the semantic
and morphosyntactic attraction. Panel C: Posterior distributions for the model of
conditions (e)-(h). All parameters are on the log-odds scale. Error bars around
estimates represent 66% (thick) and 95% (thin) credible intervals.

generated the data as compared to some other model, in our case, the model that

does not include the predictor in question. As Bayes factor is sensitive to priors,

we computed Bayes factors for a small range of plausible priors: the priors used in

the analysis (Normal(0, 1)), a more informative prior (Normal(0, 0.1)), and an even

less informative regularizing prior (Normal(0, 1.5)). For each model, we ran four

chains with 20000 iterations each, the first 2000 samples were discarded as warm-up

samples. The resulting Bayes factor values can be seen in Table 3.3.
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Note that in our case, informative priors turn out to be too restrictive: with

an intercept close to 65% and mean attraction effect size of more than 20% (effect

estimate on the log-odds scale is ~ −1.20), this prior strongly biases attraction effects

towards the smaller range of effect sizes. But even with such prior, we still have

moderate evidence for attraction effects (except for morphosyntactic attraction in

double violation condition). With less restrictive priors, we have strong evidence

in favor of morphosyntactic attraction in single subject-verb violation conditions

and for both morphosyntactic and semantic attraction effects in double subject-verb

fit violation conditions. Semantic attraction in single violation conditions is also

supported: there is anecdotal evidence against difference between morphosyntactic

and semantic attraction effects in the single violation conditions. Nothing can

be stated with regard to the interaction between morphosyntactic and semantic

attraction effects, the evidence is inconclusive.

3.3.3 Discussion

The main goal of Experiment 3 was to replicate the results of Experiment 2 with

an improved set of stimuli that are free from the design confound that would allow

forming a noun-noun compound interpretation in one of the two semantic attrac-

tion conditions (d). All effects reported in previous experiments were successfully

replicated.

To summarize, we found semantic attraction effects both in single and double

subject-verb fit violation configurations, and the effect size of semantic attraction

was similar to that of morphosyntactic attraction. These results are qualitatively

consistent with the predictions of Lewis and Vasishth model and self-organized

sentence processing model as outlined in the introduction. In the following section we

investigate whether the Lewis and Vasishth model also provides a good quantitative

fit to the data.
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3.4 Computational simulation with Lewis and Va-

sishth model

In the following we explain the predictions of the Lewis and Vasishth model in

more detail and investigate whether these predictions can be improved by modifying

the parameters of the Lewis and Vasishth model. For this purpose we use an

implementation of the Lewis and Vasishth model in R, the so-called interACT model

(Engelmann et al., 2019).

We first define a linking hypothesis that allows us to link model dynamics to

the response variable produced by our task. Out of the box, the model predicts

the resulting parse and the time it will take to build this parse. The Lewis and

Vasishth model does not internally track sentence grammaticality or well-formedness:

a syntactic structure is either built or not if retrieval from memory failed. Addi-

tional assumptions are therefore necessary to let the model predict grammaticality

judgments needed for the task. We adopt a simple mapping from failure to build a

structure onto rejecting the sentence as ill-formed (correct response in our task), and

from retrieving of a noun from memory and subsequent formation of a subject-verb

dependency (correct or not) onto accepting the verb (incorrect response). The first

scenario corresponds to correctly failing to build a parse (after all there is no correct

parse), whereas the second scenario corresponds to the illusion of a correct parse

when there is none.

Recall that retrieval failure happens when the activations of all chunks in memory

lie below the retrieval threshold — the lower the activation of each chunk, the

higher the probability of retrieval failure, and therefore, of a correct response. In all

attraction conditions the attractor matches more retrieval cues than in the respective

control conditions, which increases the activation of the attractor noun and the

probability that it will be retrieved and attached. Therefore, in attraction conditions,

the probability of a correct response is always predicted to be lower.

Furthermore, retrieval failure (leading to correct responses) should happen more

often in conditions with double violation of subject-verb fit than in conditions with

single violation of subject-verb fit and the Lewis and Vasishth model therefore

predicts higher accuracy in those conditions (the exception is condition (f) where
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the attractor matches two features of the verb).

However, while it appears that the Lewis and Vasishth model could in principle

explain the qualitative pattern of results in our data (see Figure 3.4A), the default

version of the Lewis and Vasishth model, as reported by Lewis and Vasishth (2005),

has a retrieval activation threshold that is so low that some item will always be

retrieved from memory even if it mismatches two out of three retrieval cues. Conse-

quently, the Lewis and Vasishth model with default parameter settings predicts no

failed retrievals, and hence 0% accuracy in all condition we tested which is clearly

implausible. To address this shortcoming of the model, we next explore through

simulations whether changes in two relevant parameter values allow the model to fit

the observed pattern qualitatively and quantitatively.
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3.4.1 Simulations

We used grid search to systematically vary two parameters that affect the probability

of a retrieval failure: the retrieval activation threshold and the noise parameter.

We then identified the set of parameters that most closely reproduced the observed

effects in Experiment 3. Prediction error was quantified in terms of the average

mean-squared error across the eight experimental conditions. The simulation was

run for 5000 iterations for each combination of parameters.

The interACT implementation of the Lewis and Vasishth model05 (Engelmann

et al., 2019)7 only supports two types of cues and was therefore modified to support

all three cues needed for the present purposes: structural (indicating whether a

noun is in subject position, +SUBJ), morphosyntactic (+SG, +PL), and semantic (e.g.,

+CAN_CUT). Table 3.4 shows cue-feature match patterns for all conditions of one

example item.

In Lewis and Vasishth model, the probability of retrieving a word from memory

depends on three parameters:

Probability of retrieval = 1
1 + e

τ−A
s

We varied two of those parameters: τ and s. Parameter τ is the retrieval activation

threshold: the higher the threshold, the lower the probability that some item will be

retrieved from memory. If none of the candidates reaches the activation threshold,

parsing fails. In ACT-R (but not the Lewis and Vasishth model) the default value of

this parameter is 0. We varied it around 0 within the boundaries of −1.5 to 1.5 in

13 steps of size 0.25.

Parameter s represents the amount of noise in the system, e.g. random fluctuations

in activation. It can increase or decrease item activation, which affects the probability

of its retrieval. The more noise there is in the system, the less likely it is that the

correct item will be retrieved. If noise is close to 0, the transition from low to high

probability of retrieval is abrupt, and when noise is greater, the transition will follow

a sigmoidal function. We varied noise between 0.05 and 0.5 in 10 steps of 0.05 (the

default value is 0.2, and in general ACT-R modeling it is typically varied below 0.5).

7The code of the model is publicly available at https://github.com/felixengelmann/inter-act/,
also available as a Shiny App: https://engelmann.shinyapps.io/inter-act/.
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Figure 3.4: Modeling results. Panel A: model predictions compared to the observed
data. Gray bars represent predictions of Lewis and Vasishth model with the best-
fitting set of parameters. Colored lines represent the 95% credible intervals of the
observed condition means from the pooled dataset. Panel B: assessment of the fit
between the modeled and observed effects as a function of two parameters. The lower
the mean-squared error, the better the fit. The white dot marks the best parameter
set.

3.4.2 Results

The model predictions generated by the best-fitting set of parameters (retrieval

activation threshold: 1, noise: 0.50) are shown in Figure 3.4A (grey bars). The model

qualitatively predicts all effects we observed: the morphosyntactic and semantic

attraction effects both in single and in double subject-verb fit violation conditions,

as well as the double attraction effect (the standard error of the model’s predictions

are below 1%, which means that a difference of several percent between conditions is

likely robust). Quantitatively, the model’s predictions lie within the 95% credible

intervals for six out of eight conditions.

Figure 3.4B shows how parameter values affected model fit. The retrieval activa-

tion threshold affects the model fit to a greater degree than noise, but higher noise

values also contribute to a better fit because noise can reduce the activation of the

most active item and thus lead to retrieval failures.

To assess whether the predictions of the Lewis and Vasishth model are sufficiently

constrained and the model does not predict reverse attraction effects under other

100



0.0

0.1

0.2

0.3

0.4

0.5

−1 0 1
Retrieval activation threshold

N
oi

se

Morhosyntactic 
attraction (b − a)

0.0

0.1

0.2

0.3

0.4

0.5

−1 0 1
Retrieval activation threshold

N
oi

se

Semantic attraction 
(d − c)

0.0

0.1

0.2

0.3

0.4

0.5

−1 0 1
Retrieval activation threshold

N
oi

se

Double attraction 
(f − e)

0.0

0.1

0.2

0.3

0.4

0.5

−1 0 1
Retrieval activation threshold

N
oi

se

Morph./sem. attraction 
in double violation (g/h − e)

−1.00−0.75−0.50−0.25 0.00

Effect size [difference 
between proportions]

Figure 3.5: Attraction effect predicted by Lewis and Vasishth model for acceptability
judgments as a function of parameter value. Note that every predicted attraction
effect goes in the right direction (lower accuracy in attraction conditions). Figure
contains only four panels for five attraction effects since from the point of view of
the model, semantic and morphosyntactic attraction effects in double verb violation
setup are the same, predictions for conditions (g) and (h) do not differ.

parameter configurations, we computed the whole range of the Lewis and Vasishth

model predictions for the five attraction effects generated by all possible parameter

values, see Figure 3.5. The crucial insight is that Lewis and Vasishth model always

predicts correct effect direction (decrease in accuracy due to attraction) or no effect,

but never an incorrect effect direction (increase in accuracy due to attraction).
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Figure 3.6: Modeling RTs. PanelA: model predictions compared to the data observed
in Experiment 3. Gray bars represent predictions of Lewis and Vasishth model with
the best-fitting set of parameters. Colored lines represent the 95% credible intervals
of the observed condition means from the pooled dataset. Panel B: assessment of
the fit between the modeled and observed effects as a function of two parameters.
The lower the mean-squared error, the better the fit. The white dot marks the best
parameter set.

3.4.3 Modeling reaction times

As we already mentioned, Lewis and Vasishth model predicts both the parsing

outcome and the time it takes to build the parse. All of the previous modeling work

focused largely on evaluating Lewis and Vasishth model predictions with regard to

RTs rather than parsing outcomes (accuracies). Therefore, to more fully assess how

the model’s predictions fit our data, we also modeled reaction times. Note that this

assessment is of a more limited nature, since in our task, reaction times incorporate

both the time it takes to read the whole sentence preamble (and preambles vary in

lengths across conditions) and the time it takes to make the decision. Under these

circumstances, no full match between model predictions and the observed data can

be expected, but a fundamental mismatch might still be informative.

We varied the retrieval activation threshold and noise parameter values within

the same boundaries as before. In addition, we varied the latency factor (between 7.5

and 15 in 16 steps of 0.5), the most freely valued parameter in the ACT-R framework

that scales model’s predictions into a numerical range comparable with the data.

The rest of the modeling settings remained the same.
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The fit provided by the best-fitting set of parameters (retrieval activation threshold

= 1, noise = 0.00) is presented on Figure 3.6A. We immediately see that the best-

fitting values of the noise parameter are radically different in the modeling of RTs and

acceptability judgments, and that lower noise values provide better fit in case of RTs

(Figure 3.6B). Still, higher noise values that provided the best fit for acceptability

judgments allow a reasonable fit for reaction times as well. The most important

outcome of the evaluation of Lewis and Vasishth model predictions for RTs is that

despite small numerical mean-squared error, the model fails to capture any of the

slowdowns due to attraction effects that are present in the data (for double attraction

effect and for the morphosyntactic and semantic attraction effects in double subject-

verb fit violation8). Instead, the best-fitting set of parameters predicts no difference

in RTs due to attraction. When we assess the range of model predictions generated

by all possible parameter values (see Figure 3.7), we see that the model predicts

either no difference, or a speedup due to attraction, while we observe a slowdown.

The speedup that Lewis and Vasishth model predicts for attraction conditions

follows directly from the specification of the model and the mapping from modeling

outcomes to acceptability judgments. Recall that retrieval failures are mapped onto

correct responses, and compare the time it takes to register a retrieval failure to the

time needed for a successful retrieval:

Retrieval failure = latencyfactor × e−τ

Successful retrieval = latencyfactor × e−A

Here, A is the activation of the chunk that is retrieved, and τ is the retrieval

activation threshold. For any chunk to be retrieved from memory, its activation

A must be greater than τ , therefore, any retrieval will by definition be faster than

retrieval failure. It follows that control conditions without attraction with higher

proportion of retrieval failures are predicted to be processed longer than conditions

with attraction. One exception is the configuration where A and τ are so close that

the latency of successful retrieval is almost the same as the latency of retrieval failure.

In such a case, there will be little difference in processing times between conditions —
8The slowdown is present for morphosyntactic and semantic attraction effects in single subject-

verb fit violation as well, but only in trials with correct responses, see Appendix 6.1.4.
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Figure 3.7: Attraction effect predicted by Lewis and Vasishth model for response
times as a function of parameter value. Note that every predicted attraction effect
goes in the wrong direction (predicted lower RTs in attraction conditions).

this is exactly the best-fitting parameter combination for the RTs. Importantly, there

are no parameter configurations that predict a positive difference (corresponding to

the observed slowdown) between the conditions with attraction and their respective

control conditions without attraction.

A natural objection would be that the slowdown we observed might stem from

reading sentence preambles of varying lengths rather than from processing attraction.

But modeling of reaction times suggests that this is not the case: when the length

of the preamble is taken into account, there is still a clear slowdown in the attrac-

tion conditions (see Appendix 6.1.4). In addition, slowdowns in judgment times

are consistently observed in attraction conditions in studies without confounds in

measuring RTs (e.g., Avetisyan et al., 2020; Lago & Felser, 2018; Reifegerste et al.,
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2020; Schlueter et al., 2019; Staub, 2009). Therefore, even if we put aside reaction

times from the presented experiments, there will still be a fundamental discrepancy

between the speedup predicted by the Lewis and Vasishth model and the repeatedly

observed slowdowns in judgment times, providing a systematic challenge for Lewis

and Vasishth model. To accommodate the data, Lewis and Vasishth model is likely to

require an additional processing component that operates on top of structure building

and specifically models the processes deployed in the grammaticality judgment task.

3.4.4 Discussion of simulation results

We demonstrated that Lewis and Vasishth model in general predicts the correct

direction of all attraction effects in acceptability judgments, and that varying the

values of two parameters allowed Lewis and Vasishth model to approximate condition

means with a good quantitative fit. However, the best-fitting value of noise seems

implausible: the estimated value (0.50) was higher than the estimate obtained for

participants with aphasia (Mätzig et al., 2018). As our participants did not have

speech- or language disorders, the high value seems unlikely. Moreover, there was

a fundamental discrepancy between model predictions and the observed condition

means for the reaction times: while we observed longer RTs for attraction conditions,

Lewis and Vasishth model predicts either no difference in RTs or faster RTs for the

attraction conditions, which perfectly fits attraction effects in reading ill-formed

sentences, but not in judging them.

3.5 General discussion

The main goal of this study was to establish whether the well-known agreement

attraction effect has an analogue in the semantic domain, as Cunnings and Sturt

(2018) claimed. In doing so, we also aimed to disambiguate between morphosyntactic

theories of agreement attraction, which do not predict semantic attraction effects,

and more general sentence processing theories, which do predict semantic attraction.

In two out of three experiments, we replicated the classic morphosyntactic agreement

attraction effect (recall that the agreement attraction effect was relatively small in

Experiment 2) and in all three we also found robust evidence for semantic attraction
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effects that were similar in size. Specifically, participants were more likely to accept an

unlicensed plural verb as a continuation of sentence fragments containing a singular

subject when another plural noun was present (agreement attraction: ‘The drawer

with the handles open’). Likewise, participants were also more likely to accept a

verb that mismatched the subject semantically as a continuation of the sentence

when another noun matched the verb’s semantic requirements (semantic attraction:

‘The drawer with the knives cuts’). The fact that morphosyntactic and semantic

attraction effects were similarly sized suggests that both types of errors may be

subserved by a common processing mechanism. The lack of interaction between the

morphosyntactic and semantic attraction effects is consistent with both a common

and with two distinct processing mechanisms.

Both Lewis and Vasishth model and self-organized sentence processing model

predict the observed effects qualitatively. We conducted computational simulations

with Lewis and Vasishth model (Engelmann et al., 2019) in order to test whether

the model also provides a good qualitative fit. In the following, we briefly discuss

the implications of our findings for the individual theoretical accounts.

3.5.1 Feature percolation and marking and morphing

Semantic attraction is not covered by purely morphosyntactic models of attraction,

such as feature percolation (Nicol et al., 1997; Vigliocco & Nicol, 1998) and marking

and morphing (Bock et al., 2001), because the phenomenon manifests entirely on

the semantic level with no involvement of morphosyntax. To incorporate semantic

attraction effects, these accounts would need to be either significantly expanded by

changing some of their core assumptions, or their principles be incorporated into a

more general model of attraction mechanism. The latter option seems preferable,

as it acknowledges that these accounts elegantly capture some unique properties

of agreement attraction on a particular level of language organization, such as the

singular-plural asymmetry and the influence of notional number on morphosyntactic

attraction effects.

The integration of ideas from feature percolation and marking and morphing and

more general models such as Lewis and Vasishth model and self-organized sentence

processing model can take many different shapes, and a detailed discussion and

106



evaluation is far beyond the scope of the present research. For instance, it is not clear

how precisely the percolation of features could be implemented Lewis and Vasishth

model and self-organized sentence processing model and whether that would even

make sense within these models. However, implementing ideas about markedness of

number features might be relatively straightforward. For instance, to account for

the singular-plural asymmetry in agreement attraction, it might be sufficient to have

only +PLURAL but no corresponding +SINGULAR features in Lewis and Vasishth model,

as originally proposed by Wagers et al. (2009). As to the notional plurality effects,

the part of the marking and morphing model that accounts for these is already

covered by self-organized sentence processing model (Smith et al., 2018): the effects

were successfully modeled by decomposing them into several smaller-scale semantic

features.

3.5.2 Lewis and Vasishth 2005 model

The Lewis and Vasishth model predicts semantic, morphosyntactic, and double

attraction effects, and by allowing the values of some parameters to take non-

default values it can closely, though not perfectly, reproduce the observed condition

means and effect sizes. This suggests that the Lewis and Vasishth model might

claim the place of the universal account explaining attraction effects in all possible

configurations. But some evidence speaks against that: first, the value of the noise

parameter that provided the best fit to the data is problematic from the point of

view of cognitive processing. High noise value has no external justification as our

participants had no known language disorders. Second, recall that the Lewis and

Vasishth model does not cover the full range of findings about agreement attraction

effects. The singular-plural asymmetry as well as notional plurality effects currently

lie beyond the scope of the model. While the singular-plural asymmetry could in

principle be captured, it is unclear how or whether at all notional plurality effects

could be captured by Lewis and Vasishth model. Finally, the Lewis and Vasishth

model fails to capture the pattern of reaction times in acceptability judgment task

both in our experiments and in other reported studies (Avetisyan et al., 2020; Lago

& Felser, 2018; Reifegerste et al., 2020; Schlueter et al., 2019; Staub, 2009).
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3.5.3 Self-organized sentence processing model

As in Lewis and Vasishth model, semantic features in self-organized sentence process-

ing model are on par with other types of features. While the abstract description of

the two models’ mechanics differ, the predictions of self-organized sentence processing

model seem to mirror those of Lewis and Vasishth model. self-organized sentence

processing model predicts both semantic and morphosyntactic attraction effects in

ungrammatical sentences if we assume the same mapping from parsing outcome to

the acceptability judgments as for Lewis and Vasishth model.

In their current forms both self-organized sentence processing model and Lewis

and Vasishth model have almost the same strengths and weaknesses. Both predict

semantic attraction effects, and can be extended to account for the singular-plural

asymmetry. Unlike Lewis and Vasishth model, however, self-organized sentence

processing model also covers the notional plurality effects (Smith et al., 2018). This

makes self-organized sentence processing model so far the most comprehensive model

potentially able to explain all of the observed attraction effects. Whether this is

indeed the case, can only be confirmed via simulations.

3.5.4 Limitations

The scope of our study was limited to the processing of ungrammatical sentences,

therefore we cannot fully evaluate the performance of the theoretical accounts and

the models we considered. Further evaluation on grammatical and semantically

well-formed sentences would provide important insight, as the two broad groups of

accounts make contradicting predictions with respect to processing such sentences.

The lack of comparison with well-formed sentences necessarily limits the conclusions

we can draw: despite the good model fit for Lewis and Vasishth model in acceptability

judgments, it is entirely possible that the attraction effects we observe reflect not

the miscasting of the attractor noun as the subject of the sentence, as Lewis and

Vasishth model and self-organized sentence processing model predict, but rather

participants’ efforts to reanalyze the input they have correctly identified as ill-formed

(as suggested by Lago et al., 2015) and to make sense of it. Our study cannot

reliably distinguish which noun was considered to be the subject of the sentence,

and what representations participants built as a result. Schlueter et al. (2019) claim
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that attractor noun is misrepresented to be the subject of the sentence only in

some instances of agreement attraction, not always when attraction errors are made.

However, it is in general difficult to establish which noun was retrieved during parsing,

as question responses might reflect not the structure built during online processing,

but rather some salvageable post-hoc interpretation (Bader & Meng, 2018), and

these general reservations apply also to the Schlueter et al. (2019) findings.

If our conclusions are limited to the processing of ungrammatical structures, a

question might arise about why even evaluate the performance of the models on

ill-formed linguistic material. We believe that such evaluation clearly defines the

scope of application of a processing model: it is important for the models of sentence

comprehension to distinguish between ill- and well-formed structures, as humans do.

After identifying the structure as ill-formed, the model can still try to make sense

of it, as humans also do, whether according to the principles of rational inference

(Levy, 2008b), or in some other way. Finally, models can be seen as cognitively

plausible if they make the same kinds of mistakes as humans make, and do not make

the mistakes that humans do not make (for example, see the evaluation of neural

networks processing subject-verb agreement by Arehalli and Linzen, 2020; Linzen

and Leonard, 2018).

A related concern is that semantic attraction errors are hardly ever encountered

outside of the experimental setup, while morphosyntactic attraction is more common

(approximately 0.1% to 0.5% rate in written corpora, Stemberger, 1984). Again,

this could be seen as evidence that the effects we observed might reflect reanalysis

rather than failing to notice sentence ill-formedness. Even in that case, our results

are still highly informative: they show that despite only morphosyntactic, but not

semantic attraction occurring naturally in production, both have similar profiles in

comprehension. This lack of difference suggests that morphosyntactic attraction

effects in comprehension are not mainly driven by the processes postulated in feature

percolation or marking and morphing models. Of course, the evidence provided by

our study is indirect, and further evidence is needed to disentangle these options.

With regard to modeling, one further limitation is that neither Lewis and Vasishth

model nor interACT currently take into account human tendency to consider the

sentences to be well-formed by default, demonstrated by Hammerly et al. (2019). We
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currently map failed parsing onto rejecting the sentence as ill-formed, but it could

also be the case that failed parsing would be still mapped onto accepting the sentence

as well-formed by default in some proportion of cases. As this model modification

would affect each condition to a different degree, it is difficult to predict how it could

influence the modeling outcomes.

3.6 Conclusion

In this study, we provided evidence for a semantic attraction effect mirroring the

well-known agreement attraction effect in sentence comprehension. The semantic

attraction effect is predicted by two general language-processing models (Lewis

and Vasishth model and self-organized sentence processing model), and reading

time results by Cunnings and Sturt (2018) recently provided initial evidence for its

existence.

In three experiments, we thoroughly investigated semantic attraction using an

experimental paradigm designed for attraction phenomena and compared it directly

to agreement attraction. We found that the semantic attraction effect is similar in size

(and reaction times profile) to the classic morphosyntactic agreement attraction effect.

This finding suggests that both effects may be subserved by the same underlying

mechanism and/or processing principles. If true, it follows that the focus of models

specifically designed to explain morphosyntactic attraction may be too narrow,

and that agreement attraction is just one instance of a potentially much broader

phenomenon. Beyond semantics and morphosyntax, attraction could also manifest on

the phonological level (although disentangling attraction from coarticulation might

prove difficult).

Regarding the mechanism that might explain both semantic and morphosyntactic

attraction, our findings are most compatible with theoretical accounts assuming

that all possible linguistic features — morphosyntactic and semantic alike — are

evaluated concurrently, such as Lewis and Vasishth model (Lewis & Vasishth, 2005)

and self-organized sentence processing model (Smith et al., 2018; Tabor & Hutchins,

2004; Vosse & Kempen, 2000).

At the same time, our data pose a challenge at least for Lewis and Vasishth
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model that fails to capture a broad and robust pattern in acceptability judgment

reaction times: it predicts faster RTs in attraction conditions, while slower RTs are

consistently observed. Addressing this shortcoming might be a fruitful topic for

future research.
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Chapter 4

Agreement attraction and

inhibitory interference in

well-formed sentences

In psycholinguistic theory development, studying the particular mechanism postu-

lated by a certain theory in isolation helps to determine the limits of the theory’s

explanatory power. However, never going further and ignoring that other theories

postulate other, possibly counteracting mechanisms that operate in the same circum-

stances, could potentially hinder the progress of every theory involved, and of the

field in general. One example of two counteracting mechanisms predicted to operate

in the same circumstances is the case of similarity-based interference and agreement

attraction, predicted by two broad classes of theoretical accounts, which we will refer

to as similarity-based interference accounts (Lewis & Vasishth, 2005; McElree, 2000)

and the faulty encoding accounts (Bock & Eberhard, 1993a; Eberhard et al., 2005).

Both make predictions in regards to the processing of grammatical sentences that

contain a subject noun, a verb, and some interfering noun(s) (called attractor(s) in

the faulty encoding accounts, and distractor(s) in the interference accounts) matching

or mismatching the morphosyntactic marking of the subject noun, see example (1)

adapted from Bock and Miller (1991).

(1) a. The computer installed in the Russian antiballistic missile is outdated.

b. The computer installed in the Russian antiballistic missiles is outdated.
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The interference accounts predict a processing slowdown at the verb in (1-a), the

faulty encoding accounts predict a complementary slowdown in (1-b), and neither

effect is consistently observed. We propose that the effects might be not absent,

but rather present at the same time, canceling each other out and thus seemingly

undermining the predictions of both classes of accounts.

If this is the case, and the predictions of both classes of accounts are correct,

the theories aiming to account for language processing in general, such as the

similarity-based interference accounts (Lewis & Vasishth, 2005; McElree, 2000) and

the expectation-based accounts (Hale, 2001; Levy, 2008a) would need to incorporate

the slowdown in grammatical sentences such as (1-b) predicted by the faulty encoding

accounts. Currently this effect is largely believed to be non-existent and is not

predicted by any of the general language-processing accounts.

One of the main reasons that the issue of conflicting predictions has not been

addressed before is that the interference and the faulty encoding accounts have

historically (until Wagers et al., 2009) been investigated by non-overlapping researcher

communities. A further complication is that the empirically observed effects are

contradictory: while several studies reported a slowdown predicted by the faulty

encoding accounts, most of these studies had design shortcomings that compromise the

interpretation of the results. At least one large-scale study found some inconclusive

evidence for the opposite slowdown predicted by the interference accounts (Nicenboim

et al., 2018), but the overwhelming majority of studies found no difference at all.

The inconsistent outcomes and the lack of difference are equally problematic

for both groups of accounts: for the interference accounts, they cast doubt on the

existence of morphosyntactic interference and limit interference to the semantic

domain; for the faulty encoding accounts, they limit the scope of the agreement

attraction phenomenon in comprehension to the ungrammatical sentences, which

undermines its usefulness for explaining normal sentence processing.

We will next review the mechanisms proposed by the two groups of accounts to

drive the predicted effects. Based on these mechanisms, we’ll propose an experimental

design that should differentiate the slowdowns across conditions, which could bring

one of the predicted effects to the surface, and thus demonstrate that in a typical

experimental setup both effects were at play simultaneously.
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4.0.1 Faulty encoding accounts

The faulty encoding accounts were originally developed to explain the agreement

attraction phenomenon is sentence production. Agreement attraction in number

refers to erroneous selection of verb number controller in production, see (2).

(2) We speculate that the difference between the two studies in the pairwise effects

stem from...

Parallel effects were reliably observed in comprehension, so the mechanisms postulated

by the faulty encoding accounts were consequently extended to affect comprehen-

sion. The extension is based on the assumption that comprehension heavily relies

on language production system (Christiansen & Chater, 2016; Meyer et al., 2016;

Pickering & Garrod, 2013). These parallel effects in comprehension include over-

looking attraction errors: sentences containing such errors are more often judged as

grammatical than sentences without an interfering noun matching the number of the

verb (Hammerly et al., 2019; Patson & Husband, 2016; Wagers et al., 2009). This

is referred to as an illusion of grammaticality. Another attraction effect in compre-

hension is reflected in reading times: the verb in ungrammatical constructions such

as (3-b) is read faster than in (3-a). This facilitation is observed very consistently

(inter alia, Dillon et al., 2013; Jäger et al., 2019; Lago et al., 2015; Pearlmutter et al.,

1999b; Tucker et al., 2015; Wagers et al., 2009), and the accumulated evidence is

very persuasive: a recent meta-analysis estimated a facilitatory effect of -22ms, with

a 95% credible interval (CrI) lying between [−36,−9]ms (Jäger et al., 2017b).

(3) a. *The computer installed in the Russian antiballistic missile are outdated.

b. *The computer installed in the Russian antiballistic missiles are outdated.

The faulty encoding accounts propose two distinct mechanisms underlying the illusion

of grammaticality that nevertheless share a core property: they assume that the

number of the subject is erroneously encoded – either as unambiguously plural (the

feature percolation account), or as somewhat plural on the plurality continuum (the

marking and morphing account).

The feature percolation account (Bock & Eberhard, 1993a; Franck et al., 2002a;
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Vigliocco et al., 1995) posits that a plural feature of the attractor might occasionally

erroneously percolate up the syntactic tree and contaminate subject number marking.

In that case, the subject is encoded as plural, and feature checking at the verb

marked for plural returns no error signal.

The marking and morphing account (Bock et al., 2001; Eberhard et al., 2005)

postulates that computation of subject number depends, among other factors, on the

weighted sum of plural morphemes on words comprising the subject noun phrase.

This means that a plural feature on an interfering noun in the subject noun phrase can

disrupt number computation for a singular subject. If that happened and the subject

received a number value ambiguous between singular and plural, the subject will be

with some probability encoded as plural, and feature checking at the verb marked for

plural will be successful. While the proposed mechanisms of the feature percolation

and the marking and morphing accounts differ, the predictions are essentially the

same, except that the marking and morphing account can potentially cover attraction

arising from nouns outside of the noun phrase (but this possibility is not instantiated

in the current version of the model, see Eberhard, Cutting, and Bock 2005, p. 544).

Feature percolation and marking and morphing also share their predictions about

the processing of grammatical sentences, such as (1-a) and (1-b). Just as in the

previous scenario, the parser would occasionally encode the number of the subject

as plural, and when a singular verb is encountered, an illusion of ungrammaticality

would arise. This should lead to longer average reading times on the verb in (1-b) as

compared to (1-a). The actual findings are contradictory: some studies reported the

predicted slowdown in processing grammatical sentences (Franck et al., 2015; Lago

et al., 2015; Nicol et al., 1997; Patson & Husband, 2016; Pearlmutter et al., 1999b;

Wagers et al., 2009), but many of these studies had design confounds. The main

concern is that the slowdown at reading the verb might actually be a spillover from

the processing of the previous region, the plural noun. Plural nouns could be difficult

to process for several reasons: they are longer than singular nouns (and might thus

take longer to read), they are less frequent, more morphologically complex, and might

be more difficult to integrate into a context that contains singular nouns and into

discourse representation. Although many studies are dismissed due to the spillover

concern, there is some evidence for the predicted slowdown: it was found using the
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maze paradigm (Experiments 1, 2, and 4 by Nicol et al., 1997), which is claimed to

be free from spillover effects (Boyce et al., 2019).

Those reading studies free from the spillover confound report no difference between

conditions (Avetisyan et al., 2020; Cunnings & Sturt, 2018; Lago et al., 2015; Paspali

& Marinis, 2020; Patson & Husband, 2016; Thornton & MacDonald, 2003; Tucker

et al., 2015; Wagers et al., 2009). The meta-analysis conducted by Jäger et al. turned

out inconclusive, although there is some indication of the predicted facilitation: Est.

= -7ms, 95% CrI = [-16, 4]ms. But the outcome of the meta-analysis depends on

the data it is based on: the meta-analysis itself cannot resolve the problem with

spillover effects contaminating the measure of interest.

To summarize, both faulty encoding accounts predict an illusion of ungrammat-

icality in processing grammatical sentences, but this effect is rarely observed in

experiments that do not raise any internal validity concerns. The lack of support

for the prediction is seen as evidence against applying the production-based faulty

encoding models to comprehension. This position has recently been challenged by

Hammerly et al. (2019) who argue that the ungrammaticality illusion is present in

comprehension of grammatical sentences, but concealed by a bias towards “grammat-

ical” response in the grammaticality judgment task. They show that when response

bias is neutralized, attraction effects in grammatical sentences surface. While this

finding is important for the tasks that require explicit reasoning about the experimen-

tal materials, it is not immediately apparent how this might be applicable to reading.

No grammaticality judgment is usually required in the studies measuring reading

speed, and therefore response bias alone cannot explain the lack of the illusion of

ungrammaticality in reading times.

As existence of attraction effects in the processing of grammatical sentences

is under doubt, the recent decade brought a general shift of the paradigm: many

researchers now believe that since attraction is not consistently observed during

comprehension of grammatical sentences, faulty encoding accounts do not adequately

capture comprehension, and similarity-based interference is the only mechanism

needed to cover all the attraction effects observed in comprehension, which are in

this case reduced to attraction in ungrammatical sentences (Hammerly et al., 2019;

Tanner et al., 2014; Wagers et al., 2009).
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4.0.2 Similarity-based interference accounts

In contrast to faulty encoding accounts, the group of similarity-based interference

accounts (Lewis & Vasishth, 2005; Lewis et al., 2006; McElree, 2000; Van Dyke &

McElree, 2006) was developed to model language comprehension. They provide a

broad theoretical framework making predictions about language processing in general,

not limited to sentences of a certain structure. The similarity-based interference

accounts (also referred to as cue-based retrieval accounts) assume that sentence

processing relies on a series of fast retrievals of previously processed constituents

from content-addressable memory in order to build a syntactic structure in real-time.

The speed and/or accuracy of these retrievals depends on how unique the features of

the to-be-retrieved element are. If the to-be-retrieved element shares features with

other elements present in memory, retrieval could take longer or another element

could be erroneously retrieved instead. Both the slowdown in processing times and

the erroneous retrieval are referred to as (the consequences of) interference.

Two models, in particular, were applied to language processing — the Lewis

and Vasishth model (Lewis & Vasishth, 2005) built on the cognitive architecture

ACT-R (J. R. Anderson, 1996) and the direct access model (Martin & McElree, 2011;

Van Dyke & McElree, 2006). The direct access model makes quantifiable predictions

only with regard to retrieval accuracy, but not processing times (although see an

instantiation of the model that also predicts processing times in Nicenboim and

Vasishth, 2018), while the Lewis and Vasishth model makes predictions regarding

both the accuracy and processing times. Since we are mostly interested in processing

times, we will focus on the predictions of the Lewis and Vasishth model. To do that,

we will briefly review the model’s mechanics.

Consider the ungrammatical sentences from (3). When the verb are is being

processed, it provides retrieval cues such as +C-COMMAND, +PLURAL in order to retrieve

the subject and complete the subject-verb dependency. These retrieval cues send a

fixed amount of spreading activation (divided equally among all cues by default) to

all items in memory that have matching features. The spreading activation these

items receive adds to the base-level activation they already have. The item in memory

with maximal activation (that is also greater than the retrieval activation threshold)

will be retrieved to form the dependency. The higher the activation of the item, the
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greater is the retrieval speed.

The Lewis and Vasishth model straightforwardly accounts for the slowdown in

processing ungrammatical sentences such as (3-a) as compared to their grammat-

ical counterparts. In an ungrammatical sentence, the subject matches only the

+C-COMMAND, but not the +PLURAL cue. It gets spreading activation from only one

cue out of two, and will be retrieved slower than if the sentence was grammatical

and it received spreading activation from both cues. The Lewis and Vasishth model

also accounts for faster processing of (3-b) as compared to (3-a), but the mechanism

of the speedup is a bit more complicated. When an ungrammatical sentence has an

interfering noun that matches the other retrieval cue, as missiles matches +PLURAL

in (3-b), the subject noun and the interfering noun each get half of the spreading

activation from the verb. Since their baseline activation levels are also compara-

ble, the resulting activations of the subject noun and the interfering noun would

be very similar. Recall that the retrieval speed depends on the activation of the

to-be-retrieved item. On each trial, the noun with a (slightly) higher activation will

be retrieved. That means, on every trial, retrieval will be a bit faster when there

are two nouns as in (3-b) as compared to one noun in (3-a), where the processing

times depend exclusively on the activation of the subject, however high or low it

might be. The predicted speedup in the processing of ungrammatical sentences

with the interfering noun matching some of the retrieval cues is called facilitatory

interference. Facilitatory interference has been extensively tested and universally

found — it is exactly the facilitation that the faulty encoding accounts also predict

in ungrammatical sentences, albeit for different reasons.

Now consider the predictions of the Lewis and Vasishth model for the processing

of grammatical sentences such as (1-a) and (1-b): The verb is sets retrieval cues

+C-COMMAND, +SINGULAR1. Recall that if more than one word matches a certain

retrieval cue, such as both the subject and the interfering noun the missile matching

the number cue in (1-a), the spreading activation from the +SINGULAR cue will be

divided equally between the words. The subject will now get less spreading activation

than in (1-b), its total activation will be lower, and it will take longer to retrieve than

1Hammerly et al., 2019; Wagers et al., 2009 argue against introducing a separate +SINGULAR
feature, assuming that singular number being represented by the absence of the +PLURAL feature.
We will return to this in more detail in the General discussion section.
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in (1-b). This is referred to as inhibitory interference. Due to inhibitory interference

arising in (1-a), the Lewis and Vasishth model predicts longer processing times in

(1-a) than in (1-b).

This particular prediction was only rarely tested using grammatical number:

the predicted inhibitory interference effect was found by (Franck et al., 2015), but

a large-scale study with 180 participants by (Nicenboim et al., 2018) turned out

inconclusive. The 95% credible interval for the number interference effect included

0 (Est. = 9ms, 95%CrI = [0, 18]ms). The lack of persuasive number interference

effect is problematic for the interference accounts, as the number feature does not

have any special status and is predicted to create interference just as any other

feature.

Interestingly, while the lack of attraction effects in comprehension of grammatical

sentences drove researchers to discard the faulty encoding accounts as being unable

to explain language comprehension, no comparable revision arose in the interference

literature. This is surprising since the evidence against number interference in

grammatical sentences is literally the same as the evidence against attraction effects:

the studies that failed to find the illusion of ungrammaticality predicted by the faulty

encoding accounts also failed to find the inhibitory interference predicted by the

interference accounts. The lack of concern is somewhat puzzling, but we believe that

the explanation is simple: agreement attraction literature has been disconnected from

the interference research, used different terminology, and null results in the attraction

studies never came to the attention of the researchers interested in interference until

Jäger et al. (2017b) systematically reviewed the existing literature from these two

subfields.

4.0.3 The rationale for the proposed experiments

We demonstrated that grammatical sentences such as (1-a) and (1-b) are exactly

where the predictions of the two groups of accounts diverge: the faulty encoding

accounts predict an illusion of ungrammaticality, a slowdown in (1-b) as compared

to (1-a), while the Lewis and Vasishth model predicts an inhibitory interference

effect, a slowdown in (1-a) as compared to (1-b). The contradictory predictions

do not necessarily imply a win-or-lose situation: the competing accounts assume
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different underlying mechanisms, both of which could be at play simultaneously.

If both mechanisms are deployed, the effects might cancel each other out giving

the impression that, on one hand, agreement attraction effects do not arise in

comprehension of grammatical sentences (Lago et al., 2015; Wagers et al., 2009),

and on the other hand, that interference effects do not arise in number (Nicenboim

et al., 2018).

Indirect support for both mechanisms being deployed simultaneously comes

from event-related potentials: Martin et al. (2014) found effects compatible with

both the interference and agreement attraction accounts. During the processing of

grammatical Spanish sentences with ellipsis, gender-matching interfering nouns lead

to early anterior negativity reflecting difficulties in processing due to interference,

but gender-mismatching interfering nouns lead to an increased P600 (also reported

in Martin et al., 2012) indicating difficulties in syntactic processing predicted by the

attraction accounts.

To test whether both interference and faulty encoding mechanisms affect reading

times, we modify typical experimental materials to decrease the inhibitory inter-

ference and to allow the illusion of ungrammaticality to surface. The inhibitory

interference predicted to arise in (1-a) consists of two components, number and

semantic interference: the interfering noun missile shares the number marking of

the verb and is a plausible theme of the verb. Semantic interference had been

demonstrated in a series of studies (Van Dyke, 2007; Van Dyke & McElree, 2006,

2011): in grammatical sentences, non-subject nouns semantically matching the verb

create inhibitory interference. In the meta-analysis, semantic interference was one of

the most reliable effects consistent with the predictions of the Lewis and Vasishth

model; it was estimated to lie within a 95% CrI between 1.7 and 28.1ms, with a

mean expected effect size of 13ms (Jäger et al., 2017b).

We plan to capitalize on the well-established semantic interference component

contributing to the interference effect: to decrease the overall interference in (1-a), we

will eliminate the semantic interference component.2 To do that, it should suffice to

make the interfering noun inanimate and therefore semantically incompatible with the

verb that requires an animate subject. When the interference, and hence processing
2Note that it’s impossible to eliminate interference altogether as long as a number-matching

interfering noun is present in the sentence.

120



slowdown in (1-a) is decreased, we should be able to observe the complementary

slowdown in (1-b) predicted by the faulty encoding accounts.

The set of experimental conditions is presented in (4): (4-a) and (4-b) mirror

the traditionally tested conditions where the interfering noun matches the verb in

number and thematic requirements. If both interference and agreement attraction

effects influence parsing, we expect equal reading times in these conditions.

(4) a. The admirer of the singer apparently thinks

b. The admirer of the singers apparently thinks

c. The admirer of the play apparently thinks

d. The admirer of the plays apparently thinks

... the show was a big success.

In contrast, in conditions (4-c) and (4-d) the interfering noun is inanimate and does

not meet the thematic requirements of the verb.3 In that case, the Lewis and Vasishth

model model predicts faster retrieval of the subject and faster reading times in (4-c)

than in (4-a). The predictions of the faulty encoding accounts are not affected by

this manipulation — equal amounts of attraction are expected in (4-b) and (4-d).

Therefore, we expect a particular interaction: no difference between (4-a) and (4-b),

and a slowdown due to the illusion of ungrammaticality in (4-d) in comparison to the

control condition (4-c). Such interaction would demonstrate agreement attraction in

grammatical sentences, and indicate that it was indeed masked by similarity-based

interference.

If we observe the predicted interaction in the average reading times, our further

goal is to test whether our explanation of an absence of both attraction and interfer-

ence effects is supported by more fine-grained properties of the data. The Lewis and

Vasishth model predicts a small slowdown in every reading time measurement in

condition (4-a). In contrast, the faulty encoding accounts predict very high reading

times (due to the illusion of ungrammaticality) in only a subset of trials in condition

(4-b). Bayesian mixture modeling could help us determine whether the proportion of
3The reader might notice that the design of our experimental conditions is identical to the

design of grammatical conditions reported in (Thornton & MacDonald, 2003). However, we cannot
evaluate the results reported by Thornton and MacDonald as they do not report the interaction
that is critical for our argument. Moreover, with eight experimental conditions and 24 participants,
their experiment is likely to be underpowered.
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extremely high reading times is greater in (4-b) than in (4-a).

4.1 Experiment 1

The hypotheses, number of participants, and analyses planned for Experiment 1 were

pre-registered on OSF, doi:10.17605/OSF.IO/PD8KY.

4.1.1 Methods

Participants

Participants were recruited through the academic crowdsourcing platform Prolific

and compensated for their time based on the recommended hourly rate of 6£ per

hour. A compensation of 10 pence was offered for the task of reading and rating four

sentences, which took approximately a minute. Inclusion criteria for participants

were: (i) being a native speaker of English and (ii) being a resident of the US, UK,

Ireland, New Zealand, or Australia.

Based on the power calculations (provided in the pre-registration) we estimated

that 4,160 participants (65 independent observations per item per condition) would

ensure a reasonable statistical power between 61% and 88%, depending on the effect

size (ranging from 0.017 to 0.025 log milliseconds). In order to ensure that we acquire

data from at least 4,160 participants who do not fall under the exclusion criteria, we

collected data from 4,300 participants.

We excluded data from those participants who:

(i) admitted in a questionnaire following the experiment that English is not their

native language or that they do not currently live in an English-speaking

country;

(ii) gave exactly the same rating to the three practice sentences (two well-formed

sentences and one sentence with an apparent agreement error);

(iii) had reading times for any word in the experimental sentence that fell below

180ms or above 3,000ms.

After applying the exclusion criteria, 4,296 participants entered the analysis.
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Materials

We created 16 items similar to Example (4) in a 2×2 design manipulating the

semantic and the number match/mismatch between the interfering noun and the

verb (the subject noun always matched the verb). The subject was always singular

and animate, while the properties of the interfering noun varied across conditions:

it was singular in the number match conditions (a) and (c), plural in the number

mismatch conditions (b) and (d); animate in the semantic match conditions (a) and

(b), and inanimate in the semantic mismatch conditions (c) and (d). In the semantic

match conditions both nouns were chosen such that they could potentially perform

the action denoted by the verb. The interfering noun never referred to a multitude

(such as team, collective, etc.). Within the sentence, the noun phrase was followed by

an adverb and a verb with correct number marking, the same across all conditions.

The verb was followed by a region that was the same across conditions and did not

indicate the number of the head noun (no personal pronouns etc.).

Each item was followed by a comprehension question with five answer options, as

in Example (5). The question rephrased the sentence and contained a verb marked

for past simple tense. This way, the verb provided no information about the number

of the head noun. The answer options were: the head noun in singular and plural

forms, the interfering noun in singular and plural forms, and I’m not sure, presented

in random order.

(5) Who considered the show a success? — Admirer/Admirers/(Singer/Singers

or Play/Plays)/I’m not sure

The full set of experimental items and comprehension questions is presented in

Appendix 6.2.

4.1.2 Item norming

To ensure that the semantic match/mismatch was actually perceived as such by

native English speakers, we conducted a plausibility norming pretest. Based on each

item, we created three sentences (see Example (6)) whose subjects were the head

noun, the animate interfering noun, or the inanimate interfering noun of the original
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item. If the head noun was typically used with complements (as admirer, opponent,

etc.) the whole noun phrase served as subject. All the nouns were singular.

We conducted two online questionnaires, both prompted participants to rate

sentences on the Likert scale from 1 (bad, unnatural) to 7 (good, perfectly natural).

In the first questionnaire, full sentences were presented; in the second questionnaire,

sentences were truncated after the main verb (the truncated part is denoted by

square brackets in (6)). We tested truncated sentences to ensure that the mismatch

between the attractor noun and the verb was apparent right at the verb and not

later in the sentence so that we could detect the effect at the verb.

(6) a. The admirer of the play supposedly thinks [the show was a big success].

b. The singer supposedly thinks [the show was a big success].

c. The play supposedly thinks [the show was a big success].

277 individuals took part in the pretests, 179 saw full sentences, and 98 other

individuals saw truncated sentences. Each participant saw every item in one out of

three conditions. The results of both norming studies confirmed that sentences with

animate subjects ((6-a) and (6-b)) consistently received similarly high ratings (that

is, we found no difference in ratings), while the sentences with inanimate subjects

received lower ratings. We conclude that in the semantic match condition both the

subject and the interfering noun are likely to perform the action denoted by the verb,

and the interfering noun in the semantic mismatch condition is not. Further details

on the pretests can be found in Appendix 6.2.4.

4.1.3 Procedure

The experiment was programmed using the Ibex4 software and run on the IbexFarm

cloud service. Each participant first saw the instructions, then three training sentences

to get used to the non-cumulative centered self-paced reading procedure, and then

one experimental sentence in one of the four conditions. Each participant saw

only one experimental sentence — this way, participants could not get used to the

manipulation and could not develop experiment-specific processing strategies. For

each sentence including training ones, acceptability ratings on the scale from 1 (bad)
4http://spellout.net/ibexfarm.
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to 7 (good) were collected to ensure that participants paid attention to the task, and

to get an offline measure of the attraction effect. For the experimental sentence only,

the acceptability rating task was followed by a comprehension question probing the

final interpretation of the sentence.

4.1.4 Planned analyses

All analyses were conducted with the R system for statistical computing (R De-

velopment Core Team, 2009). Data were analyzed using generalized linear mixed

models fit in the Bayesian framework (Vasishth et al., 2018) using the ‘brms’ package

(Bürkner et al., 2017), which, in turn, relies on ‘Stan’ (Carpenter et al., 2017), a

statistical system for full Bayesian inference. Plots were produced with the ‘ggplot2’

and ‘tidybayes’ packages (Kay, 2019; Wickham, 2016). Inferences were based on

the posterior distributions of the parameters, which are reported in terms of the

posterior mode and 95% percentile intervals (CrI). We used principled priors for the

main effects and interactions (Normal(0, 0.2)). If nearly all of the posterior mass

for an estimate fell on one side of zero, we considered that the effect was reliable.

Every model included the main effects of number and semantic match/mismatch

and their interaction, as well as random intercepts for items (but not for subjects, as

only one observation comes from each subject) and by-item random slopes for the

main effects and their interaction.

For reading times analysis, we assumed underlying lognormal distribution, and

planned to analyze two regions: the critical verb and the region following the verb.

For every experiment, we ran an exploratory analysis probing whether successful

comprehension modulates the effects of interest: the models included, in addition

to the previously specified structure, the main effect of trial accuracy and by-item

random slopes for trial accuracy. For all reported experiments, the results of these

additional analyses replicated those of the main analyses; we do not report the

additional analyses in this chapter.

To analyze acceptability ratings, we use ordinal ordered logistic mixed-effects

regression models. We opted to not model acceptability ratings on the linear scale

as this could increase Type I and Type II errors, as well as lead to the inversion of

the effects (Liddell & Kruschke, 2018).
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Figure 4.1: Results of Experiment 1. Panel A: geometric mean reading times across
sentence regions. Panel B: Estimated reading times at the verb with 95% credible
intervals (spillover from the previous region is accounted for in the modeling). Panel
C: proportions of acceptability ratings across conditions. Panel D: proportions of
question responses across conditions. In panels C and D, Number+ stands for number
match, number- for number mismatch; similarly, semantic+ stands for semantic
match, and semantic- for semantic mismatch.

Comprehension question responses had five answer options. In the descriptive

statistics, we present proportions of responses of every category in each condition,

but for statistical analysis, we simplify the data and code responses just as correct/

incorrect. These binary coded responses were analyzed using mixed-effects linear

models with a binomial link function. In the modeling of both acceptability ratings

and comprehension question responses, we used principled priors for the main effects

and interactions (Normal(0, 0.3)).

4.1.5 Results

Summaries of reading time, acceptability ratings, and question response accuracies

are presented in Figure 4.1.
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Planned analyses

Reading times. As can be seen from Figure 4.1A, we encountered an unexpectedly long-

lasting plural complexity effect (inhibitory effect in the number mismatch conditions)

that spanned for three more words following the plural interfering word: the adverb,

the verb, and the region following the verb. This renders the planned comparison

of reading times at the verb and at the region following the verb uninformative:

the difference could be attributed to the plural complexity effect spilling over from

the interfering noun, and not to the processing of the verb itself. We opted to use

statistical control and describe the resulting analysis in the following section.

Acceptability ratings. Acceptability ratings were lower in the number mismatch

condition (see Table 4.1). There was a tendency towards lower ratings for the

semantic match conditions. The effects did not interact.

Table 4.1: Experiment 1. Statistical modeling of acceptability ratings.

Predictor Estimate 95%-CrI P (β < 0)

Intercept[1] -3.10 -3.38 – -2.84 >0.999

Intercept[2] -2.04 -2.30 – -1.79 >0.999

Intercept[3] -1.14 -1.39 – -0.90 >0.999

Intercept[4] -0.45 -0.69 – -0.21 >0.999

Intercept[5] 0.46 0.21 – 0.70 0.0005

Intercept[6] 1.50 1.24 – 1.74 <0.001

Number mismatch -0.20 -0.31 – -0.09 >0.999

Semantic match -0.11 -0.22 – 0.01 0.967

Number mismatch ×

Semantic match

0.02 -0.05 –0.10 0.244

Exploratory analyses

Reading times. As planned analyses of reading times were rendered void by the plural

complexity effect, we corrected for the spillover effects by including reading times
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from the previous word as a predictor for reading times at the current word (Vasishth,

2006). This allows us to find out whether processing the current word introduces

any additional difficulties over and above those inherited from the previous word.

After applying this procedure, we found a slowdown in the number match conditions

on the attractor noun itself, but not on the following adverb. At the verb, we found

a main inhibitory effect of number mismatch: the verb was read slower in conditions

with plural attractors (see Table 4.2 and Figure 4.1B; the slowdown comprised 26ms,

CrI:[0.30, 50]ms). This is precisely the slowdown predicted by the faulty encoding

accounts.

Table 4.2: Experiment 1. Statistical modeling of reading times control-

ling for the reading times on the previous region.

Predictor Estimate

(log-ms)

95%-CrI P (β > 0)

Intercept 6.69 6.65–6.74 >0.999

Number mismatch 0.02 0.00–0.03 0.976

Semantic match -0.01 -0.02–0.01 0.126

Previous region RT 0.26 0.23–0.29 >0.999

Number mismatch ×

Semantic match

0.00 -0.01–0.01 0.448

As we did not find evidence that agreement attraction in grammatical sentences is

masked by interference, we did not run the pre-registered mixture-modeling analysis.

Question response accuracies. We found that both number mismatch and se-

mantic match decreased the probability of giving a correct response (see Table 4.3).

There was an interaction between the effects: nested comparisons demonstrated that

the decrease in accuracy due to number mismatch was greater within the semantic

match than within semantic mismatch conditions, (p(β > 0) = 97.9%).

128



Table 4.3: Experiment 1. Statistical modeling of question response accu-

racies.

Predictor Estimate

(log-odds)

95%-CrI P (β < 0)

Intercept 0.97 0.68 – 1.24 <0.001

Number mismatch -0.24 -0.34 – -0.15 >0.999

Semantic match -0.29 -0.42 – -0.16 >0.999

Number mismatch ×

Semantic match

-0.09 -0.17 – -0.01 0.982

4.1.6 Discussion

An unexpectedly prolonged plural complexity effect spanning three regions rendered

the planned analyses of reading times uninformative. The scope of the effect is

surprising as we used a typical design that takes the standard one-word spillover

effects into account. Similar design was implemented, among others, in Wagers et al.

(2009) and Lago et al. (2015), and prolonged plural complexity effects have never

been reported. We suggest that the prolonged effect might stem from the single trial

procedure: all effect sizes are likely to be bigger when participants do not adapt to

the stimuli. We will return to this point in the General discussion.

The exploratory analysis of reading times mitigating the spillover effect supports

the faulty encoding accounts: we found a slowdown at the verb in number mismatch

conditions, which is precisely what the marking and morphing and feature percolation

accounts predict. Acceptability judgments mirror reading times in demonstrating

a clear decrease in ratings for the number mismatch conditions. We found no

semantic interference effects and no interaction between number and semantic match

conditions. This goes against our hypothesis that attraction would be detectable

only in the semantic mismatch conditions, and concealed by number interference in

the semantic match conditions. We will address the lack of semantic interference in

the General discussion.
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In the question response accuracies analysis, the main effects of number match

and semantic mismatch can be dismissed as trivial: in each case, the number of

potentially viable response options is lower than in the conditions they are contrasted

with. That is, in number match conditions, two responses marked for plural are not

viable as there were no words in the sentence marked for plural. Similarly, in the

semantic mismatch conditions, the inanimate attractor cannot perform the action

denoted by the verb, as established in the norming test. Therefore, participants

simply have fewer options to choose from, which is sufficient to account for higher

accuracy. However, the interaction cannot be dismissed on these grounds. In the

number mismatch conditions, accuracy was lower in the semantic match than in the

semantic mismatch conditions. This is compatible with semantic, but, importantly,

not number interference. This outcome is in line with the results of several studies

(Jäger, Benz, et al., 2015; Laurinavichyute et al., 2017; Mertzen et al., 2020) reporting

interference effects in grammatical sentences only in question responses, but not in

reading times measures. The common caveat with interpreting question response

accuracies, however, is that they could reflect postinterpretative processing and the

outcomes of reanalysis rather than the structure formed during processing of the

verb (Bader & Meng, 2018).

To summarize, a slowdown (over and above the one spilling over from the previous

regions) on the verb in the number mismatch conditions is compatible only with the

faulty encoding accounts, but this conclusion could be compromised by the statistical

correction for spillover effects. Similar outcome in an experiment without the spillover

confound would be more convincing. To address the issue of the long-lasting plural

complexity effect, we conducted Experiments 2 and 3. In Experiment 2, we retain

the materials from Experiment 1 and introduce a long parenthetical phrase between

the interfering noun and the verb. In Experiment 3, we employ sentences with object

relative clauses, where the interfering noun is located further away from the verb

and its subject both linearly and structurally. Faulty encoding accounts predict an

illusion of ungrammaticality in prepositional phrases (Experiment 2), but not in the

object relative clause setup (Experiment 3). The Lewis and Vasishth model model

predicts inhibitory interference effects in both experiments irrespective of the syntactic

structure. This means, in Experiment 2 we expect either to find the interaction we
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were originally testing for or to replicate the illusion of ungrammaticality that we

found in Experiment 1. In Experiment 3 we expect to observe only the inhibitory

interference predicted by the Lewis and Vasishth model.

4.2 Experiment 2

The hypotheses, number of participants, and analyses planned for Experiment 2 were

pre-registered on OSF (doi:10.17605/OSF.IO/VM5BW).

4.2.1 Methods

Procedure and analysis are the same as in Experiment 1, except for the differences

in the number of participants and experimental materials that are described below.

4.2.2 Participants

Participant recruitment and exclusion procedure followed that of Experiment 1. We

recruited only individuals who did not take part in Experiment 1. 4,100 participants

took part in the study. After applying exclusion criteria, 3,920 participants entered

the analysis.5

4.2.3 Materials

Materials from Experiment 1 were modified such that within the sentence, the

interfering noun and the verb were separated by a parenthetical phrase three to five

words long (see Example (7)). The parenthetical contained either personal pronouns

(I, you) or proper nouns (Daily Mail), but not common nouns in order to minimize

additional interference. The parenthetical phrase was followed by an adverbial used

in Experiment 1. In total, the buffer region between the interfering noun and the

verb comprised four to six regions (4.5 on average), see (7):

(7) a. The admirer of the singer, according to the Daily Mail, apparently thinks

b. The admirer of the singers, according to the Daily Mail, apparently thinks
5We first pre-registered N=1,956 based on the limit on available funding. We found no effects

and decided to collect more data based on the power analysis (which suggested 3,900 samples) to
be able to at least demonstrate the predicted interference effect.
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Figure 4.2: Results of Experiment 2. Panel A: geometric mean reading times across
sentence regions. Panel B: Estimated reading times at the spillover after the verb
(that) with 95% credible intervals. Panel C: acceptability ratings across conditions.
Panel D: proportions of question responses across conditions. In panels C and
D, Number+ stands for number match, number- for number mismatch; similarly,
semantic+ stands for semantic match, and semantic- for semantic mismatch.

c. The admirer of the play, according to the Daily Mail, apparently thinks

d. The admirer of the plays, according to the Daily Mail, apparently thinks

... the show was a big success.

The full set of experimental items and comprehension questions is presented in

Appendix 6.2.

4.2.4 Results

Summaries of reading times, acceptability ratings, and question response accuracies

are presented in Figure 4.2.

Planned analyses

Reading times. Introducing parenthetical phrases successfully eliminated the plural

complexity effect: in four regions preceding the critical verb, no main effects or inter-

actions were detected, so we proceeded to the planned analyses (refer to Table 4.4).
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On the region following the verb we found an interaction between the number and

semantic match/mismatch. Nested comparisons showed that within semantic match

conditions, number mismatch condition (b) was read more slowly than number match

condition (a) (Est. = 33ms, CrI: [4, 63]ms). There was no difference between the

semantic mismatch conditions. As in Experiment 1, no interference effects at or after

the verb were observed. As we did not find evidence that agreement attraction in

grammatical sentences is masked by interference, we did not run the pre-registered

mixture-modeling analysis.

Table 4.4: Experiment 2. Statistical modeling of reading times at the

region following the verb.

Predictor Estimate

(log-ms)

95%-CrI P (β > 0)

Intercept 6.50 6.43 – 6.56 >0.999

Number mismatch 0.00 -0.01 – 0.02 0.746

Semantic match 0.01 -0.01 – 0.02 0.872

Number mismatch ×

Semantic match

0.02 0.01 – 0.04 0.995

Acceptability ratings. We found that semantic match conditions had lower ac-

ceptability ratings (see Table 4.5). There was a tendency for the sentences in the

number mismatch condition to receive lower ratings as well. There was no interaction

between the main effects.

Table 4.5: Experiment 2. Statistical modeling of acceptability ratings.

Predictor Estimate 95%-CrI P (β < 0)

Intercept[1] -2.76 -3.07 – -2.45 >0.999

Intercept[2] -1.76 -2.05 – -1.46 >0.999

Intercept[3] -0.97 -1.25 – -0.67 >0.999

Intercept[4] -0.32 -0.60 – -0.02 0.985
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Intercept[5] 0.52 0.24 – 0.82 0.0007

Intercept[6] 1.65 1.37 – 1.95 <0.001

Number mismatch -0.11 -0.23 – 0.01 0.963

Semantic match -0.09 -0.19 – -0.00 0.975

Number mismatch ×

Semantic match

0.01 -0.05 – 0.08 0.334

Exploratory analyses

Question response accuracies. Mirroring the acceptability ratings results, both num-

ber mismatch and semantic match conditions decreased the probability of giving a

correct response (see Table 4.6). There was no interaction between the main effects.

Table 4.6: Experiment 2. Statistical modeling of question response accu-

racies.

Predictor Estimate

(log-odds)

95%-CrI P (β < 0)

Intercept 0.91 0.59 – 1.24 <0.001

Number mismatch -0.23 -0.37 – -0.10 >0.999

Semantic match -0.38 -0.51 – -0.25 >0.999

Number mismatch ×

Semantic match

0.03 -0.05 – 0.11 0.233

4.2.5 Discussion

We found an interaction between number and semantic match/mismatch conditions,

but it went in an unexpected direction: a slowdown due to plural attractor arose in

the semantic match conditions, i.e. the typical conditions extensively tested in the

previous literature. To briefly remind the reader, we expected that in this condition

the illusion of ungrammaticality would be masked by the inhibitory interference.
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Unlike in Experiment 1, the plural complexity effect was detected only on the

plural attractor region, and did not spill over to the following words. We will defer

discussing the possible causes of such dramatic difference until after Experiment 3.

As in Experiment 1, we found that acceptability ratings tended to be lower in

the number mismatch conditions. We also found semantic interference effect in

acceptability ratings — ratings were lower for the semantic match conditions. In

the comprehension question response accuracies, there was no interaction between

the main effects. Given that both main effects are uninformative, nothing can be

concluded from these results.

4.3 Experiment 3

The hypotheses, number of participants, and analyses planned for Experiment 3 were

pre-registered on OSF together with Experiment 2 (doi:10.17605/OSF.IO/VM5BW).

The motivation for the Experiment 3 was twofold: on the one hand, introducing

more material between the attractor and the verb provided another way to mitigate

the plural complexity effect found in Experiment 1 (such design was used in many

previous studies: Lago et al., 2015; Wagers et al., 2009, to name just a few). On

the other hand, it served to test the prediction of the faulty encoding accounts: no

attraction effects are expected in the object relative clause configuration since the

interfering noun is not a part of the subject noun phrase and the plural feature

cannot percolate downwards the syntactic tree to the subject of the relative clause.

If, in accordance with the predictions of the faulty encoding accounts, we do not

observe any illusion of ungrammaticality, we should still observe the main effect of

inhibitory interference predicted by the Lewis and Vasishth model. In fact, according

to the extension of the model proposed in (Jäger et al., 2017b), interference effects

might be even more pronounced in this configuration since the interfering noun is

the subject of its own clause and therefore highly prominent.

4.3.1 Methods

Procedure and analysis were the same as in Experiment 1, except for the differences

in the number of participants and experimental materials described below.
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Participants

Participant recruitment and exclusion procedure followed that of Experiments 1

and 2. Participation in Experiment 3 was open, among others, for those who took

part in the previous experiments, as the experimental materials were different and

the experiments were separated by at least a week. 3,800 participants took part in

the experiment. After applying exclusion criteria, 3,559 participants entered the

analysis6.

Materials

The 16 items from Experiment 1 were restructured to form sentences with object

relative clauses7, where the interfering noun is the head of the main clause, see (8):

(8) a. The singer that the actor openly admires, apparently

b. The singers that the actor openly admires, apparently

c. The play that the actor openly admires, apparently

d. The plays that the actor openly admires, apparently

... received broad international recognition.

Within the sentence, the interfering noun was followed by an object relative clause

containing the subject, an adverb, and a verb with correct (singular) number marking,

the same across all conditions. The verb was followed by a region that did not differ

across conditions and in no way indicated the number of the subject noun.

The comprehension questions from Experiment 1 were modified to match the

sentences (see (9)).

(9) Who felt admiration? — Actor/Actors/(Play/Plays or Singer/Singers)/I’m

not sure.

The full set of experimental items and comprehension questions is presented in
6We first pre-registered N=1,956 based on the limit on available funding. We found no effects

and decided to collect more data based on the power analysis to be able to at least demonstrate
the predicted interference effect.

7Seven items were originally misformed as sentences with possessive clauses. We corrected this
mistake and collected data for the redesigned object relative clause sentences at a later point in
time. This could have introduced some specific time-of-day or day-of-the-week effects during online
data collection, but even if that were case, they should be absorbed by by-item random effects.
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Figure 4.3: Results of Experiment 3. Panel A: geometric mean reading times across
sentence regions. Panel B: Estimated reading times at the verb with 95% credible
intervals. Panel C: acceptability ratings across conditions. Panel D: proportions of
question responses across conditions. In panels C and D, Number+ stands for number
match, number- for number mismatch; similarly, semantic+ stands for semantic
match, and semantic- for semantic mismatch.

Appendix 6.2.

4.3.2 Results

Summaries of reading times, acceptability ratings, and question response accuracies

are presented in Figure 4.3. Mean question response accuracy in Experiment 3 was

lower than in previous experiments and comprised 57%. We do not think, however,

that lower accuracy compromises the outcomes of the experiment. Firstly, participants

were not guessing: with five response options, guessing would be represented by 20%

accuracy or by majority of the “I’m not sure” responses. Secondly, recall that we a

set of exploratory analyses adding trial accuracy as a predictor of reading times, and

the results reported below hold in this additional analysis.

Planned analyses

Reading times. In the two regions preceding the verb, we found no main effect of

number match, so we proceeded to the planned analysis. The results of statistical
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comparisons are presented in Table 4.7. At the verb, we found a main inhibitory

effect of number mismatch: the verb was read slower in conditions with plural

attractors (slowdown of 59ms, CrI:[12, 105]ms). Again, no interference effects at or

after the verb were observed. As we did not find evidence that agreement attraction

in grammatical sentences is masked by interference, we did not run the pre-registered

mixture-modeling analysis.

Table 4.7: Experiment 3. Statistical modeling of reading times at the

verb region.

Predictor Estimate

(log-ms)

95%-CrI P (β > 0)

Intercept 6.69 6.65 – 6.73 >0.999

Number mismatch 0.04 0.01 – 0.07 0.993

Semantic match 0.01 -0.01 – 0.03 0.826

Number mismatch ×

Semantic match

0.00 -0.02 – 0.02 0.503

Acceptability ratings. Number mismatch conditions received lower ratings (see

Table 4.8). There was a tendency towards lower ratings for the semantic match

conditions. The effects did not interact.

Table 4.8: Experiment 3. Statistical modeling of acceptability ratings.

Predictor Estimate 95%-CrI P (β < 0)

Intercept[1] -2.96 -3.31 – -2.58 >0.999

Intercept[2] -1.89 -2.23 – -1.54 >0.999

Intercept[3] -1.01 -1.35 – -0.66 >0.999

Intercept[4] -0.34 -0.67 – 0.01 0.972

Intercept[5] 0.48 0.15 – 0.83 0.002

Intercept[6] 1.67 1.33 – 2.02 <0.001

Number mismatch -0.27 -0.37 – -0.17 >0.999
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Semantic match -0.09 -0.19 – 0.01 0.962

Number mismatch ×

Semantic match

0.01 -0.05 – 0.08 0.336

Exploratory analyses

Question response accuracies. Mirroring the acceptability ratings, sentences in the

number mismatch and in the semantic match conditions had lower probability of a

correct response, but there was no interaction between the effects, see Table 4.9.

Table 4.9: Experiment 3. Statistical modeling of question response accu-

racies.

Predictor Estimate

(log-odds)

95%-CrI P (β < 0)

Intercept 0.34 0.06 – 0.63 0.0095

Number mismatch -0.13 -0.20 – -0.05 >0.999

Semantic match -0.42 -0.57 – -0.27 >0.999

Number mismatch ×

Semantic match

0.03 -0.05 – 0.11 0.229

4.3.3 Discussion

Results of Experiment 3 represent a pronounced illusion of ungrammaticality in read-

ing grammatical sentences: a lowdown in reading the number mismatch conditions

right on the critical verb, not compromised by either preceding plural complexity

effect or uninterpretable interaction. Interestingly, the faulty encoding accounts do

not predict the illusion of ungrammaticality in the object relative clause configuration.

We address the implications of this finding in the General discussion section, where

it could be reviewed in the context of the findings of Experiments 1 and 2.

Acceptability judgments mirror reading times in demonstrating a clear decrease
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in ratings for the number mismatch conditions. Comprehension question response

accuracies were lower than in Experiments 1 and 2, which reflects a well-established

difficulty of processing object relative clauses (Gibson, 2000; Gordon et al., 2001).

Crucially, in the comprehension question response accuracies, we found no interaction

between the main effects. Given that both main effects are uninformative, nothing

can be concluded from these results.

4.4 General discussion

The motivation for the three experiments presented here was to test whether parsing

processes postulated by several faulty encoding (Bock & Eberhard, 1993a; Eberhard

et al., 2005) and similarity-based interference accounts (Lewis & Vasishth, 2005;

McElree, 2000) might be deployed simultaneously. If this is the case, the lack of both

the predicted agreement attraction and number interference effects in grammatical

sentences is due to these effects canceling each other out. However, this hypothesis

received no support. Across the three experiments, reading times patterns were

compatible only with the faulty encoding accounts: we found consistent slowdowns

in reading grammatical sentences with plural interfering nouns. In Experiments 1

and 3, a main effect was detected on the critical verb (but in Experiment 1, we

had to statistically correct for the spillover effect from the plural attractor), in

Experiment 2, the slowdown was detected on the word following the critical verb

within semantic match conditions. Acceptability ratings mirrored the illusion of

ungrammaticality found in reading times: in Experiments 1 and 3, number mismatch

conditions received lower ratings, in Experiment 2, there was a numerical tendency

towards lower ratings. These results are in line with the predictions of the faulty

encoding accounts, and we conclude that the illusion of ungrammaticality exists in

grammatical sentences, and is not concealed by interference effect in the control

condition.

4.4.1 Why didn’t previous studies find these effects?

In such a clear-cut case, the illusion of ungrammaticality should have been repeatedly

observed in the previous studies, whose experimental designs we closely followed. So
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why wasn’t it the case? We suggest that several factors might have played a role,

all tightly connected to the single-trial experimental procedure. In what follows, we

entertain several possibilities, all of which must, however, remain a speculation until

our results could be directly compared to a repeated-measures experiment using the

same materials.

The first potential reason for the striking difference between the current and

the previous results is that under the single-trial procedure a participant sees only

one experimental sentence, and has no opportunity to adapt to the experimental

manipulation. There is some evidence that adaptation decreases the effect size over

the course of the experiment (Demberg & Sayeed, 2016; Fine et al., 2013). If this is

true, the single-trial procedure allows us to detect the biggest possible effect size in

each measurement we collect.

Another feature of our design is that in contrast to almost all other experiments

(with an exception of Nicenboim et al., 2018), participants were not exposed to

ungrammatical sentences, except for one sentence with an apparent agreement

mistake in the training phase. We know that exposure to ungrammatical sentences

over the course of the experiment shifts acceptability judgments (Hammerly et al.,

2019). It is possible that not only the acceptability judgments, but also reading

times are affected by repeated presentation of ungrammatical sentences: mistakes

(including perceived mistakes, such as the illusion of ungrammaticality) may become

less surprising over the course of the experiment and cause less slowdown. Participants’

belief about the probability the upcoming structure being ungrammatical may get

stronger, and as a result, participants might learn to rely less on agreement markers

or even completely ignore these.

The last property of the single-trial procedure that might have enhanced attrac-

tion effects in our experiments is that we might have unintentionally encouraged

participants to adhere to superficial processing mode (Ferreira et al., 2009; Karimi

& Ferreira, 2016). Participants had to rate the acceptability of every sentence

they saw, but a difficult comprehension question was asked only as the very last

task in the experiment and may come as a surprise. Acceptability judgment is a

relatively easy task that does not necessarily require full sentence parsing: judging

whether a sentence is grammatical does not require one to fully parse it and resolve
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the dependencies, merely noticing that there are no apparent conflicts is enough.

Repeatedly encountering acceptability judgment tasks might have set participants

into good-enough superficial processing mode, which might be the key to the emer-

gence of attraction effects. Superficial processing mode is more difficult to achieve

in a repeated-measures experiment: it is possible only by avoiding comprehension

question probes entirely, as repeated exposure to comprehension questions targeting

the critical dependency would promote deeper processing (Swets et al., 2008).

Finally, another difference between our study and those that did not find at-

traction effects in grammatical sentences lies in the number of observations. With

roughly 3,900 samples per experiment, we have around 975 samples for each of

four experimental conditions. To collect 975 samples per condition in a typical

repeated-measures experiment with 40 experimental items, at least 97 participants

are needed. This exceeds the average number of participants in a typical experiment

targeting either agreement attraction or interference effects (but note the recent

increase in larger-sample studies, such as Avetisyan et al., 2020; Brehm et al., 2019;

Jäger et al., 2020; Mertzen et al., 2020; Nicenboim et al., 2018). But even an equal

number of probes in a repeated-measures design might not ensure the statistical

power similar to that of the single-trial experiment if the effect size within a single

participant diminishes over the course of the experiment.

Due to any of the outlined factors or to all of them combined, we found an illusion

of ungrammaticality predicted by the faulty encoding accounts in every experiment.

But in Experiment 1 it was masked by a surprisingly long-lasting plural complexity

effect. Before discussing the implications of our results for the sentence processing

theories, we want to briefly discuss what might have caused the effect.

4.4.2 The plural complexity effect

The plural complexity effects (slower reading times following the plural interfering

noun) were never reported to exceed one region in the standard design of experimental

materials that we used. The plural complexity effect is believed to arise due to

several properties of the the plural word form itself, such as length and frequency,

and due to the difficulty of meaning construction and semantic integration associated

with prepositional phrases with singular head and plural dependent noun. But why
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was the effect so long-lasting? It spanned for at least two regions in Experiment

1 (the plural attractor and the buffer adverb). Again, we can only speculate, but

we suggest that this prolonged effect might also be a consequence of the single-trial

design. If all processing-related effects are magnified by the single-trial procedure,

the side-effects would be affected, too. This would be useful to keep in mind when

designing materials for single-trial experiments.

Notably, there was no plural complexity effect in Experiment 2: the slowdown

was detected only on the plural interfering noun itself, but not on any of the

following words. We suggest that it is the design of experimental materials — a

parenthetical structure intervening between the attractor and the verb — that made

Experiment 2 special. Dillon et al. (2017) claim that parenthetical phrases are

processed independently of their embedding structures. Our results support their

claim: when the parser processes the parenthetical structure, spillover effects from

processing the embedding clause do not cross over to the parenthetical.

4.4.3 Attraction effects in grammatical sentences

A consistent illusion of ungrammaticality — a slowdown during reading the verb or

the word following the verb in the grammatical sentences with a plural non-subject

interfering noun — was found across three experiments. The illusion arose both

in the structures where the interfering plural noun was part of the subject noun

phrase and in the structures where it was not. The mere presence of the plural noun

seems to be enough to cause the illusion. The lack of structure effects is inconsistent

with the predictions of both the feature percolation and the marking and morphing

accounts; they predict the illusion only if the interfering noun is a part of the subject

noun phrase. Unlike the feature percolation, the marking and morphing account can

in principle be extended to cover the observed effects (to cite Eberhard, Cutting, &

Bock, 2005, p. 544):

Because SAP [number information] may flow unobstructed throughout

a structural network, number information bound anywhere within a

structure has the potential to influence agreement processes. For this

reason, even number information outside a subject or antecedent noun

phrase (as in Hartsuiker et al., 2001) can affect agreement, to a degree
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that is negatively correlated with its structural distance from the locus

of agreement control.

In contradiction to this prediction, we have no evidence that greater structural

distance decreases the magnitude of the attraction effect: the illusion of ungram-

maticality is even bigger numerically in case of greater structural distance (59ms in

Experiment 3 vs. 25ms and 34ms in Experiments 1 and 2), but our data set might

be insufficient for a precise comparison.

Our results seem to favor a far less intricate parsing system, similar to the

Kahneman’s System 2 that gets easily sidetracked by superficial properties of the

sentence, such as any plural noun being potentially able to derail subject-verb

agreement computation. This system should be activated probabilistically and/or

under certain circumstances only, or normal language comprehension would turn

out to be nearly impossible. One of the factors activating the system could be the

good-enough or shallow processing mode. In this mode, sentences with number match

should be read faster and rated higher on the acceptability scale than sentences with

number mismatch: a sentence is definitely well-formed if it has two singular nouns

and a singular verb, one does not need to complete subject-verb dependency to elicit

that judgment. But when confronted with a comprehension question, participants

should experience greater difficulties in the number match conditions, as they would

need to build a precise representation of the sentence relying only on memory.

Unfortunately, we cannot evaluate this proposal on our data set: while number

match conditions are indeed read faster and receive higher acceptability ratings, they

also have higher comprehension question accuracies, which seemingly contradicts the

predicted difficulty in answering comprehension questions. The caveat is that the

direct comparison of accuracies between the number match and number mismatch

conditions is uninformative in our design: in the number match conditions, only

three answer options out of five are viable (singular subject, singular attractor, “I’m

not sure”), while in the number mismatch conditions, plural nouns should receive

more consideration as potential responses, and accuracy might be lower just because

there are more answer options to choose from.

However, the proposal we sketched creates a testable prediction: if we can

encourage deep processing that requires building syntactic structure (for example,
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by asking difficult comprehension questions after each training sentence), we should

no longer observe number attraction and might observe interference instead. In

addition, under deep processing requirements, number match sentences should also

receive lower ratings than their counterparts: when participants make an attempt

at processing, number match sentences should be more difficult to process due to

similarity-based interference.

Although the precise nature of the mechanism underlying attraction effects in

grammatical sentences is unclear, our results persuasively demonstrate that agreement

attraction effects cannot be reduced to repair of ungrammatical sentences not only

in offline grammaticality judgments (Hammerly et al., 2019), but also in self-paced

reading, which reflects more immediate processing. This poses a challenge for the

similarity-base interference accounts, such as Lewis and Vasishth model: they need

to be extended to cover attraction effects both in grammatical and ungrammatical

sentences. One form this extension could take is a hybrid account that combines

processes postulated by both the retrieval accounts and expectation-based accounts.

The prerequisite for the emergence of attraction errors would be that expectation-

based accounts would probabilistically make ‘encoding errors’ in the form of incorrect

expectations (predicting plural verb after seeing a plural attractor). No such formal

hybrid account currently exists, but the interplay between retrieval and prediction

processes is being studied (Schoknecht et al., 2019).

Another account that might be able to cover attraction effects in grammatical

sentences is lossy-context surprisal (Futrell et al., 2020; Futrell & Levy, 2017). It

postulates that the processing cost of a word is defined by word’s surprisal given a

noisy representation of the preceding context. For the case of agreement attraction,

the noisy representation of the subject and the attractor nouns’ number marking can

lead to probabilistic erroneous attribution of the plural number feature to the subject.

If this happens, surprisal at the verb, and hence the reading times, will be greater than

in the control condition, where erroneous number encoding is impossible. Whether

the lossy-context surprisal account indeed predicts this slowdown, and whether it

predicts any differences in effect sizes between various syntactic configurations of

subject and attractor nouns, can only be confirmed via modeling.
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4.4.4 Interference effects

Another outcome of our experiments, as important as the presence of the illusion of

ungrammaticality in grammatical sentences, is the absence of interference effects,

either semantic or morphosyntactic (number), in reading times. With roughly 3900

participants per experiment, we should have ~80% power to detect a 13-ms effect

(a mean estimate for the interference effect in reading subject-verb non-agreement

dependencies, e.g., semantic interference, obtained by Jäger et al., 2017b).

Number interference has already been proven difficult to observe in earlier studies

(Jäger et al., 2017b; Nicenboim et al., 2018). As suggested by Wagers et al. (2009),

lack of number interference effects could be explained by privative number marking.

If only plural number feature is marked, while the singular is the default and has

no explicit marking (as independently claimed in theoretic letrature, e.g. Harley &

Ritter, 2002), then singular nouns cannot cause number interference. The lack of

number marking on singular nouns would explain the absence of interference effects

in all those agreement attraction studies that explored the processing of grammatical

sentences with singular subjects and singular attractors. If we accept this explanation,

the theoretical premise of our study renders itself incorrect: if singular nouns create

no interference, then number interference cannot lead to slowdowns, and therefore,

cannot mask the illusion of ungrammaticality. This is well in line with our findings,

as we found no support for interference concealing the illusion of ungrammaticality

across three higher powered experiments.

The lack of semantic interference, however, is not as easy to explain. Semantic

interference effects in grammatical sentences are believed to be well-established,

although several recent studies failed to detect the effect (Cunnings & Sturt, 2018;

Mertzen et al., 2020). One potential explanation for the lack of the effect could be

that interference effects arise as a function of processing depth: present when deep

processing is encouraged and absent when shallow processing is sufficient. As stated

earlier, we might have unintendedly encouraged shallow processing, which could

conceal interference effects.

At the same time, both in acceptability ratings and question response accuracies,

we detected some effects compatible with semantic interference. Semantic match

conditions elicited lower ratings in Experiment 2, similar tendencies being present in
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Experiments 1 and 3. In question response accuracies, we also found an interaction

that was compatible with semantic, but not number interference (Experiment 1).

Taken together, these findings suggest that semantic interference is not fully absent,

but, crucially, is only detected in ‘late’ measures, which might reflect not the structure

built during online processing, but rather a post-hoc interpretation (Bader & Meng,

2018). Under that assumption, late emergence of semantic interference also suggests

that participants engaged in good-enough shallow processing during reading, and

started building a full representation only when confronted with subsequent tasks.

4.5 Experiment 4

We set out to directly test the hypothesis that if participants engage in deeper

processing, no more illusions of ungrammaticality, but rather inhibitory interference

effects predicted by the Lewis and Vasishth model will be observed in reading times.

Experiment 4 used the same experimental materials as Experiment 3, but aimed to

induce deep processing strategies in participants by employing more complex training

sentences.

4.5.1 Methods

Procedure and analysis were the same as in Experiment 3, except for the differences

in the number of participants and experimental materials described below.

Participants

Participant recruitment and exclusion procedure followed that of Experiment 3.

Participation was open, among others, for those who took part in the previous

experiments, as the experiments were separated by at least several months. Due

to high number of reading times above three seconds per word in the experimental

items, we had to collect data from 4,576 participants to be able to use data from

3,702 individuals in the analysis. We report the analysis of the whole data set in the

Exploratory analysis section.
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Materials

We used the same experimental items as in Experiment 3, but the practice sentences

were more complex: each sentence contained three animate nouns that could poten-

tially perform the action denoted by the verb. The interfering nouns were embedded

either in a subject-extracted or in an object-extracted relative clause. Each practice

sentence was followed by a comprehension question with five response options. The

practice sentences and their respective comprehension questions are presented in

Examples (10) through (12):

(10) The priest who had privately advised the lawyer of the art dealer, is accused

of withholding information.

Who was accused? — The priest/The lawyer/The art dealer/The art dealers/

I’m not sure.

(11) The personal assistant who the bodyguard of the delegate does not trust

attracts great public attention.

Who attracted public attention? — The personal assistant/The bodyguard/

The delegate/The bodyguards/I’m not sure.

(12) The philanthropist who had greeted the secretary of the director, later

participated in the fundraising committee.

Who took part in the committee? — The philanthropist/The secretary/The

director/The secretaries/I’m not sure.

Note that in the examples, the correct answer is presented first, while in the experi-

ment the order of response options was randomized. In contrast to Experiment 3,

practice sentences were not followed by acceptability judgments. The experimental

sentence was followed first by the comprehension question, and after that, by the

acceptability judgment task.

4.5.2 Results

We first verified whether manipulating the difficulty of practice sentences did lead to

deeper processing. Several metrics can be diagnostic of deeper processing: slower

reading times, higher question response accuracies and lower ratings than in Exper-
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iment 3. The reading times on the experimental sentences were indeed slower in

Experiment 4 than in Experiment 3 in the beginning of the sentence, which suggests

that participants were affected by the depth-of-processing manipulation. Exclusion of

as many as 874 participants who had reading times on some word in the experimental

item exceeding three seconds also points in that direction. Ratings were also lower

across the board in Experiment 4 (see Table 4.14). However, question response

accuracies did not differ from those of Experiment 3 (55% vs. 57% in Experiment

3; for the results of statistical comparison, refer to Table 4.15). Mean question

response accuracies for the three practice sentences comprised 53%, 55%, and 80%,

respectively. The practice sentences were always presented in the same order, and

increase in the proportion of correct responses suggests that participants got better

during the practice. It is unclear why the accuracy of question responses in the

experimental items was not higher than in Experiment 3. One possible explanation

is that in the training sentences, the question always targeted the subject of the

matrix clause, while in the experimental sentence, the question targeted the subject

of the relative clause. Although data is somewhat contradictory, we suggest that

slower reading times on the experimental item from the first word in the sentence as

well as lower acceptability ratings indicate that participants at least tried to engage

in deep processing.

Summaries of reading times, acceptability ratings, and question response accura-

cies are presented in Figure 4.4.

Planned analyses

Reading times. In the two regions preceding the verb, we found no main effect

of number match, so we proceeded to the planned analysis. No main effects or

interactions were detected at the verb or on the region following the verb.

Acceptability ratings. We observed no influence of experimental manipulations on

the acceptability ratings (see Table 4.10).

Table 4.10: Experiment 4. Statistical modeling of acceptability ratings.

Predictor Estimate 95%-CrI P (β < 0)
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Intercept[1] -3.11 -3.39 – -2.83 >0.999

Intercept[2] -1.72 -1.96 – -1.47 >0.999

Intercept[3] -0.72 -0.95 – -0.48 >0.999

Intercept[4] 0.12 -0.12 – 0.37 0.151

Intercept[5] 1.26 1.03 – 1.51 <0.001

Intercept[6] 2.69 2.42 – 2.95 <0.001

Number mismatch -0.04 -0.13 – 0.06 0.797

Semantic match 0.04 -0.10 – 0.18 0.297

Number mismatch ×

Semantic match

0.00 -0.07 – 0.07 0.458

Exploratory analyses

Reading times. As we pre-registered the analysis of RTs only on the critical region

and the following region, we report analyses of reading times on other regions in

this section. On the second region following the verb, we observed a main facili-

tatory effect of number mismatch (speedup of -23ms, CrI:[-48, 0.55]ms, see also

Table 4.11). This speedup contradicts the predictions of the faulty encoding ac-

counts, and is in line with the predictions of the similarity-based interference accounts.

Table 4.11: Experiment 4. Statistical modeling of reading times at the

second region after the verb.

Predictor Estimate

(log-ms)

95%-CrI P (β > 0)

Intercept 6.58 6.55 – 6.62 >0.999

Number mismatch -0.016 -0.033 – 0.00 0.0268

Semantic match 0.009 -0.040 – 0.022 0.278

Number mismatch ×

Semantic match

0.011 -0.005 – 0.027 0.914
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Figure 4.4: Results of Experiment 4. Panel A: geometric mean reading times across
sentence regions. Panel B: Estimated reading times at the second region after the
verb (received) with 95% credible intervals. Panel C: acceptability ratings across
conditions. Panel D: proportions of question responses across conditions. In panels C
and D, Number+ stands for number match, number- for number mismatch; similarly,
semantic+ stands for semantic match, and semantic- for semantic mismatch.

Question response accuracies. Sentences in the number mismatch conditions had

lower probability of a correct response, see Table 4.12.

Table 4.12: Experiment 4. Statistical modeling of question response

accuracies.

Predictor Estimate

(log-odds)

95%-CrI P (β < 0)

Intercept -0.06 -1.10 – 0.95 0.532

Number mismatch -0.28 -0.38 – -0.19 >0.999

Semantic match -0.11 -0.46 – 0.23 0.755

Number mismatch ×

Semantic match

-0.04 -0.13 – 0.04 0.830
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Analysis of the whole data set from Experiment 4

In this analysis, we still excluded data from self-reported non-native speakers and

from participants who read any word in the experimental item faster than for 180ms,

but retained data from those participants who read any word in the experimental

sentence longer than three seconds (resulting N=4,633). On the critical verb, we

observed some indication of an interaction between number mismatch and semantic

match conditions (Est.=0.02 log-ms, CrI:[-0.002, 0.04], P (β > 0) = 0.964). Nested

comparisons showed that the interaction is likely driven by a slowdown in the

semantic match (vs. mismatch) within the number mismatch conditions (53ms,

CrI:[-3.25, 105]ms). Average question response accuracy in this data set comprised

56%, which suggests that longer reading times do not necessarily result in more

accurate processing.

Analysis of pooled data from Experiments 3 and 4

To be able to claim that deep processing blocks the illusion of ungrammaticality,

we need to directly test the interaction between processing depth and the number

match/mismatch conditions. To do that, we analyzed the pooled data set from

Experiments 3 and 4; the processing depth in Experiment 3 with assumed superficial

processing was coded as -1, in Experiment 4 with induced deep processing, as 1. The

model included the interaction between the number and semantic match/mismatch

conditions and the interaction between the number match/mismatch condition and

the processing depth, as well as all the main effects.8 The random effects structure

included random intercepts for items as well as by-item random slopes for all the

main effects and interactions.

Reading times. At the region of the critical verb, and in the two following regions,

we observed an interaction between the number match condition and the processing

depth (see Table 4.16). The nested comparisons showed that at the verb and the

following region, the interaction was driven by the slowdown in number mismatch

conditions in the superficial processing mode (the verb: 59ms, CrI:[15, 103]ms; the

8Since we did not observe any interaction between the number and the semantic match/mismatch
conditions in either of the experiments, we did not test whether this interaction depends on processing
mode, i.e. did not include the three-way interaction. In case the reader is wondering, all results
hold if we include the three-way interaction.
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following region: 34ms, CrI:[9, 59] ms). At the next region, nested comparisons

showed the opposite effect: a speedup in number mismatch conditions in the deep

processing mode (-25ms, CrI:[-49, -2]ms).9

We additionally conducted a Bayes factor analysis to quantify the evidence in

favor of the interaction between number match/mismatch conditions and processing

depth as well as in favor of the effects in nested comparisons. Bayes factor quanti-

fies how much more likely is the model that includes the predictor in question to

have generated the data as compared to the model that does not include it. As

Bayes factor is sensitive to priors, we computed Bayes factors for a small range

of plausible priors: the regularizing priors (Normal(0, 0.3)), two increasingly more

informative priors (Normal(0, 0.1), Normal(0, 0.01)), and an even wider regularizing

prior (Normal(0, 1)). For each model, we ran four chains with 20000 iterations each,

the first 2000 samples were discarded as warm-up samples. The resulting Bayes

factor values can be seen in Table 4.13.

Table 4.13: Analysis of pooled reading times from Experiments 3 and 4. Bayes

factor values quantify evidence in favor of the presence of the effect. Slowdown

and speedup refer to the effect observed in the nested comparison between number

mismatch and number match conditions.

Verb Verb+1 Verb+2

Prior

SD

Interaction Slowdown Interaction Slowdown Interaction Speedup

0.01 6.09 1.26 5.71 2.06 4.89 1.56

0.1 2.12 5.85 1.64 5.16 1.09 1.56

0.3 0.72 2.56 0.55 1.85 0.38 0.56

1 0.43 1.55 0.33 1.16 0.22 0.34

Informative priors that best correspond to the scale of the observed effects

(Normal(0, 0.01) for the smaller interaction effects, Normal(0, 0.1) for the bigger

9Note that since more information on item-level variability is available in this pooled analysis,
the estimated credible intervals for the effects got slightly tighter, and we even detect a slowdown
on the spillover after the verb that we did not detect in the separate analysis of Experiment 3.
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effects in nested comparisons) provide moderate support for all tested effects except

the speedup in the number mismatch conditions in the second region following the

verb. Nothing can be concluded with respect to this effect. With wider priors,

evidence for all evaluated effects becomes anecdotal and inconclusive, as wider priors

generally favor the null model.

We additionally analyzed the pooled question response accuracies and sentence

acceptability ratings from both experiments. In these models, we included the

three-way interaction, as well as all possible two-way interactions and main effects.

The random effects structure included random intercepts for items as well as by-item

random slopes for all the main effects and interactions.

Acceptability ratings. Number mismatch conditions received lower ratings across

the board (see Table 4.14). We also observed a main effect of processing depth: the

same experimental sentences received lower ratings in the deep processing condition,

i.e. when preceded by complex training sentences. There was an interaction between

number match/mismatch and processing depth: within the deep processing condition,

number mismatch conditions received higher ratings, i.e. the general decrease in

ratings due to number mismatch was much less pronounced under deep processing.

We interpret this as an indication that participants did not experience the illusion

of ungrammaticality as much as in the shallow processing condition. Finally, there

was some indication for an interaction between semantic match/mismatch and deep

processing mode: decrease in ratings due to deep processing tended to be smaller

within semantic match conditions.

Table 4.14: Statistical modeling of acceptability ratings on the data pooled

from Experiments 3 and 4.

Predictor Estimate 95%-CrI P (β < 0)

Intercept[1] -3.06 -3.33 – -2.78 >0.999

Intercept[2] -1.83 -2.08 – -1.57 >0.999

Intercept[3] -0.88 -1.13 – -0.62 >0.999

Intercept[4] -0.11 -0.37 – 0.15 0.816

Intercept[5] 0.87 0.62 – 1.13 <0.001
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Intercept[6] 2.14 1.88 – 2.39 <0.001

Number mismatch -0.16 -0.24 – -0.09 >0.999

Semantic match -0.03 -0.11 – 0.06 0.757

Deep processing -0.28 -0.47 – -0.07 0.993

Number mismatch ×

Semantic match

0.01 -0.04 – 0.05 0.392

Number mismatch × Deep

processing

0.14 0.07 – 0.20 <0.001

Semantic match × Deep

processing

0.08 -0.01 – 0.16 0.033

Number mismatch ×

Semantic match × Deep

processing

-0.01 -0.06 – 0.04 0.65

Question response accuracies. As expected, probability of a correct response was

lower in the number mismatch an in semantic match conditions (see Table 4.15),

but as we have already discussed, these effects are trivial and cannot be interpreted.

Interestingly, deep processing mode further decreased the probability of a correct

response in number mismatch conditions, but increased it in the semantic match

conditions.

Table 4.15: Statistical modeling of question response accuracies on the

data pooled from Experiments 3 and 4.

Predictor Estimate

(log-odds)

95%-CrI P (β < 0)

Intercept 0.18 -0.28 – 0.60 0.21

Number mismatch -0.20 -0.27 – -0.15 >0.999

Semantic match -0.27 -0.43 – -0.10 0.998

Deep processing -0.11 -0.40 – 0.19 0.764

Number mismatch ×

Semantic match

-0.01 -0.08 – 0.06 0.573
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Number mismatch × Deep

processing

-0.07 -0.13 – -0.00 0.98

Semantic match × Deep

processing

0.14 0.01 – 0.27 0.019

Number mismatch ×

Semantic match × Deep

processing

-0.04 -0.10 – 0.01 0.934
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4.5.3 Discussion

Experiment 4 demonstrates that the illusion of ungrammaticality can be switched

off if participants engage in deep processing. This finding can potentially shed

light on why the illusion was so rarely observed in previous studies and consistently

found in Experiments 1 through 3 reported in this chapter. At the same time, this

outcome is difficult to reconcile with the faulty encoding accounts: both accounts

postulate that the illusion of ungrammaticality arises due to probabilistic errors in

normal computation of number assignment. It is unclear why number assignment,

an automated process that participants have no conscious control of, should be led

astray less frequently when participants pay more attention to the linguistic input.

According to both the feature percolation and the marking and morphing accounts,

the illusion of ungrammaticality has nothing to do with participants being unsure of

which particular noun has plural marking or not being able to assemble syntactic

structure, so deeper processing should not play any role in agreement attraction. We

suggest that our findings are more compatible with a simple heuristic tracking the

instances of plural features, a heuristic that might kick in when parsing is not the

main priority.

The hypothesis that interference effects should surface in the deep processing

mode did not receive full support: there was no indication of semantic interference in

reading times, but we observed a slowdown in the number match conditions, which is

consistent with the predictions of the Lewis and Vasishth model. Acceptability ratings

for the number match conditions were also lower in deep than in shallow processing

conditions, which supports the proposal that number match between the subject

and the interfering noun causes interference in the deep processing mode. However,

the slowdown in reading times appeared quite late, on the second region after the

critical verb, and was not supported by the Bayes factor analysis. It is possible that

inhibitory interference effects occur relatively late, or that this slowdown is due to

inhibitory interference arising during processing the matrix clause verb, which was

exactly the second region after the critical verb in the majority of items. To conclude,

the absence of predicted semantic interference, rather late manifestation of number

interference, and the lack of conclusive evidence in favor of number interference effect

in reading times all suggest that the slowdown in number match condition should be

158



interpreted with caution.

We can offer no explanation for the absence of semantic interference at present. In

the question response accuracies, semantic interference seems even to be diminished in

the deep processing condition: decrease in accuracy in the semantic match conditions

was much less pronounced in Experiment 4 than in Experiment 3. We can only say

that our results mirror the recent failed replication of semantic interference in three

languages reported in Mertzen et al. (2020).

4.6 Conclusion

This chapter demonstrates the illusion of ungrammaticality, and therefore, agreement

attraction effects, in reading grammatical sentences across three experiments. The

consistent presence of the effect suggests that the predictions of the faulty encoding

accounts — the feature percolation and the marking and morphing — are applicable

not only to production, but to sentence comprehension as well. The slowdown caused

by the illusion of ungrammaticality is exactly the opposite of the slowdown that the

similarity-based interference accounts predict due to number interference. This might

pose a problem for the similarity-based interference accounts, however, we further

show that the illusion of ungrammaticality arises only in the superficial processing

mode; in the deep processing mode, a (delayed) slowdown consistent with inhibitory

interference is observed. But our results still pose a challenge to the similarity-based

interference accounts: we observed no semantic interference in reading times in any

of the four experiments, even when deep processing was encouraged. At present we

have no explanation to offer for the lack of semantic inhibitory interference.
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Chapter 5

General discussion and conclusions

We will first briefly summarize the results of the studies comprising this dissertation

and then discuss the implications of our findings.

The aim of the experiments presented in Chapter 2 was to disentangle encoding

and retrieval similarity-based interference. In Experiment 1, no effects in reading

times consistent with the predictions of any similarity-based interference account

were found. In Experiments 2A (only in those participants who answered most of

the comprehension questions accurately) and 2B, we found effects consistent with

encoding, but not retrieval interference: gender-unmarked reflexives were read slower

when the interfering noun shared the gender of the antecedent. Given the combined

evidence from our findings and the lack of support for retrieval interference in a

recent larger-sample replication of the Van Dyke and McElree study reported in

(Mertzen et al., 2020), it is at present not clear whether similarity-based interference

indeed originates at the stage of memory retrieval, as proposed by the Lewis and

Vasishth model and the direct access model by McElree. We do not contest, however,

that similarity-based interference affects language processing, if only under limited

circumstances. In particular, effects consistent with the facilitatory interference

predicted by the similarity-based interference accounts were overwhelmingly found

in processing ill-formed sentences.

In Chapter 3, we directly compared morphosyntactic and semantic facilitatory

interference effects in ill-formed sentences. The similarity-based interference accounts

predict the effects to be of the same magnitude, as they are driven by the same

processing mechanism. In contrast, the faulty encoding accounts that provide an
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alternative explanation for morphosyntactic facilitatory interference effects, do not

predict semantic attraction effects (that is, facilitatory semantic interference). The

faulty encoding accounts would be supported if we found only morphosyntactic at-

traction, or if morphosyntactic attraction effect was greater than semantic attraction.

However, across three experiments, we found that the morphosyntactic and semantic

attraction (facilitatory interference) effects were similar in size, both in the analysis

of acceptability judgments and reaction times. We conclude that for the processing

of ill-formed sentences, similarity-based interference is necessary and sufficient to

explain attraction-like effects both in morphosyntactic and in semantic domains.

Chapter 4 explores whether the same is true for processing well-formed sentences.

The inhibitory effect predicted by similarity-based interference accounts is much

more elusive than the facilitatory effect predicted in ill-formed sentences (Jäger

et al., 2017b; Jäger et al., 2020; Mertzen et al., 2020). At the same time, the

slowdown complementary to the inhibitory interference effect predicted by the faulty

encoding accounts is also observed only rarely (Cunnings & Sturt, 2018; Jäger et al.,

2017b; Lago et al., 2015; Nicol et al., 1997; Patson & Husband, 2016; Thornton &

MacDonald, 2003; Tucker et al., 2015; Wagers et al., 2009). We tested whether the

absence of both predicted effects can be explained by both effects being present at

the same time and canceling each other out. This turned out to not be the case.

Across three experiments, we found no indication of the inhibitory interference effect

predicted by the similarity-based interference accounts. On the contrary, we observed

the illusion of ungrammaticality partially consistent with the predictions of the faulty

encoding accounts. Partially, because the illusion was also observed in object relative

clause configuration where it is not predicted to appear.

To condense the outcomes even more, we found that to explain how ill-formed

sentences are processed, the predictions of the Lewis and Vasishth model, but not

those of the faulty encoding accounts, are sufficient. But neither account can fully

explain the processing of well-formed sentences. Predictions of the similarity-based

interference accounts were partially supported in experiments reported in Chapter

2, but not supported in three experiments reported in Chapter 4. Instead, in the

first three experiments reported in Chapter 4, we observed only the reverse effects

consistent with the broad predictions of the faulty encoding accounts.
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5.1 Implications

Our findings pose a challenge to the similarity-based interference accounts since they

aim to cover language processing in all syntactic configurations. At first sight, it

seems that whether the predictions of the interference accounts are fulfilled or not,

depends on input well-formedness: consistent support for similarity-based interference

was found only in the processing of ungrammatical sentences (Chapter 3). In the

processing of grammatical sentences, partial support was found in Chapter 2. Note

that despite appearances, there is no inherent conflict between the outcomes of

experiments reported in Chapters 2 and 4. In Chapter 2, effects consistent with

inhibitory interference were found in participants who performed many experimental

trials (in one of the experiments, only in the subset of accurate participants). In

Chapter 4, each participant saw only one experimental probe, and we have no way

of knowing whether the same pattern as in Chapter 2 would emerge.

We would like to briefly remind the reader that the pattern of the results we

observed is consistent with previous findings: facilitatory effects predicted by the

interference accounts are universally found in ungrammatical sentences, but inhibitory

effects predicted to arise in grammatical sentences are much harder to detect (Jäger

et al., 2017b; Jäger et al., 2020; Mertzen et al., 2020).

From the point of view of the Lewis and Vasishth model, the dichotomy between

interference effects in the ill- and well-formed sentences is surprising: the Lewis and

Vasishth model does not postulate that interference effect size should depend on

whether the effect arises during the processing of well- vs. ill-formed structures. The

model does not even have a way to identify the structure as well- or ill-formed. And

yet sentence well-formedness seems to matter to human participants. Interestingly,

the direct access model by McElree assumes that ill-formedness of the mentally

assembled structure is detected, although the mechanism enabling this detection is

not specified. Detection of ill-formedness triggers reanalysis, i.e., the second attempt

at retrieval, the hallmark feature of the model. However, the model does not specify

what happens when the input itself is ill-formed: whether several additional retrieval

attempts are executed, or parsing fails after a time-out. For that reason, we cannot

assess how the model fits the observed data.

One way to align the predictions of the Lewis and Vasishth model with the
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observed data would be to assume that retrieval from memory, and the similarity-

based interference effects associated with it, arise during reanalysis, after sentence

ill-formedness had been detected by some mechanism external to the model, as

proposed by Wagers et al. (2009) and McElree (2000). This proposal is supported

by the conclusions of Lago et al. (2015) who report that in ungrammatical sentences,

facilitatory interference (i.e. agreement attraction) effects are observed only following

the detection of ungrammaticality.

Recall, however, that we also observed inhibitory interference effects (although

not in all configurations where they were predicted) in grammatical sentences in

two experiments reported in Chapter 2, which suggests that retrieval from memory

and the similarity-based interference associated with it cannot be reduced to the

processing of ill-formed structures. Recent proposals by Stone et al. (2020) and

Schoknecht et al. (2019) suggest that similarity-based interference exists in a tight

interplay with prediction and might be only deployed when prediction fails. In

a similar vein, Nicenboim et al. (2016) and Mertzen et al. (2020) suggest that

interference might arise only in people with high working memory capacity or under

deep processing mode. Following these proposals, we hypothesized that interference

effects might depend on the depth of processing: retrieval from memory is initiated

when participants are engaged in deep processing (either following their internal

intention, or when their predictions about the upcoming structure are violated, as

in, but not limited to, ungrammatical structures).

Indirect support for this hypothesis comes from the fact that effects compat-

ible with similarity-based interference are regularly observed in the measures of

comprehension. In this dissertation as well, despite having found no or limited

inhibitory interference effects in reading times, we still found compatible effects in

comprehension question responses (lower accuracy in the gender-match conditions

in Chapter 2) and acceptability judgments (lower ratings in the number-match and

semantic-match conditions in Chapter 4).

What is the alternative to deep processing? Ferreira et al. (2009) and Karimi

and Ferreira (2016) introduced the concept of shallow or good-enough processing,

which can be seen as parsing in the default functioning mode that sustains basic

comprehension when comprehension is not the main priority. If only deep parsing can
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give rise to interference effects, maybe only the superficial good-enough processing

mode can give rise to agreement attraction effects, given that we observed the illusion

of ungrammaticality under conditions inviting shallow parsing. Under the assumption

that processing depth determines, which parsing mechanism is deployed, similarity-

based interference and agreement attraction effects, which are both predicted to

arise in grammatical sentences, cannot arise simultaneously. The effects should be

mutually exclusive, not because the predictions of only one theory are correct, but

because only one mechanism can be deployed at one point in time.

We directly tested this hypothesis in Experiment 4 reported in Chapter 4 by using

the experimental materials of Experiment 3 and manipulating depth of processing: we

asked participants difficult comprehension questions during the training phase so that

they would engage in deep processing by the time they encounter the experimental

sentence. The results are mixed: we found that the illusion of ungrammaticality

predicted by the faulty encoding accounts indeed disappears in the deep processing

mode. Moreover, on the second region following the critical verb we detect the

slowdown in the number match conditions consistent with the predictions of the

similarity-based accounts. At the same time, even in the deep processing mode, we

find no semantic interference.

Independently of whether similarity-based interference arises under limited cir-

cumstances or not, our results suggest that the faulty encoding accounts cannot be

dismissed since they make unique predictions with regard to processing grammatical

sentences, which are not shared by any other account. At the same time, the pre-

dictions of the faulty encoding accounts were also not fully supported as illusions

of ungrammaticality arose in syntactic structures where they were not predicted

to occur, and only in the superficial processing mode. Our results might therefore

favor a much simpler system that superficially tracks the number features on nouns

preceding the verb and is distracted by every plural feature. Whether such system

or a more elaborate faulty encoding account better fits the human data, still needs

to be evaluated.
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Chapter 6

Appendix

6.1 Additional materials for Chapter 3

6.1.1 Materials of Experiments 1 and 2

Item Attraction Violation Head PP Verb Cond

1 none morph. The radio by the desk play a

1 morph. morph. The radio by the desks play b

1 none semantic The radio by the desk glows c

1 semantic semantic The radio by the lamp glows d

1 none double The radio by the desk glow e

1 double double The radio by the lamps glow f

1 semantic double The radio by the lamp glow g

1 morph. double The radio by the desks glow h

2 none morph. The camera near the entrance record a

2 morph. morph. The camera near the entrances record b

2 none semantic The camera near the entrance swings c

2 semantic semantic The camera near the door swings d

2 none double The camera near the entrance swing e

2 double double The camera near the doors swing f

2 semantic double The camera near the door swing g

2 morph. double The camera near the entrances swing h

3 none morph. The sign at the information desk say a
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Item Attraction Violation Head PP Verb Cond

3 morph. morph. The sign at the information desks say b

3 none semantic The sign at the information desk descends c

3 semantic semantic The sign at the elevator descends d

3 none double The sign at the information desk descend e

3 double double The sign at the elevators descend f

3 semantic double The sign at the elevator descend g

3 morph. double The sign at the information desks descend h

4 none morph. The

microphone

in the cell phone hiss a

4 morph. morph. The

microphone

in the cell phones hiss b

4 none semantic The

microphone

in the cell phone commences c

4 semantic semantic The

microphone

for the ceremony commences d

4 none double The

microphone

in the cell phone commence e

4 double double The

microphone

for the ceremonies commence f

4 semantic double The

microphone

for the ceremony commence g

4 morph. double The

microphone

in the cell phones commence h

5 none morph. The vent above the window blow a

5 morph. morph. The vent above the windows blow b

5 none semantic The vent above the window stands c

5 semantic semantic The vent near the table stands d

5 none double The vent above the window stand e

5 double double The vent near the tables stand f

5 semantic double The vent near the table stand g

5 morph. double The vent above the windows stand h

6 none morph. The turn after the junction lead a
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Item Attraction Violation Head PP Verb Cond

6 morph. morph. The turn after the junctions lead b

6 none semantic The turn after the junction stands c

6 semantic semantic The turn near the village stands d

6 none double The turn after the junction stand e

6 double double The turn near the villages stand f

6 semantic double The turn near the village stand g

6 morph. double The turn after the junctions stand h

7 none morph. The kiosk near the theater sell a

7 morph. morph. The kiosk near the theaters sell b

7 none semantic The kiosk near the theater descends c

7 semantic semantic The kiosk near the escalator descends d

7 none double The kiosk near the theater descend e

7 double double The kiosk near the escalators descend f

7 semantic double The kiosk near the escalator descend g

7 morph. double The kiosk near the theaters descend h

8 none morph. The flower

stall

near the subway exit smell a

8 morph. morph. The flower

stall

near the subway exits smell b

8 none semantic The flower

stall

near the subway exit illuminates c

8 semantic semantic The flower

stall

near the street lamp illuminates d

8 none double The flower

stall

near the subway exit illuminate e

8 double double The flower

stall

near the street lamps illuminate f

8 semantic double The flower

stall

near the street lamp illuminate g

8 morph. double The flower

stall

near the subway exits illuminate h

9 none morph. The bakery near the office building smell a
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9 morph. morph. The bakery near the office buildings smell b

9 none semantic The bakery near the office building bubbles c

9 semantic semantic The bakery near the fountain bubbles d

9 none double The bakery near the office building bubble e

9 double double The bakery near the fountains bubble f

9 semantic double The bakery near the fountain bubble g

9 morph. double The bakery near the office buildings bubble h

10 none morph. The gas

station

near the church offer a

10 morph. morph. The gas

station

near the churches offer b

10 none semantic The gas

station

near the church leads c

10 semantic semantic The gas

station

near the freeway leads d

10 none double The gas

station

near the church lead e

10 double double The gas

station

near the freeways lead f

10 semantic double The gas

station

near the freeway lead g

10 morph. double The gas

station

near the churches lead h

11 none morph. The baggage

carousel

with the defect move a

11 morph. morph. The baggage

carousel

with the defects move b

11 none semantic The baggage

carousel

with the defect contains c

11 semantic semantic The baggage

carousel

with the bag contains d
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Item Attraction Violation Head PP Verb Cond

11 none double The baggage

carousel

with the defect contain e

11 double double The baggage

carousel

with the bags contain f

11 semantic double The baggage

carousel

with the bag contain g

11 morph. double The baggage

carousel

with the defects contain h

12 none morph. The car without a license plate brake a

12 morph. morph. The car without license plates brake b

12 none semantic The car without a license plate inflates c

12 semantic semantic The car with the airbag inflates d

12 none double The car without a license plate inflate e

12 double double The car with the airbags inflate f

12 semantic double The car with the airbag inflate g

12 morph. double The car without license plates inflate h

13 none morph. The page with the map crash a

13 morph. morph. The page with the maps crash b

13 none semantic The page with the map sells c

13 semantic semantic The page with the advertisement sells d

13 none double The page with the map sell e

13 double double The page with the advertisements sell f

13 semantic double The page with the advertisement sell g

13 morph. double The page with the maps sell h

14 none morph. The video of the crash play a

14 morph. morph. The video of the crashes play b

14 none semantic The video of the crash works c

14 semantic semantic The video with the recipe works d

14 none double The video of the crash work e

14 double double The video with the recipes work f

14 semantic double The video with the recipe work g

14 morph. double The video of the crashes work h
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15 none morph. The

commercial

by the TV network air a

15 morph. morph. The

commercial

by the TV networks air b

15 none semantic The

commercial

by the TV network cures c

15 semantic semantic The

commercial

about the pill cures d

15 none double The

commercial

by the TV network cure e

15 double double The

commercial

about the pills cure f

15 semantic double The

commercial

about the pill cure g

15 morph. double The

commercial

by the TV networks cure h

16 none morph. The article about the marathon appear a

16 morph. morph. The article about the marathons appear b

16 none semantic The article about the marathon accepts c

16 semantic semantic The article about the animal shelter accepts d

16 none double The article about the marathon accept e

16 double double The article about the animal shelters accept f

16 semantic double The article about the animal shelter accept g

16 morph. double The article about the marathons accept h

17 none morph. The plan for the restructure meet a

17 morph. morph. The plan for the restructures meet b

17 none semantic The plan for the restructure towers c

17 semantic semantic The plan for the skyscraper towers d

17 none double The plan for the restructure tower e

17 double double The plan for the skyscrapers tower f

17 semantic double The plan for the skyscraper tower g

17 morph. double The plan for the restructures tower h
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18 none morph. The drawer with the handle open a

18 morph. morph. The drawer with the handles open b

18 none semantic The drawer with the handle cuts c

18 semantic semantic The drawer with the knife cuts d

18 none double The drawer with the handle cut e

18 double double The drawer with the knives cut f

18 semantic double The drawer with the knife cut g

18 morph. double The drawer with the handles cut h

19 none morph. The bakery with the cake take a

19 morph. morph. The bakery with the cakes take b

19 none semantic The bakery with the cake brews c

19 semantic semantic The bakery with the coffee machine brews d

19 none double The bakery with the cake brew e

19 double double The bakery with the coffee machines brew f

19 semantic double The bakery with the coffee machine brew g

19 morph. double The bakery with the cakes brew h

20 none morph. The

medication

for the allergy contain a

20 morph. morph. The

medication

for the allergies contain b

20 none semantic The

medication

for the allergy spreads c

20 semantic semantic The

medication

for the infection spreads d

20 none double The

medication

for the allergy spread e

20 double double The

medication

for the infections spread f

20 semantic double The

medication

for the infection spread g

20 morph. double The

medication

for the allergies spread h
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21 none morph. The

treatment

for the infection sterilize a

21 morph. morph. The

treatment

for the infections sterilize b

21 none semantic The

treatment

for the infection closes c

21 semantic semantic The

treatment

for the wound closes d

21 none double The

treatment

for the infection close e

21 double double The

treatment

for the wounds close f

21 semantic double The

treatment

for the wound close g

21 morph. double The

treatment

for the infections close h

22 none morph. The house near the mountain overlook a

22 morph. morph. The house near the mountains overlook b

22 none semantic The house near the mountain blossoms c

22 semantic semantic The house near the tree blossoms d

22 none double The house near the mountain blossom e

22 double double The house near the trees blossom f

22 semantic double The house near the tree blossom g

22 morph. double The house near the mountains blossom h

23 none morph. The boat without the engine drift out a

23 morph. morph. The boat without the engines drift out b

23 none semantic The boat without the engine collapses c

23 semantic semantic The boat near the pier collapses d

23 none double The boat without the engine collapse e

23 double double The boat near the piers collapse f

23 semantic double The boat near the pier collapse g

23 morph. double The boat without the engines collapse h
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24 none morph. The fence around the garden block a

24 morph. morph. The fence around the gardens block b

24 none semantic The fence around the garden teaches c

24 semantic semantic The fence around the school teaches d

24 none double The fence around the garden teach e

24 double double The fence around the schools teach f

24 semantic double The fence around the school teach g

24 morph. double The fence around the gardens teach h

25 none morph. The pond with the bridge freeze a

25 morph. morph. The pond with the bridges freeze b

25 none semantic The pond with the bridge produces c

25 semantic semantic The pond near the factory produces d

25 none double The pond with the bridge produce e

25 double double The pond near the factories produce f

25 semantic double The pond near the factory produce g

25 morph. double The pond with the bridges produce h

6.1.2 Analysis of plausibility ratings for Experiment 3

Ratings were analyzed using a ordinal regression model (Liddell & Kruschke, 2018).

Factor ‘plausible’ encodes the difference between the two sentence preambles we

constructed as plausible and the three preambles constructed as implausible (plausible

preambles coded as 1, implausible as -1). Based on the outcomes of the analysis, we

excluded four items for which the 95% credible interval for this estimated difference

contained 0.

6.1.3 Materials of Experiment 3

Item Attraction Violation Head PP Adverb Verb Cond

1 none morph. The

museum

of art soon open a

190



Item Attraction Violation Head PP Adverb Verb Cond

1 morph. morph. The

museum

of arts soon open b

1 none semantic The

museum

of art soon shoots c

1 semantic semantic The

museum

of the

photographer

soon shoots d

1 none double The

museum

of art soon shoot e

1 double double The

museum

of the pho-

tographers

soon shoot f

1 semantic double The

museum

of the

photographer

soon shoot g

1 morph. double The

museum

of arts soon shoot h

2 none morph. The

shredder

near the

table

usually squeal a

2 morph. morph. The

shredder

near the

tables

usually squeal b

2 none semantic The

shredder

near the

table

usually scans c

2 semantic semantic The

shredder

near the

copier

usually scans d

2 none double The

shredder

near the

table

usually scan e

2 double double The

shredder

near the

copiers

usually scan f

2 semantic double The

shredder

near the

copier

usually scan g

2 morph. double The

shredder

near the

tables

usually scan h

3 none morph. The car with the dent silently approach a
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3 morph. morph. The car with the

dents

silently approach b

3 none semantic The car with the dent loudly transmits c

3 semantic semantic The car with the

walkie talkie

loudly transmits d

3 none double The car with the dent loudly transmit e

3 double double The car with the

walkie talkies

loudly transmit f

3 semantic double The car with the

walkie talkie

loudly transmit g

3 morph. double The car with the

dents

loudly transmit h

4 none morph. The shelf with the jar softly creak a

4 morph. morph. The shelf with the jars softly creak b

4 none semantic The shelf with the jar delicately blooms c

4 semantic semantic The shelf with the

plant

delicately blooms d

4 none double The shelf with the jar delicately bloom e

4 double double The shelf with the

plants

delicately bloom f

4 semantic double The shelf with the

plant

delicately bloom g

4 morph. double The shelf with the jars delicately bloom h

5 none morph. The boat with the flag silently glide a

5 morph. morph. The boat with the flags silently glide b

5 none semantic The boat with the flag silently rows c

5 semantic semantic The boat with the

contestant

silently rows d

5 none double The boat with the flag silently row e

5 double double The boat with the

contestants

silently row f
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5 semantic double The boat with the

contestant

silently row g

5 morph. double The boat with the flags silently row h

6 none morph. The exit next to the

traffic light

apparently lead a

6 morph. morph. The exit next to the

traffic lights

apparently lead b

6 none semantic The exit next to the

traffic light

apparently dries up c

6 semantic semantic The exit next to the

creek

apparently dries up d

6 none double The exit next to the

traffic light

apparently dry up e

6 double double The exit next to the

creeks

apparently dry up f

6 semantic double The exit next to the

creek

apparently dry up g

6 morph. double The exit next to the

traffic lights

apparently dry up h

7 none morph. The tram

stop

next to the

fire hydrant

usually shelter a

7 morph. morph. The tram

stop

next to the

fire hydrants

usually shelter b

7 none semantic The tram

stop

next to the

fire hydrant

usually sells c

7 semantic semantic The tram

stop

next to the

shop

usually sells d

7 none double The tram

stop

next to the

fire hydrant

usually sell e

7 double double The tram

stop

next to the

shops

usually sell f
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7 semantic double The tram

stop

next to the

shop

usually sell g

7 morph. double The tram

stop

next to the

fire hydrants

usually sell h

8 none morph. The

restaurant

with the

chocolate

fountain

admittedly go bankrupt a

8 morph. morph. The

restaurant

with the

chocolate

fountains

admittedly go bankrupt b

8 none semantic The

restaurant

with the

chocolate

fountain

admittedly withers c

8 semantic semantic The

restaurant

with the

winter garden

admittedly withers d

8 none double The

restaurant

with the

chocolate

fountain

admittedly wither e

8 double double The

restaurant

with the

winter

gardens

admittedly wither f

8 semantic double The

restaurant

with the

winter garden

admittedly wither g

8 morph. double The

restaurant

with the

chocolate

fountains

admittedly wither h

9 none morph. The highrise with the loft proudly stand a

9 morph. morph. The highrise with the lofts proudly stand b

9 none semantic The highrise with the loft silently descends c

9 semantic semantic The highrise with the

elevator

silently descends d

9 none double The highrise with the loft silently descend e

194



Item Attraction Violation Head PP Adverb Verb Cond

9 double double The highrise with the

elevators

silently descend f

9 semantic double The highrise with the

elevator

silently descend g

9 morph. double The highrise with the lofts silently descend h

10 none morph. The wall

calendar

with the

landscape

always hang a

10 morph. morph. The wall

calendar

with the

landscapes

always hang b

10 none semantic The wall

calendar

with the

landscape

always smiles c

10 semantic semantic The wall

calendar

with the lady always smiles d

10 none double The wall

calendar

with the

landscape

always smile e

10 double double The wall

calendar

with the

ladies

always smile f

10 semantic double The wall

calendar

with the lady always smile g

10 morph. double The wall

calendar

with the

landscape

always smile h

11 none morph. The washer by the dryer sometimes leak a

11 morph. morph. The washer by the dryers sometimes leak b

11 none semantic The washer by the dryer sometimes cooks c

11 semantic semantic The washer by the stove sometimes cooks d

11 none double The washer by the dryer sometimes cook e

11 double double The washer by the stoves sometimes cook f

11 semantic double The washer by the stove sometimes cook g

11 morph. double The washer by the dryers sometimes cook h

12 none morph. The

newsstand

near the

bench

usually sell a
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12 morph. morph. The

newsstand

near the

coffee shops

usually sell b

12 none semantic The

newsstand

near the

bench

usually smells c

12 semantic semantic The

newsstand

near the

coffee shop

usually smells d

12 none double The

newsstand

near the

bench

usually smell e

12 double double The

newsstand

near the

coffee shops

usually smell f

12 semantic double The

newsstand

near the

coffee shop

usually smell g

12 morph. double The

newsstand

near the

benches

usually smell h

13 none morph. The

fireplace

near the shelf soothingly crackle a

13 morph. morph. The

fireplace

near the

shelves

soothingly crackle b

13 none semantic The

fireplace

near the shelf soothingly rocks c

13 semantic semantic The

fireplace

near the

chair

soothingly rocks d

13 none double The

fireplace

near the shelf soothingly rock e

13 double double The

fireplace

near the

chairs

soothingly rock f

13 semantic double The

fireplace

near the

chair

soothingly rock g

13 morph. double The

fireplace

near the

shelves

soothingly rock h
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14 none morph. The bakery near the

office

building

rarely smell a

14 morph. morph. The bakery near the

office

buildings

rarely smell b

14 none semantic The bakery near the

office

building

rarely sprays c

14 semantic semantic The bakery near the fire

hydrant

rarely sprays d

14 none double The bakery near the

office

building

rarely spray e

14 double double The bakery near the fire

hydrants

rarely spray f

14 semantic double The bakery near the fire

hydrant

rarely spray g

14 morph. double The bakery near the

office

buildings

rarely spray h

15 none morph. The cinema near the

playground

sometimes advertise a

15 morph. morph. The cinema near the

playgrounds

sometimes advertise b

15 none semantic The cinema near the

playground

sometimes sheds c

15 semantic semantic The cinema near the old

tree

sometimes sheds d

15 none double The cinema near the

playground

sometimes shed e
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15 double double The cinema near the old

trees

sometimes shed f

15 semantic double The cinema near the old

tree

sometimes shed g

15 morph. double The cinema near the

playgrounds

sometimes shed h

16 none morph. The blender next to the

breadmaker

loudly whirr a

16 morph. morph. The blender next to the

breadmakers

loudly whirr b

16 none semantic The blender next to the

breadmaker

loudly hisses c

16 semantic semantic The blender next to the

coffee

machine

loudly hisses d

16 none double The blender next to the

breadmaker

loudly hiss e

16 double double The blender next to the

coffee

machines

loudly hiss f

16 semantic double The blender next to the

coffee

machine

loudly hiss g

16 morph. double The blender next to the

breadmakers

loudly hiss h

17 none morph. The display next to the

plant

suddenly flicker a

17 morph. morph. The display next to the

plants

suddenly flicker b

17 none semantic The display next to the

plant

suddenly clicks c
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17 semantic semantic The display next to the

keyboard

suddenly clicks d

17 none double The display next to the

plant

suddenly click e

17 double double The display next to the

keyboards

suddenly click f

17 semantic double The display next to the

keyboard

suddenly click g

17 morph. double The display next to the

plants

suddenly click h

18 none morph. The

keyboard

next to the

display

apparently click a

18 morph. morph. The

keyboard

next to the

displays

apparently click b

18 none semantic The

keyboard

next to the

display

apparently withers c

18 semantic semantic The

keyboard

next to the

plant

apparently withers d

18 none double The

keyboard

next to the

display

apparently wither e

18 double double The

keyboard

next to the

plants

apparently wither f

18 semantic double The

keyboard

next to the

plant

apparently wither g

18 morph. double The

keyboard

next to the

displays

apparently wither h

19 none morph. The water

meter

next to the

towel hook

regularly tick a

19 morph. morph. The water

meter

next to the

towel hooks

regularly tick b

19 none semantic The water

meter

next to the

towel hook

regularly leaks c
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19 semantic semantic The water

meter

next to the

sink

regularly leaks d

19 none double The water

meter

next to the

towel hook

regularly leak e

19 double double The water

meter

next to the

sinks

regularly leak f

19 semantic double The water

meter

next to the

sink

regularly leak g

19 morph. double The water

meter

next to the

towel hooks

regularly leak h

20 none morph. The pipe below the

light switch

usually dribble a

20 morph. morph. The pipe below the

light switches

usually dribble b

20 none semantic The pipe below the

light switch

usually swings out c

20 semantic semantic The pipe above the

window

usually swings out d

20 none double The pipe below the

light switch

usually swing out e

20 double double The pipe above the

windows

usually swing out f

20 semantic double The pipe above the

window

usually swing out g

20 morph. double The pipe below the

light switches

usually swing out h

21 none morph. The radio by the desk usually play a

21 morph. morph. The radio by the desks usually play b

21 none semantic The radio by the desk usually glows c

21 semantic semantic The radio by the lamp usually glows d

21 none double The radio by the desk usually glow e

21 double double The radio by the lamps usually glow f
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21 semantic double The radio by the lamp usually glow g

21 morph. double The radio by the desks usually glow h

22 none morph. The car without

license plate

suddenly slow down a

22 morph. morph. The car without

license plates

suddenly slow down b

22 none semantic The car without

license plate

suddenly inflates c

22 semantic semantic The car with the

faulty airbag

suddenly inflates d

22 none double The car without

license plate

suddenly inflate e

22 double double The car with the

faulty airbags

suddenly inflate f

22 semantic double The car with the

faulty airbag

suddenly inflate g

22 morph. double The car without

license plates

suddenly inflate h

23 none morph. The

medication

for the

allergy

obviously help a

23 morph. morph. The

medication

for the

allergies

obviously help b

23 none semantic The

medication

for the

allergy

obviously spreads c

23 semantic semantic The

medication

for the

infection

obviously spreads d

23 none double The

medication

for the

allergy

obviously spread e

23 double double The

medication

for the

infections

obviously spread f

23 semantic double The

medication

for the

infection

obviously spread g
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23 morph. double The

medication

for the

allergies

obviously spread h

24 none morph. The

treatment

for the

infection

finally work a

24 morph. morph. The

treatment

for the

infections

finally work b

24 none semantic The

treatment

for the

infection

finally closes c

24 semantic semantic The

treatment

for the

wound

finally closes d

24 none double The

treatment

for the

infection

finally close e

24 double double The

treatment

for the

wounds

finally close f

24 semantic double The

treatment

for the

wound

finally close g

24 morph. double The

treatment

for the

infections

finally close h

25 none morph. The fence around the

garden

supposedly conceal a

25 morph. morph. The fence around the

gardens

supposedly conceal b

25 none semantic The fence around the

garden

supposedly teaches c

25 semantic semantic The fence around the

school

supposedly teaches d

25 none double The fence around the

garden

supposedly teach e

25 double double The fence around the

schools

supposedly teach f

25 semantic double The fence around the

school

supposedly teach g
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25 morph. double The fence around the

gardens

supposedly teach h

26 none morph. The pond with the

bridge

clearly dry up a

26 morph. morph. The pond with the

bridges

clearly dry up b

26 none semantic The pond with the

bridge

clearly sells c

26 semantic semantic The pond near the farm

stand

clearly sells d

26 none double The pond with the

bridge

clearly sell e

26 double double The pond near the farm

stands

clearly sell f

26 semantic double The pond near the farm

stand

clearly sell g

26 morph. double The pond with the

bridges

clearly sell h

27 none morph. The

mansion

near the hill allegedly cost a

27 morph. morph. The

mansion

near the hills allegedly cost b

27 none semantic The

mansion

near the hill allegedly dries up c

27 semantic semantic The

mansion

near the

pond

allegedly dries up d

27 none double The

mansion

near the hill allegedly dry up e

27 double double The

mansion

near the

ponds

allegedly dry up f

27 semantic double The

mansion

near the

pond

allegedly dry up g
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27 morph. double The

mansion

near the hills allegedly dry up h

6.1.4 Reaction times analysis

For the sake of brevity, we present only the analysis of reaction times (RTs) performed on

the data set from Experiment 3, which provides the most precise and unbiased estimates.

Recall that reaction times in our study incorporate not only the decision times, but also

the time it took participants to read the sentence preamble, and preambles in different

conditions were of varying lengths. We aim to account for that variation by including the

length of sentence preamble as a covariate.

RTs were modeled assuming lognormal distribution; we used default brms priors. Models

had the same structure and contrast coding as those used for the analysis of accuracy on

the pooled dataset, except that we added two more predictors of reaction times, the trial

response accuracy and the centered length of sentence preamble. Accuracy was coded as 0

for the incorrect and 1 for the correct responses in the model, and was included both as a

main effect and an interaction term. Preamble length was only included as a main effect.

Analysis of conditions a–d The estimated RTs for sentence preambles of average

length are presented on Figure 6.1. In trials with correct responses, we found slowdowns in

both the morphosyntactic and semantic attraction conditions. Average RT in condition (a)

with correct responses was 4,781ms, and did not differ from RTs in trials with incorrect

responses (β̂ = 0.05, 95%-CrI: [−0.08, 0.18]). The baseline for semantic attraction (c) did

not differ from the morphosyntactic baseline (a) (β̂ = −0.07, 95%-CrI: [−0.29, 0.14]). In

condition (b) with morphosyntactic attraction RTs were 1,043ms slower than the baseline

(a) (β̂ = 0.32, 95%-CrI: [0.14, 0.49]). In condition (d) with semantic attraction RTs tended

to be slower (928ms) than in the baseline (c), but the 95%-CrI included 0 (β̂ = 0.18,

95%-CrI: [−0.06, 0.43], P (β > 0) = 0.927).

In trials with incorrect responses, no differences between conditions were found. Average

RT in condition (a) was 4,537ms (β̂ = 8.42, 95%-CrI: [8.32, 8.53]). The baseline for semantic

attraction (c) did not differ from the morphosyntactic baseline (a) (c vs. a: β̂ = 0.03, 95%-

CrI: [−0.13, 0.20]). RTs in condition (b) with morphosyntactic attraction tended to be lower

(513ms) than in the baseline (a) (β̂ = −0.12, 95%-CrI: [−0.25, 0.01], P (β < 0) = 0.964);
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Predictor Log-Odds Estimate 95%-CrI
Rating 1 -2.26 -2.57 – -1.94
Rating 2 -1.26 -1.55 – -0.95
Rating 3 -0.61 -0.90 – -0.30
Rating 4 0.04 -0.25 – 0.34
Rating 5 0.81 0.53 – 1.12
Rating 6 1.90 1.60 – 2.22
Plausible 1.58 1.27 – 1.89

Table 6.2: Analysis of plausibility ratings for Experiment 3 items.

Correct Incorrect

a b c d e f g h a b c d e f g h

4000

5000

6000

7000

Condition

RT
 (m

s)

Attraction
Double Attraction
Single Attraction
No attraction

Violation
Morphosyn.
Semantic
Double

Figure 6.1: Reaction times in Experiment 3 depending on the trial response: Esti-
mated condition means with 95% credible intervals.

similarly, RTs in condition (d) with semantic attraction tended to be lower (628ms) than

in its respective baseline (c) (β̂ = −0.14, 95%-CrI: [−0.30, 0.01], P (β < 0) = 0.966).

Preamble length did not affect reaction times (β̂ = 0.01, 95%-CrI: [−0.001, 0.02]).

Overall, we found that slowdowns of similar magnitudes were present in correct trials

with morphosyntactic and semantic attraction, but absent in incorrect trials. Instead, in

incorrect trials, both conditions with attraction seem to lead to a speedup, but the estimate

of the speedup included 0 for both attraction effects.

Analysis testing the interaction of morphosyntactic and semantic attrac-
tion (conditions e–h) The estimated RTs are presented on Figure 6.1. In correct trials,

both morphosyntactic and semantic attraction caused a slowdown in RTs (morphosyntactic

attraction, 654ms: β̂ = 0.20, 95%-CrI: [0.06, 0.34]; semantic attraction, 766ms: β̂ = 0.37,

95%-CrI: [0.21, 0.53]). We also found a slowdown of 1,603ms due to double attraction in
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correct trials (β̂ = 0.34, 95%-CrI: [0.21, 0.48]). Morphosyntactic and semantic attraction

effects did not interact (β̂ = 0.16, 95%-CrI: [−0.12, 0.44]).

In incorrect trials, the estimated RTs in condition (e) without attraction comprised

4,865ms (β̂ = 8.49, 95%-CrI: [8.42, 8.56]). There was no speedup due to morphosyntactic

attraction (β̂ = −0.04, 95%-CrI: [−0.17, 0.09]), but RTs in the semantic attraction condition

were 628ms shorter than in the corresponding control condition (β̂ = −0.19, 95%-CrI:

[−0.32,−0.05]). We also found a speedup of 1,069ms due to double attraction (β̂ =

−0.23, 95%-CrI: [−0.41,−0.04]). Attraction effects did not interact (β̂ = −0.15, 95%-CrI:

[−0.40, 0.11]).

Longer preambles increased reaction times (β̂ = 0.01, 95%-CrI: [0.001, 0.02]).

Discussion With the preamble length factored out, we still found clear effects of

attraction. There is no difference between the morphosyntactic and semantic attraction

effects, which is consistent with both effects having a common underlying source. Both

morphosyntactic and semantic attraction lead to slowdowns of similar magnitudes in trials

that received correct responses, and to speedups in trials that received incorrect responses.

This echoes previous findings of faster processing times in the probes that received incorrect

responses (Laurinavichyute et al., 2017; von der Malsburg & Vasishth, 2013; Nicenboim

et al., 2016; Nicenboim & Vasishth, 2018). In general, slowdown in reaction times is

interpreted as the additional time taken to notice or reanalyze sentence ill-formedness. But

if sentence ill-formedness goes unnoticed, there is no need for additional processing time.

Our results align with this picture: correct trials had longer RTs for morphosyntactic,

semantic, and double attraction conditions. This suggests that noticing and mentally

correcting sentence ill-formedness is harder and takes more time in attraction than in

control conditions.

6.2 Additional materials for Chapter 4

6.2.1 Materials of Experiment 1
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6.2.4 Item norming

Mean by-item ratings are presented on Figure 6.2. To analyze Likert scale ratings, we used

ordinal ordered logistic mixed-effects regression models. Results of statistical analysis are

presented in Table 6.7.

We tested 17 items while only 16 were needed for the experiment, so we decided to

exclude item 11 based on the lower mean ratings and personal judgment. The resulting set

of experimental items and comprehension questions is presented in Appendix 6.2.
Table 6.7: Statistical modeling of plausibility norming.

Truncated sentences Full sentences

Predictor Estimate 95%-CrI Estimate 95%-CrI

Intercept[1] -4.14 -4.58 – -3.70 -3.84 -4.30 – -3.39

Intercept[2] -2.97 -3.36 – -2.59 -2.72 -3.11 – -2.32

Intercept[3] -2.13 -2.48 – -1.77 -2.06 -2.43 – -1.67

Intercept[4] -1.35 -1.69 – -1.02 -1.05 -1.40 – -0.69

Intercept[5] -0.53 -0.84 – -0.20 0.05 -0.31 – 0.39

Intercept[6] 0.89 0.58 – 1.23 1.58 1.22 – 1.94

Semantic match 0.06 -0.23 – 0.35 0.25 -0.11 – 0.57

Semantic mismatch -0.99 -1.45 – -0.47 -1.21 -1.71 – -0.65
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Figure 6.2: Mean rating for each condition across pretests and experimental items.
Errorbars represent 95% confidence intervals.

237


	Title
	Imprint

	Abstract
	Acknowledgements
	Contents
	Introduction
	Similarity-based interference accounts
	Faulty encoding accounts
	Processing sentences with interfering nouns
	Ungrammatical sentences
	Grammatical sentences


	Retrieval and encoding interference: cross-linguistic evidence from anaphor processing
	Potential sources of similarity-based interference
	Interference effects in language processing
	Interference effects in anaphor processing

	Experiment 1: German reflexives and pronouns
	Materials and Methods
	Participants
	Analysis
	Results
	Discussion

	Experiment 2A: Russian reflexives, reflexive precedes the verb
	Materials and Methods
	Participants
	Analysis
	Results
	Discussion

	Experiment 2B: Russian reflexives, reflexive follows the verb
	Materials and Methods
	Participants
	Analysis
	Results
	Discussion

	General discussion and conclusions

	Agreement attraction and semantic attraction in ill-formed sentences
	Production accounts of agreement attraction
	Comprehension theories of agreement attraction
	Differences between production and comprehension accounts
	Disclosures

	Experiment 1
	Methods
	Results
	Discussion

	Experiment 2
	Methods
	Results
	Discussion

	Experiment 3
	Methods
	Results
	Discussion

	Computational simulation with Lewis and Vasishth model
	Simulations
	Results
	Modeling reaction times
	Discussion of simulation results

	General discussion
	Feature percolation and marking and morphing
	Lewis and Vasishth 2005 model
	Self-organized sentence processing model
	Limitations

	Conclusion

	Agreement attraction and inhibitory interference in well-formed sentences
	Faulty encoding accounts
	Similarity-based interference accounts
	The rationale for the proposed experiments

	Experiment 1
	Methods
	Item norming
	Procedure
	Planned analyses
	Results
	Discussion

	Experiment 2
	Methods
	Participants
	Materials
	Results
	Discussion

	Experiment 3
	Methods
	Results
	Discussion

	General discussion
	Why didn't previous studies find these effects?
	The plural complexity effect
	Attraction effects in grammatical sentences
	Interference effects

	Experiment 4
	Methods
	Results
	Discussion

	Conclusion

	General discussion and conclusions
	Implications

	Bibliography
	Appendix
	Additional materials for Chapter 3
	Materials of Experiments 1 and 2
	Analysis of plausibility ratings for Experiment 3
	Materials of Experiment 3
	Reaction times analysis

	Additional materials for Chapter 4
	Materials of Experiment 1
	Materials of Experiment 2
	Materials of Experiment 3
	Item norming



