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Chapter 1

Introduction

1.1 Motivation

Graphene, a two-dimensional crystal formed by carbon atoms residing in a honeycomb
lattice, is a truly unique material. Despite its very simple structure, the science around
graphene covers a range of physical phenomena spanning from half-integer quantum Hall
effect to solid-state analogues of effects in relativistic physics. The history of graphene
is full of surprising discoveries, starting from its first isolation by Novoselov and Geim
in 2004 [1], despite the theory predicted that such 2D crystals could not exist being
thermodynamically unstable.

In the following years it was found that graphene has a rich and unexpected physics.
Its band structure is hosting a feature with linear energy dispersion relation — the Dirac
cone, that became a topic of thousands of research papers. First of all, the Dirac cone
provides a deep link between the low-energy quasiparticle excitations in graphene with
massless relativistic particles, but at the same time it is responsible for the unique and
practically important electronic properties of graphene, such as extremely high electron
mobility at room temperature (exceeding 1.4 x 10° cm?/(V-s) [2]). One can say without
much exaggeration that a separate branch of physics has sprouted from studying the
complex physics of this "simple" material. Chapter 1 of the current thesis is dedicated to
introduce to the reader the basics of graphene physics, especially the aspects important
for the further discussion, and the experimental methods used in this work.

After more than a decade of intense research the properties of free-standing graphene
have been studied rather well, but there is still a great interest in the ways how they
can be controlled and modified. This is not only of a fundamental interest, but also
important for the use of graphene in certain applications, for example, in spintronic
devices. Spintronics is a perspective field of electronics that exploits the electron spin
degree of freedom in addition to its charge. In a free-standing graphene electrons can
travel long distances (on the micron scale) without changing the projection of their spin,

thus graphene can act as a perfect conductor of spin-polarized currents. What is more
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important, there is a possibility to realize manipulation of spin currents on the basis of
graphene as well. The devices like Datta-Das spin-transistor [3] exploit the rotation of
electron’s spin in the areas with finite spin-orbit interaction (SOI). To realize this type
of device in graphene, areas with enhanced SOI has to be created, since carbon has a
negligible strength of SOI. This can be done by bringing graphene into contact with
specific substrates, such as heavy transition metals. Particularly interesting system of
this kind is graphene on Ni(111) substrate, intercalated by gold. In this system graphene
was shown to be quasi-free-standing and at the same time to exhibit a large Rashba-
type spin-splitting of the Dirac cone [4]. The large Rashba-SOI induced in graphene
was attributed to the electronic hybridization between the out-of-plane p, orbitals of
graphene and 5d orbitals of Au. Surprisingly, the strength of this effect was an order
of magnitude higher than the theoretical prediction. Details of the mechanism leading
to such strong splitting were not completely clear and Chapter 2 is focused on the
investigation of possible structural origins of this effect.

However, even more tempting would be to find a way to introduce another type
of spin-dependent term in the graphene Hamiltonian — so-called "intrinsic SOI" [5],
which, in contrast to Rashba-term, should lead to opening of gaps of opposite signs in
the band structure of graphene and realize a long-sought quantum spin Hall phase in
graphene [5]. This effect should manifest itself in the presence of robust one-dimensional
spin-polarized electronic states at the edge of the graphene sheet.

One of the suggested ways to induce an intrinsic SOI is by bringing graphene into
contact with heavy post-transition metals [6]. In this case lack of d-states additionally
excludes the m — d hybridization scenario that plays a major role for the strong induced
Rashba-SOI. The heavy sp-metal Bi is one of the least explored possibilities for creating
such an interface to graphene. In Chapter 3 we present an extensive study of graphene
on Ir(111) substrate intercalated by Bi. Our results reveal an unreported structural
phase which is characterized by a remarkable, nearly ideal graphene band structure
manifesting a suppressed interaction with the underlying substrate. The focus of the
study is on the minor band gap at the Dirac point and investigation of its origin.

Graphene is not only an important and interesting object of study on its own, but it
can also be used as a great test model to study very general surface science phenomena.
The reason is that it is well studied, has a simple structure, easy to handle (stable, inert)
and at the same time it is very versatile — there are many ways how the parameters
of graphene can be gradually modified in the experiment: by selection of substrate,
intercalation, decoration with atoms or clusters, by nanopatterning and so on.

In the Chapter 4 we use graphene to study in detail the effect of surface scattering
resonances — trapping of electrons in the quasi-bound states under the surface potential

barrier. This topic is not only of fundamental interest — better understanding of this
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process will allow to extract important information about the shape of the surface
potential barrier and the structure of the surface layer.

Moreover, this effect is important from the instrumental point of view. One of the
main experimental methods used in the current thesis is angle-resolved photoemission
spectroscopy (ARPES), a very powerful technique that provides rich information about
the band structure of the sample. However, a detailed analysis and interpretation of the
experimental data can sometimes be challenging. In particular, some spectral features
are not directly related to the band structure and their appearance can be confusing
for the experimentalist. The phenomenon of surface scattering resonances is one of the
lesser known sources of such features, it manifests itself in the ARPES spectra as sharp
lines of reduced or enhanced photoemission intensity. Such modulation of intensity in
the spectrum means that in certain directions the number of electrons travelling with
certain kinetic energy is strongly suppressed and this effect can find application in the

optoelectronic devices.
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1.2 Graphene. Overview and applications

Graphene is a two-dimensional (2D) crystal formed by carbon atoms arranged in a
honeycomb lattice. Carbon appears in this form naturally in every single sheet of the
layered graphite structure. Theoretical calculations for a single layer of graphite pre-
dicted the unusual linear "massless" and gapless energy dispersion in the band structure
already in 1947 |7]. However, for a long time it was considered that a strictly 2D iso-
lated single layer of graphite is thermodynamically unstable, as well as any other one-
or two-dimensional crystals [8-10]. Only in 2004 it was proved that despite this theo-
retical restriction, atomically thick crystals can exist®. First Novoselov et al. reported
isolation of stable few-layer graphite flakes by mechanical exfoliation [1| then followed
the exfoliation of a single layer free-standing graphenefand a study of its electronic
properties [12, 13| that revealed a list of very unusual transport phenomena, proving
the theoretical predictions for 2D massless fermions. These studies opened the door to
completely new interesting physics available in the labs all around the world. For these
groundbreaking experiments Andre Geim and Konstantin Novoselov were awarded the
Nobel Prize in Physics in 2010.

Not only the electronic, but also mechanical properties of graphene are exceptional
owing to the strong covalent o-bonds realizing the in-plane connection between the
carbon atoms. With astonishing tensile strength of 130 GPa and Young modulus of 1.0
TPa [15] graphene appears to be the strongest material ever measured, even though it
is only one atom thick.

Moreover, graphene has extremely high thermal conductivity, it can be used to
make atomically thin membranes and it is nearly transparent for electromagnetic waves
from visible to near infrared range — one layer adsorbs only ~ ra = 2.3% of incident
radiation (« is the fine structure constant) [16, 17|. In combination with conductive
properties such low opacity paves the way for use of graphene in transparent electronics.

All of these unique properties of graphene are investigated by scientists and engineers
to test if they can provide advances in a wide range of applications, such as supercapac-
itors, water deionization, solar cells, photodetectors, flexible electronics, touch screens,
chemical sensors, DNA sequencing and spintronics.

The focus of this thesis is on the fundamental properties of the electronic band
structure of graphene. In the next section we will discuss in detail the structure of
graphene and the origin of its fascinating electronic properties.

*The apparent contradiction is usually explained by the fact that the 2D crystallite exists in a
metastable condition: its structure was formed as a 3D crystal and thermal fluctuations cannot create
crystalline defects due to the strong interatomic bonds of graphene. Another point to consider is the
rippled surface of the real-life graphene that makes it not strictly 2D and also helps to suppress the
thermal vibrations that are very large for 2D systems [11].

TGraphene is not unique in this case, almost at the same time the same authors reported a list
of other 2D materials, prepared by similar technique, including single layers of boron nitride, several
dichalcogenides, and complex oxides [14].

tAt the same time, 2.3% is enough to make a single layer of graphene visually distinguishable in
the optical microscope.
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1.2.1 Structure

Carbon, the building block of graphene, is the 6th element of the periodic table,
therefore, its atom has 6 electrons and it has the ground state electron configuration
15225%2p?, i.e. the inner shell 1s is filled (it is localized close to the nucleus and thus
can be neglected in the discussion of chemical reactions) and 4 electrons occupy the
outer shell of 2s and 2p orbitals. Because the 2p orbitals (2p,, 2p,, and 2p,) are 4
electronvolts (eV) higher in energy than the 2s orbital, it is energetically favourable to
put 2 electrons in the 2s orbital and only 2 of them in the 2p orbitals. However, in some
cases of bonding to other atoms it may become favourable to excite one electron from
the 2s to the third 2p orbital, in order to form covalent bonds, since the energy gain
may be larger than the 4 eV needed for the electronic excitation. In this excited state of
the carbon atom there are four orbitals with unpaired electrons, namely, 2s, 2p,, 2p,,
and 2p,. A quantum-mechanical superposition of the state 2s with n 2p; states is called
sp™ hybridization (n=1,2,3) and it is essential for the formation of covalent bonds with
carbon.

In the case of sp! hybridization the two sp-hybridized orbitals have club shape and
are oriented in the opposite directions, such hybridization is involved for example in the
formation of the strong covalent o bond in acetylene.

As for sp? hybridization, the three hybrid orbitals are oriented in the same plane
with 120° angles between them and the remaining p-orbital is oriented perpendicular
to this plane. This is the hybridization type responsible for planar structures and it is
present for example in benzene rings, graphite and graphene.

The remaining possibility is sp? hybridization when all three 2p orbitals are in a
superposition with 2s. This leads to a set of four club-shaped orbitals oriented in
the vertexes of a tetrahedron with equal angles between them ~109.5°. This kind of
hybridization is present in methane and diamond, and it is one of the reasons why
diamond is one of the hardest materials — all its bonds are strong covalent ¢ bonds.

As it was stated above, graphene is formed by sp? hybridized carbon atoms arranged
in a planar honeycomb lattice.” The unit cell of this lattice [see Fig. 1.1, left| contains
two atomic sites, A and B. This lattice can be imagined as two interpenetrating tri-
angular sublattices, each composed of sites of only one sort (A or B). The unit lattice
vectors are &; and &y, their length is a = |a;| = || = 1.42 x /3 = 2.46 (A), where
1.42 A is the nearest neighbor distance in graphene (b). The reciprocal lattice vectors
[Fig. 1.1, right] have magnitude % and the first Brillouin zone (BZ) is a hexagon with

distances I'M = 22~ ~ 147 A~! and TK = 37 ~ 1.70 A~%,

*The honeycomb atomic structure and long-range crystalline order of the free-standing graphene
were confirmed in early transmission electron microscopy (TEM) experiments [18].
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Figure 1.1: Graphene honeycomb lattice and its Brillouin zone. Left: lattice structure
and unit cell of graphene containing two atoms (A and B) in the unit cell (&; and &
are the lattice unit vectors). Blue and green green circles mark A and B sublattice sites,
respectively. Right: corresponding Brillouin zone with reciprocal unit vectors b, and b,.
The Dirac cones are located at the K and K’ points.

1.2.2 Electronic structure of free-standing monolayer graphene

In the following we will be mostly interested in the band-structure of graphene supported
by different substrates. First of all it is essential to take a look at the electronic structure
of free-standing graphene, which is rather simple and can be well described using a
tight-binding Hamiltonian, leading to analytical solutions for the electronic eigenstates
and energy dispersion. The first to derive this band structure was Wallace |7], already
in 1947 he performed analytical calculations for a graphite monolayer and showed its
unusual dispersion relation.

To describe the electronic structure one can first note that there are four valence
electrons in carbon atoms in graphene, three of them occupy the 2s, 2p, and 2p, orbitals,
which hybridize (sp? hybridization) and form in-plane o* (antibonding or unoccupied)
and o (bonding or occupied) orbitals, responsible for tight in-plane bonding with neigh-
boring carbon atoms. The remaining fourth electron in the 2p, state makes up the
m-bond with its symmetry axis oriented perpendicular to the graphene plane.

The unit cell of the honeycomb graphene lattice contains 2 atoms, A and B. The
electronic wave functions of A and B atoms overlap and lateral interaction between p,
orbitals creates delocalized bonding 7 and antibonding 7* orbitals. At the same time,
the overlap between the m and o orbitals is strictly zero by symmetry. Thus, the 7
bands in graphene can be treated independently from the other valence electrons.

The o bands can be completely neglected since their energies fall too far away
from the Fermi level. Only the remaining one conduction electron in the 2p, state is
thus needed to describe the low-energy electronic properties of graphene in the first
approximation [19].

Let us now calculate the energy dispersion of the 2p, state using the tight binding
approximation and following Wallace [7]. We will label the normalized 2p, orbital



1.2 Graphene. Overview and applications

wave function for an isolated atom as X(r), then the electronic wave function can be
constructed as the following linear combination of Bloch functions:

Y =ci1¢1 + 292 (1.1)
where

(1.2)

I

o1 =Y, X (E - E),
P = 5! KBX(F —¥p).
The two sums are taken over all A or B sites, respectively (N sites of each type). The
coefficients ¢; and ¢y should realize the minimum energy of the system E(c1,c2). To
minimize this function with respect to coefficients, we first substitute wave function in
the stationary Schrodinger equation as in Eq. (1.1) (we switch to bra—ket notation from

now on for brevity):

H ) = E ),
(W H ) = (S|E[Y), (1.3)
(c101 + codo| H [c11 + cod2) = (c191 + c2ga| E'[c1¢1 + c2¢2) -
H denotes Hamiltonian of the system. Applying the variational principle to the last

equation we take partial derivatives over the coefficients, that results in a following

system of secular equations:

c1(d1|H|p1) + ca{p1[Hlpa) = c1E(d1|d1) + cakl (d1|d2), (1.4)
c1(p2|H|p1) + co (p2|H|p2) = c1E(pa|d1) + call (pala) '
or,
c1Hiy + coHig = c1ES + coFE (¢1]¢2) , (1.5)
c1Ho + coHoy = 1 E (p2]¢1) + 2ES .
where
Hyy = ($1|H|p1), Hiz= Hy = (¢1|H|p2), Hao = ($2|H|p2) (1.6)

and S = (¢1]|01) = (Pa|d2) .

By neglecting in Eq. (1.5) the overlap between p, wave functions located on different
sites ((¢1]|p2) = (p2]|¢1) = 0) we can simplify the system even further (neglect of overlap
integrals defines the so-called orthogonal tight-binding schemes) and we end up with

the secular equations determinant

Hy — ES Hi

Hoy Hoy — ES| 0 (1.7)

Solving Eq. (1.7) we obtain the energy dispersion relation in terms of matrix elements:
1
- 28

E (Hiy + Hay & \/(Hy1 — Hyo)? + 4| H1|?) (1.8)
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From A-B sublattice symmetry it follows that Hi1 = Hso, moreover
S = Z (¢1l¢1) = (1.9)
1

then (1.8) simplifies as

1
E = N(HH + |Hial). (1.10)
Now one has to calculate matrix elements Hq; and His.
Hy = Zexp( iK(Fq — Tar) /X r—ry)HX(r—ra)dr (1.11)
AA
Hyp = Zexp( iK(T4 — Fp) /X FA)HX(F— Fp)dr (1.12)

If we limit our calculation only to nearest and next-nearest neighbors (A-B for Hq2 and
A-A for Hyp), we get

% = Ey — 2, (cos(k:ya) +2 cos(k:x\/ga/2> cos(k‘ya/2)), (1.13)

Hys

e <exp<—ikx\j§> + 2 cos(kya/2) exp (zkxzjg» (1.14)

where
By = /X £)dr; (1.15)
/X* p)HX(¥)dr; ~)=— /X* r—paa)HX(F)dr (1.16)

Ey is the energy of 2p, electron in carbon, g and ~(, are called transfer or hopping
integrals. The vectors pap and paa are joining nearest neighbors (of different type)
and next-nearest neighbors (same type), respectively. Here we made use of the fact
that the atomic p, orbitals have rotational symmetry.

Having calculated the matrix elements and after some simple arithmetic we can
finally provide the analytical result for the dispersion of the bands (7w and 7* for — and
+ sign, respectively):

E:E(E) :EO:EVO\/?TJC(E)_’Y(/)JC(E)? (1 17)

flk) =2 cos(kya) + 4 cos (kx\@a/Q) cos(kya/2)

The values of 7y and 7, can be estimated by fitting the results of experiments or ab
initio calculations. This gives —3eV < 49 < —2.5eV and 0.02v < ) < 0.2 [20].
Typically value vg = —2.7€V is used.
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Two calculated band structures with different values of ~g,7( of (1.17) are shown
in Fig. 1.2. First case [yo = —3.0 eV, 7, = 0.279, Fig. 1.2 (a)] shows the effect of large
next-nearest hopping energy ~,: the electron-hole symmetry is broken and the 7 and
7 bands become asymmetric, while in the second case [yg = —2.7 €V, 7 = 0.027,

Fig. 1.2 (b)] the band structure is almost symmetric.

E(k)—Ey, eV

-6
2 15

405 0 05 1 15 , 2 N
kpy A7

Figure 1.2: Plot of tight binding graphene band structure in nearest-neighbors approx-
imation with a) vo = -3.0 €V, ) = 0.279, b) 0 = -2.7 €V, 7 = 0.0279. Zoomed in part
displays region around the Dirac point with conical dispersion.

One can immediately see that the two resulting bands are touching at the corners of
the BZ and have conical shape around the meeting points, which are called Dirac points
for reasons that will be explained below, and this massless feature in the band structure
is called a Dirac cone (DC). Another interesting feature of this band structure is the
saddle point located in the middle of the BZ edge (M point). The saddle points have to
appear in periodic functions for purely mathematical reasons, but in two dimensional
systems they are of interest since they lead to a logarithmic divergence in the electronic
density of states (DOS), known as Van Hove singularity [21].

As there are two atoms per unit cell, which contribute one p, electron each, the
lower 7 band is completely filled while the upper 7* band is empty, thus the Fermi level
(EF) in free-standing graphene is located exactly at the touching points of two bands.

Low-energy excitations determine the response of a system to external probes. In
the case of graphene we can expand the full band structure (1.17) in the vicinity of the
K point of the BZ, using k=K + g, where K is the momentum corresponding to the
K or K’ point and |q| < |K! Then, neglecting the 7, contribution, the dispersion of
low-energy quasiparticle excitations will be of the following form [7, 22]:

E+(§) — Eo = +vrhld| + O[(¢/K)?, (1.18)

where £ is the reduced Planck constant, vy = —v/3vpa/(2h) ~ 1 x 10m/s is the Fermi

velocity. For many metals and doped semiconductors low-energy excitations can be
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successfully described by nearly free quasiparticles obeying the Schrédinger equation
with the Hamiltonian Hg = 21372*, where p is the momentum and m™* is the effective
mass. The unusual linear energy dispersion (1.18) resembles rather the dispersion of
ultrarelativistic particles, which are quantum mechanically described by the massless
Dirac equation [23|. It can be shown that this similarity is not just a coincidence,
but low-energy quasiparticles in graphene indeed obey the form of a massless 2D Dirac
Hamiltonian (DH). One has to consider a matrix form of the Schrédinger equation with
tight-binding Hamiltonian close to the K(K’) point of graphene (we neglect 7( terms
and introduce p = hq):

e ( By op(maps - zpy)) U BU (1.19)
UF (szac + Zpy) Eo
Ya

VB
on the A and B atoms, respectively, and 7, = 1(—1) for K(K’) point of BZ. We can

Components of a spinor ¥ = ( > correspond to the amplitudes of the wave function

select the origin of the energy axis in a way that Fy = 0, then

_ 0 (sza: - ipy)
H=vp (<7_pr i ipy) 0 > . (1.20)

With Pauli matrix notation it can be written in a very compact form (K point, 7, = 1):
H = vp(0ups + oypy) = V80 - P, (1.21)

which is similar to the Dirac Hamiltonian
Hp = ¢7 - P +mc’o,. (1.22)

For graphene the Pauli matrices ¢ = (0,, 0yy) and o, are acting in the A-B sublattice (so-
called "pseudospin") space instead of real spin space for DH and the effective "speed
of light" instead of ¢ is given by the Fermi velocity vp [24]." In the case of free-
standing graphene the mass term m is zero which allows perfectly linear dispersion in
the vicinity of the Dirac point, but in real graphene a term proportional to ¢, may
appear due to various reasons, such as A-B sublattice symmetry breaking (SSB) or

spin-orbit interactions, causing a band gap opening at the Dirac point.

*The analogy between low-energy excitations in monolayer graphite and massless Dirac particles
in 2D was suggested by different authors already in 1984 [25, 26]

10
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1.2.3 Effect of sublattice asymmetry

Let us discuss the mechanism of band gap opening due to sublattice asymmetry in
more detail. The most sizeable SSB effects appear in epitaxial graphene on strongly
interacting substrates, such as transition metals (Ni, Co, Ru, Rh, etc.). In epitaxial
graphene atoms in A and B sublattices could be located on differing adsorption sites of
the substrate, in this case they will experience different electric potential and therefore
matrix elements Hi; and Hog in general will not be equal anymore, thus we cannot
completely eliminate the main diagonal terms of the Hamiltonian (1.19). If one defines
the asymmetry as A = Hy; — Hyp and By = (Hy1 + Ha2)/2, then the Hamiltonian can

be written as:
H— ( Er + A/2 UF(szm - ipy)) _
UF(Tpr-i-ipy) E1 —A/Q (1.23)

A
=F + UF(Tzprx + pry) + 502

Here, the mass term proportional to o, appears naturally. Let us write down the energy

dispersion (equation (1.8) normalized by the number of unit cells):

B(K) = By £/ (8/2)2 + | Hip (R)2 (1.24)

One can immediately see that the square root cannot be equal to zero anymore and
where we had a touching point now will be a band gap of width A. A similar result can

be expected for any other mass term in the Hamiltonian, proportional to o .

1.2.4 Bychkov-Rashba and intrinsic spin-orbit interactions in graphene

Spin-orbit interaction (SOI) has been in the focus of intense interest due to its possible
applications in modern information technology, in particular for storage and manipu-
lation of data encoded in the electron spin-degrees of freedom in solid state systems.
This is a central topic of a new multidisciplinary field of science, spintronics, dealing
with problems important for fundamental physics and at the same time perspective for
applications |27, 28].

Spin-orbit (SO) effects in graphite have been theoretically described as early as
1965 [29], however, they were predicted to be small compared to the effects of coupling
between the graphene planes and have largely been ignored. Unlike graphite, graphene
is in a critical electronic state and even small perturbations can strongly affect its band
structure at low energies [5].

Kane and Mele [5] on the basis of symmetry considerations derived expressions for
two allowed terms in the Hamiltonian describing spin-orbit interaction for graphene.
They also showed that SOI can open an energy gap at the Dirac point and convert

graphene from a zero gap semiconductor to an insulator with a quantum spin Hall

11
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effect [5]. Their conclusions were soon supported by more detailed calculations of Min
et al. [30], who started from a microscopic tight-binding model and using second-order
perturbation theory achieved similar expressions for spin-orbit terms and gave numerical
estimations for the size of the gaps in pure graphene.

In general there are only two kinds of symmetry-allowed spin-dependent terms in
the Hamiltonian. The first one has the following form:

H;, = \jo,7.5,, (1.25)

it is called intrinsic SOI. Here the real spin of the electron is represented by a vector of
Pauli matrices § = (s, sy, s>) and A; is a coupling constant that shows the strength of
the intrinsic SOI. If the mirror symmetry about the graphene plane is preserved, this
term is the only spin-dependent term allowed at q = 0. If the mirror symmetry is broken
(for example by interaction with the substrate or external electric field perpendicular

to the plane) then another term is allowed:
Hp = Ap(04T28y — 0ySz), (1.26)

where the coupling constant Ar shows the strength of SOI. This term is called extrinsic
as well as Bychkov-Rashba or just Rashba SOI due to its similarity to the Bychkov-
Rashba Hamiltonian ar(K x §) - 2 (g is a material dependent prefactor known as
Rashba-parameter, 2 - unit vector in z direction). This Hamiltonian was first an-
alyzed by Bychkov and Rashba to explain the lifting of the spin-degeneracy in the
two-dimensional electron gas (2DEG) in semiconductor heterostructures [31, 32].

The original Rashba Hamiltonian contains the momentum K instead of o, however,
it can be seen from the Hamiltonian (1.21) that & indeed transforms as momentum K
[33]. And this explains why the SO term can be considered as a modified Rashba term
with K — &. The conventional Rashba term proportional to (E x §) - z for graphene is
small and can be neglected.

Before discussing the effect of Rashba SOI in graphene we would like to give a short
introduction into conventional Rashba SOI.

The spin-orbit interaction term of the Hamiltonian can be derived from the expan-

sion of the relativistic Dirac equation up to terms of order (%)2 *:
HB & 1 GSiri= o = e =z o HB -
Hgor = — (VV =——°5-(-E =—-—5-B 1.27
sor=— 28 5 (VV() x B) = "5 (B[ x¥) = -"25. By, (121)

eh
2mce

where the Bohr magneton up = is used as a unit of magnetic moment. One can
see that it has the same form as the Zeeman term (—upS - ﬁ) except for a factor of
1/2 (called Thomas factor [35]). The effective magnetic field By can be interpreted as

follows: electron moving in an electric field produces magnetic field By in its local frame

*This can be done by Foldy-Wouthuysen transformation [34]. Gaussian system of units is used.

12
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of reference (by Lorentz transformations), which interacts with the spin of this electron.
If we consider an electron orbiting the nucleus of an atom, this term couples its orbital
motion to its spin, hence the name.

The largest potential gradient in the crystal is close to the nucleus, so one should
expect major contribution to the SOI from the vicinity of the nucleus, where V (r) ~ —%
and its gradient is proportional to Z, atomic number. Hence the general trend is that
SOI should be higher for heavy elements than for light ones. However, it should be
pointed out that the SOI strength does not change linearly with Z, since it also depends
on the asymmetry of the wavefunction, which changes with Z and as a result the SOI
strength grows roughly as the square of Z.

If both time-reversal and inversion symmetry are not broken then each eigenstate
is two-fold degenerate for spin-up and spin-down electrons: ET(E) = ET(—E) =F ¢(1_<))
However, due to the presence of a surface dipole, at any surface appears an electric
field directed perpendicular to the surface that is proportional to the workfunction [36].
This field breaks the inversion symmetry and allows the spin-degeneracy to be lifted.
Thus, on the surface in the absence of a magnetic field, only the time-reversal symmetry
[ET(—E) = Ei(lz)] is present. For a 2DEG in the (z,y) plane with electric field oriented
in z direction, the Hamiltonian takes the form

(hky)* g

o + ?(Sxpy - Sypx)a (1'28)

H=Hg+ Hgr=

where EH = (kz, ky,0) = k) (cos(¢),sin(¢),0). Eigenstates can be found analytically:

K| -
~ eKITI 1 [je—ie/2
wiEH (7)) = 21 /2 <:t€i¢/2> (1.29)

with eigenenergies
K2

Ei(k)) = — L aglk)| =

1 -
= ﬁ“k\u + k50)2 — Aso,

where + and — signs denote two spin-split branches.

The most important properties of this solution are:

e spin-degeneracy is preserved only at high-symmetry point EH =0,

—

e dispersion F(k) appears as figure of rotation formed by two parabolas shifted in

k-space by kso [see Fig. 1.3 (a)],

e cnergy splitting is linear in |E|| l,

13



1. INTRODUCTION

e The spins in both branches are oriented opposite to each other and perpendicular
to E”, which forms a specific spin-texture (so-called "spin-momentum locking")

[Fig. 1.3 (a), arrows].

All these features were observed directly in angle resolved photoemission spectroscopy
(ARPES)* experiments from surface states of metals (which are a particular realisa-
tion of a 2DEG): starting from the pioneering work of LaShell et al. that showed an
unexpectedly large splitting of the surface state at the Au(111) surface [37| that was
later proven to have a Rashba-type spin-texture in a spin-resolved ARPES experiment
[38], to the discovery of a giant Rashba-splitting in the Bi/Ag(111) surface alloy [39]
and to the detection of splitting in the Ir(111) [40] and even Cu(111) surface states, the
latter was achieved by laser-ARPES experiment with ultimately high energy resolution
[41].  Another important class of systems, where the Rashba-effect in 2DEG can be
studied is doped semiconductor heterostructures that support an electron gas at the in-
terface. These states are not accessible for ARPES, but they can be studied indirectly,

for example by analysis of Shubnikov-de Haas oscillations and spin precession [42, 43].

b

a

k

Figure 1.3: Illustration of the spin-degeneracy lifting by Rashba-effect in the (a) typical
parabolic band of a semiconductor and (b) Dirac cone of graphene. In both cases spins are
in-plane polarized perpendicular to the momentum E, orientations of spin polarization are
depicted with arrows. Here we assume the electric field oriented in positive direction of z
axis (a) and Ag > 0 (b), in the opposite cases the directions of spin polarization vectors
should be reversed.

One should be careful applying the free electron model described above to real sys-

tems because it drastically underestimates the SOI strength, e.g. for the Au(111) surface

*A detailed description of ARPES method will be given in the "Methodical background" section.
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state the estimated spin-splitting is 5 orders of magnitude lower than the experimental
value [44]. The reason for this is that it does not take into account the potential gra-
dients in the atoms, which are much larger than the field at the surface [36, 44]. In a
tight-binding model Petersen and Hedegard demonstrated that the size of Rashba-type
splitting is actually proportional to atomic spin-orbit coupling parameter and a specific
measure of the wave function asymmetry [44].

If we go back to graphene, one can calculate the eigenenergies of its Hamiltonian
with the special kind of Rashba-term (1.26) included. The details of the calculation
are lengthy and available in the original paper by Rashba [33], here we just present the

result:
. v
Eu(@) = 5 (VR #4772 = j\), v = £l = 1, (1.31)

where v = hvp, ¢ = || and A = 2Ag. The resulting spectrum contains two zero-gap
branches and two gapped (gap is 2|\|) branches of the same shape. The separation
between gapped and ungapped branches is constant and equals A\*. It can be verified
that in each branch the spins are oriented in-plane (expectation value for z-component
of spin polarization is zero). The mean expectation values of in-plane spin polarizations
§W will be given by
Suu(d) = NIXE) (1.32)
/D2 + 4y2¢2
This vector is oriented normal to the momentum g and the direction of spin-texture
alternates between gapped and non-gapped branches |Fig. 1.3 (b)]. The value of spin
polarization saturates to 1 for large ¢, but vanishes close to the Dirac points [33].
If Ag = 0 and the intrinsic SOI is finite, an energy gap of 2|\;| opens at the Dirac

points and dispersion in the vicinity of the Dirac point [5] is

E(q) = £/ N2 + 122 (1.33)

When Rashba and intrinsic terms are included together, the band structure depends

on their relative strength. The dispersion equation can be written in a general form as’

Eyu(@) = v/ (Ar — pAi)? + 72 + pAr, v =1, p==£1. (1.34)

If |Ai] > |Agrl|, a gap with a magnitude of 2(|\;| — |\gr|) appears at the graphene
Dirac point, and if |A;] < |Ar|, the gap closes, but bands touching at the Dirac point
disperse quadratically. At the transition point |A;| = |\g| three branches are crossing at

the Dirac point and two of them form a cone structure of massless fermions (Fig. 1.4).

*In the future discussions of experimental results we will also use A = 2Ag for the coupling strength
of Rashba SOI, since it equals the separation between the two dispersion branches that can be measured
directly in the ARPES experiment and thus serves as a convenient measure of the coupling strength.

fOne can easily evaluate that this equation gives 4 dispersion branches, which are equivalent to the
result of Eq. (1.31) for A; = 0 and Eq. (1.33) for Ag = 0.
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Spin-texture is qualitatively similar to the case of purely Rashba SOI described above
[45]. The above-mentioned gaps, arising from the term (1.25), have opposite sign at
K and K’ points, hence the topological order of this phase is nontrivial, giving rise to

topologically protected spin-polarized edge states in the case of a finite graphene sheet.

A <=\ ] A=A =< AR<0 Ar=0 0<Ar<hid An=lAd < A g

N N
L N N Y

: o~ >
NN NN O
N
. >< >< N NZ VY% >< =
Edh i ]

e <elhd ‘ A=A —N<AR<0 Ar=0 0<XAr<hid An=lAd Ar >l

Figure 1.4: Influence of the combined Rashba and intrinsic SOI on the energy spectrum
in the Dirac cone region. Schematic E(k) dispersions. From left to right Ag is gradually
increasing from negative to positive values while A\; has a constant negative or positive
value in the upper and lower rows, respectively. One can see linearly dispersing bands
when [Ar| = ||, gap opening in the region |Ag| < |\;| and degenerate gapped bands at
|Ar| = 0.

Min et al. [30] estimated that the SO gap for free-standing graphene is 2\; =~
kp x 0.01 K = 1 peV, a very small value, hard to observe by common experimental
techniques. From symmetry considerations discussed above it is clear that a Rashba
splitting in free-standing graphene will appear only in an external electric field and for
typical values of E ~ 50 V/300 nm it was estimated that Ag ~ kg x 0.13 K ~ 11 peV,
also extremely weak [30]. The numerical estimates for the SOI strengths are rather
controversial, for 2); they are ranging from ~ 1 peV [30] to ~ 200 peV [5], the values
obtained in fully first principles calculations also vary ~ 24 — 50 peV [45, 46]. However,
even the largest estimates are remarkably small. It makes the realization of many
interesting phenomena in graphene, such as topological /quantum spin Hall states or
the spin Hall effect (SHE) excessively difficult.

Nevertheless, over the years scientists invented a variety of ways to enhance the

SOI in graphene. It was predicted that one can induce stronger SOI in graphene by
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hydrogenation, fluorination [47] or introduction of other impurities converting sp? bonds
to sp® [48]. The enhanced SOI strength in this case can be on the order of few meV (e.g.
2.5 meV was achieved by controlled hydrogenation [49]), but this approach introduces
disorder in the graphene lattice.

Luckily, both intrinsic and Rashba SOI in graphene can be enhanced even stronger
with less damage to the graphene lattice by bringing it in contact with high-SOI mate-
rials. This proximity induced SOI was first predicted theoretically |6, 50-52] and then
demonstrated in multiple experiments.

Two main routes to achieve high SOI by proximity were theoretically proposed.
The first one is based on hybridization of valence d-states of high-SOI material with
carbon 2p, orbitals. In this scope Li et al. predicted a ~ 100 meV SO gap for graphene
intercalated with Re [52] and suggested that Mn and Tc should provide similar effect.
At the same time they argue and prove by calculation that for sp-metal Bi SO gap will
not appear due to lack of d-component in the outer shell of its atomic wave function.
As a variation of this idea it was demonstrated by Hu et al. [51]| that adatoms with
partially filled d-shells (such as Os and Ir) on graphene produce a SO split impurity
state that hybridizes with the Dirac cone leading to a large SO gap of ~ 0.2 eV. Ma et
al. [50] have studied the influence of Au adatoms on graphene 7 states around I' point
and they predicted a considerable (~ 200 meV) Rashba type splitting there as well.

The second route is exploiting the process suggested by Weeks et al. [6], consisting
of electron hopping from graphene to a heavy adatom, where it is "exposed" to high
SOI, and then hopping back to the graphene sheet. Such hopping processes in effect
locally enhance graphene’s spin-orbit strength. An important difference of the second
route is that it does not require electrons in the d-shells of the adatom and a sizeable
SOI is expected with sp-metals as well. Moreover, for such sp-adatoms (in particular,
In and T1) the induced SOI is claimed to be predominantly of intrinsic type, which is
desirable for the realization of a topological phase in graphene.

Most experiments with epitaxial graphene on metals demonstrated spin textures of
Rashba-type, which can be reasoned by breaking of mirror symmetry in combination
with hybridization of graphene 7 and metal d states. However, there are exceptions,
as in the case of graphene on Pt(111) intercalated with Pb, where a gap in the Dirac
cone near the Fermi level was observed in ARPES experiments and is claimed to be of
spin-orbit nature [53]. Another evidence for Pb-enhanced SOI in graphene can be found
in a scanning tunneling microscopy (STM) and spectroscopy (STS) study reported by
Calleja et al. for graphene on Ir(111) intercalated with islands of Pb [54]. The effect
of Pb adsorbates has been theoretically studied by Brey in the framework suggested by
Weeks (electron hopping to and from a heavy adatom) [55] and it was discovered that
Pb adatoms can induce both intrinsic and Rashba SOI in graphene, depending on how

they are distributed: in hollow-sites of graphene (intrinsic) or randomly (Rashba).
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Recently an effect of proximity-enhanced SOI was demonstrated in graphene trans-
ferred onto WSy [56], the obtained strength of the SOI was 17 meV. This effect was
explained by hybridization of the Dirac cone with SO split midgap states localized on
W. These states are formed by dangling bonds at the sulfur vacancies in WSy and have
an unusually large spin splitting of about ~ 0.2 eV.

There is also a range of experimental systems realizing the induced Rashba-type SOI
[4, 57-62]. One of the prominent examples is graphene on Ni(111) intercalated with
gold that showed in spin-resolved ARPES experiments a surprisingly large spin splitting
of the Dirac cone (~ 100 meV), exceeding by far the theoretical predictions [4]. The
Chapter 2 of the current Thesis is devoted to this topic.

1.3 Methodical background

This section describes the experimental techniques which have been used in this thesis

to prepare and study the samples.

1.3.1 Technique of spin- and angle-resolved photoemission spectroscopy

One of the most powerful and direct methods to experimentally explore momentum-
resolved electronic band structures of solids is angle resolved photoemission spectroscopy
(ARPES). The basis of this method lies in the phenomenon of photoelectric effect,
which was discovered in experiments of Hertz in 1887 [63] by observation that electric
sparks occur easier when the electrodes are exposed to ultraviolet light. Surprisingly,
experiments showed that only light with high enough frequency will cause such effect
no matter how intense the beam is. This result was in conflict with the existing physics
and the theoretical explanation was given only in 1905 by Einstein [64], who adapted
Max Planck’s idea of energy quantization and proposed the quantized nature of light,
assuming that it is composed of discrete quanta — photons — with fixed energies
corresponding to certain frequencies. This idea was very fruitful for the physics and the
explanation of the photoelectric effect earned Einstein the Nobel Prize in Physics.*

If we expose a solid surface to a beam of monochromatic light with wavelength
A = 2mc/w, a single photon can get absorbed transferring its energy fiw to an electron
inside the material. If the resulting kinetic energy of the excited electron is sufficient to

overcome a surface potential barrier then this electron can escape from the material.f

*"for his services to Theoretical Physics, and especially for his discovery of the law of the photo-
electric effect." (1921)

In this case we are talking about the component of kinetic energy related to the movement normal
to the surface E¥" = mev2 /2, where me is the electron mass and v, is the component of velocity
perpendicular to the surface. An electron may obtain large total kinetic energy and small E¥" then
it will travel almost parallel to the surface and get reflected from the surface potential barrier. This is
an aspect that will be important for Chapter 4 of the present Thesis.
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The magnitude of this potential barrier ® is called the work function, defined as the
minimum energy required to remove an electron from the interior of a solid to a position
just outside of it [65]. The work function is material dependent and it varies even for
different crystallographic faces of the same crystalline solid. Typical values of ® are on
the scale of several eV.

From Einstein’s theory of the photoelectric effect follows that the energy of the
photon is used to ionize an atom of the material and overcome the surface potential
barrier, the rest can be transferred to the electron’s kinetic energy. The extended
equation of the photoelectric effect provides the relation between the photon energy,
kinetic energy of the photoelectron FEy;, and its binding energy Ep referred to the
Fermi level of the solid:

hw = |Eg|+ ® + Ejn. (1.35)

From this equation it follows that if we fix the photon energy and measure the
intensity of outgoing electrons as a function of their kinetic energies then we can figure
out what the distribution of their binding energies inside the solid was. This is the
general idea of photoelectron spectroscopy (PES) and very first spectra were captured
on a photographic plate already in 1907 by P. D. Innes, he used an electromagnet
to separate electron energies [66]. In 1914 Robinson and Rawlinson developed the
method of Innes and were able to achieve first PES spectra for lead and iron [67].
The experimental techniques were gradually progressing and throughout 1950s — 1960s
Kai Siegbahn developed both the instrumentation and theory of the modern electron
spectroscopy. The exact value of Eg of core electrons of a given element may differ in
different compounds and it depends on the chemical environment of the atoms. PES
is a powerful method to detect such chemical shifts of energy levels and hence the first
name of this method — electron spectroscopy for chemical analysis (ESCA). However,

nowadays it is more often called X-ray photoemission spectroscopy (XPS).

1.3.1.1 Three-step model of photoemission. Step one.

The photoemission process is usually assumed to occur in three independent steps (so-
called three-step model [65, 68, 69]): excitation of the electron into a bulk final state,
travel of the excited electron to the surface and its transmission through the surface
potential barrier to the vacuum where it can be captured by the detector. This is a
simplified description, however, it gives rather good similarity to the experiment in most

cases and it is transparent and intuitive.*

*A more advanced approach is the one-step model, where photoemission is described as a single
coherent process expressed in terms of optical transition between the initial and final states described
by many-body wave functions that satisfy certain boundary conditions at the surface of the material.
As "true" final states in this model so-called time-reversed or inverse LEED states were used very
successfully [65]. The one-step model requires more complex calculations, but this is the cost of a
higher accuracy in predicting the experimental spectra.
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In the first step an electron in the specimen absorbs a photon from the incoming
beam, this process can be described as excitation of the N-electron system from initial
state ¢ with wave function ¥; into a final state f with wave function W at the location
of absorption.

If we consider the interaction with electromagnetic field of a photon a small pertur-
bation (with perturbing Hamiltonian H’), the transition probability per unit time can

be calculated using Fermi’s Golden Rule [70, 71| as follows:
27 / 2
wip = - [ (Vg | H W) [PO(Ey — B; — hw). (1.36)

The delta function term here represents the conservation of energy, the Hamiltonian

should include the electromagnetic field of the photon (Gaussian system of units):

1 e <
H=_—(p--A)? V(F) =
(B~ A 46+ V(D
B . € & - T (1.37)
- 1% - (A A A
P V@I (B 5+ K)o AP+ el
Hy H

where p = —ihV is the momentum operator, A = A(F, t) and ¢ = ¢(¥,t) are vector

and scalar potentials associated with the photon.

The expression for the H' could be significantly simplified by neglecting two-photon
processes (term proportional to |A|?) and using a gauge ¢ = 0 (known as Hamiltonian
gauge). Moreover, typical wavelengths are large compared to atomic distances (for 10—
100 €V photon energy A ~ 1240-124 A), thus we can consider the variation of A(f") small
in the spatial region in which the matrix element is not negligible. Then in the dipole
approximation A(f") = Ao, where ./Ko is a constant vector in space, V-A=V. AO =0,
which leads to a zero commutator [A, p| = ihV - A = 0. Although these assumptions
may not hold at the surface of the material, where the electromagnetic fields may have
a strong spatial dependence [72, 73], such phenomenological description works well for
most experiments.”

Furthermore, we can use the commutation relations [p, Ho] = —ihVV (£) and [r, Ho] =

ihp/m to finally write the transition matrix element in two useful forms:

e >
M; ;= (Us|H'|T;) ~ - (UrlA-p|¥;) = (1.38)
_ i e B B g ey
= Ky S BB g s - (1.39)
- e h =
— A W VYD) . 1.40
ooy (V) (1.40)

*The above mentioned effect leads to a peculiar surface contribution to photoemission, which is
proportional to (¢ — 1) where ¢ is the dielectric function of the material. By interfering with the bulk
contribution it may result in asymmetric lineshapes of the photoemission peaks [74].
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One can see that after insertion into Eq. (1.36) terms (Ey — E;)/h together with delta
function will transform to simply w.

In the form of Eq. (1.39) the matrix element of coordinate operator r'is used. This so-
called length form is useful for derivation of the selection rules based on the symmetry
of the initial and final states. The second form described by Eq. 1.40 is known as
acceleration form. One can see that in the case of a free electron gas photoemission is
not possible, as VV(F) = 0 for V(F) = const. In general lattice potential is a crucial
component in the photoemission from crystals, since it also defines the low-energy final
states.”

In ARPES the excited electron generally possesses sufficiently high energy to be able
to escape into the vacuum faster than the system response time, thus we can make use of
sudden approximation, i.e. we assume that an electron is instantaneously removed from
the system without any interaction and leaving the (N-1)-electron system behind. Then
we can construct the initial and final N-electron states as a product of a photoelectron

and (N-1)-electron terms:

vy = Agkui (1.41)

Y = AgFw) T, (1.42)

7

where A is an operator antisymmetrizing the N-electron wave function, <Z>§f are the
wave functions representing the initial (orbital) and final state of photoelectron with
momentum k and \Ilgf_l are the initial and final state wave functions of the (N-1)-
electron system. \I/}V ~1 can be one of the excited states, e.g. with eigenfunction A
and energy Eﬁ_l, for the calculation of the total transition probability we will sum
over all possible excited states m. In a more general way one can write \IJfV 1= CE\IJ£V ,
where ¢ is the annihilation operator for an electron with momentum k. Note that
\Pﬁvfl is generally not an eigenstate of the (N-1)-particle Hamiltonian.

In this form we can write the transition matrix element as the following product:

Moy = (el = (|| (w1 ) i

where the first term is the one-electron transition matrix element, and <\Il%*1}\llfv _1>

is the (N-1)-electron overlap integral. If we want to calculate the total photoemission

*Moreover, in the case of free-electron gas without translational symmetry of the lattice potential
it will not be possible to make a transition due to momentum conservation. Photon momentum for
typical ARPES energies (~ 10-100 eV) is small, hence all the transitions are "vertical" on the E(k)
diagram. However, if one imagines the free-electron parabola E(k) = (hk)?/2m, there are obviously no
states that could be connected with a vertical line. In a crystal the electron can exchange momentum
with the lattice, thus allowing such transitions (they will be represented by vertical lines in the reduced
zone scheme representation).
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current of electrons with energy Ej;, and momentum k, we need to sum w; ; over all

possible combinations of initial and final states that give such values:

k s Epin) = Zw“f x

(1.44)
x Z ‘ml»f ‘ > leif?0(Epin + EN ' = BN — hw),

m
where
m, g (k) = <¢?‘H’ ¢§‘>, Cim = <\Ifﬁ‘1‘\lffv‘1>. (1.45)

Here we substituted E; = Ep;y, + EN I and EN FE; is the initial energy of the N-

electron system. In the first approximation one can assume that the remaining system

did not change after excitation, then the overlap integral is unity and the measured
energy of the intensity peak will be equal just to the negative of the initial orbital
energy of the electron —e(k ) (known as Koopman’s binding energy). Thus, in the
simplest picture the resulting spectrum will reflect the density of electronic states of the
sample weighted by transition matrix elements m; y. However, in general the remaining
system of (N-1) electrons has to rearrange to minimize its energy after one electron was
gt

ejected, and may have an overlap with many of the eigenstates W ~1. This will

result in satellite peaks next to the main peak in the ARPES spectra.

1.3.1.2 Three-step model of photoemission. Step two.

In the second step of the three step model the excited electrons travel to the surface
and the majority of them will suffer inelastic collisions before escaping the material.
Hence the photoemission spectrum will have two main components: primary electrons,
leaving the material without inelastic scattering, and secondary electrons, which lost
part of their kinetic energy in such scattering events [75]. These two components ap-
pear superimposed in the resulting spectra: primary electrons form distinct features,
reproducing roughly the DOS of the sample, while secondary electrons exhibit a broad,
continuous energy spectrum starting from zero kinetic energy (Fig. 1.5).

The probability that an electron excited at the depth z under the surface will es-
cape to vacuum without undergoing inelastic scattering is well approximated by an

exponential decay with z [68, 76]:

P(z) xe A5, (1.46)

It means that 63% of all the primary electrons originate not deeper that A(E) from
the surface and 95% — not deeper than 3A\(E). The parameter A\(E) is the inelastic
mean free path (IMFP) — the average distance that an electron of given energy E can

travel between successive inelastic collisions. Both aggregated experimental data [77]
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Figure 1.5: Schematic representation of photoemission process. Electrons are excited by
the incoming radiation with energy hv, the spectrum of emitted electrons (top left) reflects
the occupied region of the sample DOS (bottom left). ®g and ®,4 are work functions
of sample and analyzer, respectively. Kinetic energies of the spectrum in the analyzer
(top right) are measured relative to its vacuum level. Adapted from Ref. [75]. Inset
schematically shows the process of measurement (see Fig. 1.7 for details).

[Fig. 1.6(a)] and calculations 78] show that energy dependence of electron IMFP is very

similar for a large variety of solids [Fig. 1.6(b)]: A(F) has a minimum around 50 — 100

¢V, exhibits a ~ vE growth for electron kinetic energies above 100 eV and ~ 1/E?

decay in the low-energy region (below 10 eV). This dependence is known as "universal

curve" because of the general description that it provides.

From this curve one can see that for typical energies in ARPES experiments (10—

200 eV) the majority of the escaping photoelectrons originate from the top few atomic

layers, hence the method yields information on the composition of the surface [79] and

the peak surface sensitivity is achieved for electrons with kinetic energy of 50-100 eV.
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Figure 1.6: "Universal curve". (a) Compilation of experimental IMFP as a function of
energy relative to Fermi level for electrons in different materials, adapted from [77]. The
full curve is the empirical least squares fit with a function of the form a/E? + bV/E; (b)
Calculated IMFP for 41 different elemental materials, reproduced from [78].

1.3.1.3 Three-step model of photoemission. Step three.

The third step of the model is transmission of an electron through the surface potential
barrier to the vacuum. By capturing photoemitted electrons and analyzing their energy
and momentum in vacuum it is possible to deduce the dispersion relation £ (E) of the
electrons as it was in the solid. To do that one can measure the kinetic energy Ey;, of
photoelectrons emitted in a given direction by collecting them with an electron energy
analyzer with a finite acceptance angle. This way not only the kinetic energy, but also
the wave vector or momentum K = p/h of the photoelectrons in vacuum is determined,
as its modulus is given by K = /2mEy;,/h and its components parallel (K, K,) and
perpendicular (K,) to the sample surface can be obtained in terms of the polar (1) and

azimuthal () emission angles defined by the experimental geometry:

1

K, = %\/2mEkm sin ¥ cos ,
1

K, = ﬁ\/ZmEkm sin ¥ sin ¢, (1.47)
1

K, = ﬁ\/2mEkm cos U.

In the non-interacting electron picture we can exploit the conservation of energy in the
form of Eq. (1.35) to find Ey;, = hw— |Ep|—®g, where ®g is the sample work function.
To relate electron momentum in the solid K to its momentum in vacuum K one has
to take into account that the photon momentum for typical ARPES energies (10-100
eV) is small compared to the typical sizes of the BZ, hence it could be neglected. To

find how the momentum is changing at the surface one has to match the bulk Bloch
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eigenstates inside the sample to free-electron plane waves in the vacuum. Due to the
lateral translational symmetry (which is preserved across the the surface) the component

of the momentum parallel to the surface is conserved:

h2K? R N -
s [Ry| = [Ksinv, |K.|=|K|cosv (1.48)
m

= = QmEkm .

‘kH‘ = ‘K” = \/ TSID@, (1.49)
> 2 Ezn

K, | = \/mhigkcosz?. (1.50)

From now on indices || and L stand for the components of the momenta parallel and

—

Ek’in =

perpendicular to the surface, respectively. The wave vector EII is given in the extended
zone scheme, the value in the reduced zome-scheme can be obtained by subtracting a
corresponding reciprocal-lattice vector é”. Using experimental data and Eq. (1.49)
we already can obtain E(kH), however, determination of the perpendicular component
of the momentum k, which is not conserved, is not so straightforward. One has to
determine the dispersion of the final state (e.g. from theoretical calculations) or, in the
simple approximation, one can assume nearly-free-electron character of the final state,
i.e. parabolic dispersion starting from the bottom of the valence band Ej (energy is

determined relative to Ep):

_ h2 . -
Er(k) = %(kﬁ +Kk1) — |Eol, (1.51)
_[2m 9 B 9 . 2m
= kJ_ = F(Ekm cos? 1 + V(]) = KJ_ + ﬁ%’ (1.52)
where we used E¢ = Eiin, + ®5, Vo = |Eg| + 5. (1.53)

Vo is called the inner potential of the solid and its value is usually considered an ad-
justable parameter. The most common and convenient method to determine V4 in
synchrotron-based ARPES experiments is by measuring the valence bands spectra in
the normal to the surface direction and observation of the periodicity in the depen-
dence of the bands’ binding energies over the photon energy hw. In the case of low-
dimensional systems confined in the surface region (such as 2D-materials and, for in-
stance, graphene), the k; variation is negligible and the electronic dispersion is well
determined by E(E”) [80].

1.3.1.4 Many-body interactions.

In ARPES the excited electron generally possesses sufficiently high energy to be able to
escape into the vacuum faster than the system response time, thus we can make use of
the sudden approrimation, i.e. we assume that an electron is instantaneously removed

from the system leaving an excited hole behind.
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Up to this moment we were considering only the excited electron ignoring its in-
teraction with the remaining electrons and other quasiparticles (such as holes, phonons
and magnons) and impurities, however, since the sample is always a many-body system,
a proper understanding of the observed band structures requires taking into account
many-body interactions.

The usual approach to describe the average behavior of one particle in a many-body
system is to use the time-ordered one-particle Green’s function G(¢t —t’) [81], that can
be interpreted as the probability amplitude that a particle added to the system in a
Bloch state with momentum K will remain in that state after a time |t — t'|. Usually it
is more convenient to work with Green’s function in energy-momentum representation
G(K,w) by taking its Fourier transform.

In the sudden approximation we can consider removing of an electron with momen-
tum k as addition of a photohole with momentum —k and the same energy. Then the
Green’s function can be interpreted as the probability amplitude that a hole added to
the system will remain in the same state at a later time. It means that the ARPES
spectra can be interpreted as describing behavior of the photohole instead of a pho-
toelectron. In particular, the linewidth of the observed spectra reflects the properties
of the photohole associated with the photoemission process: linewidths in the energy
and momentum directions will reflect the inverse scattering time and length, respec-
tively. In the absence of interactions the photohole has infinite lifetime and linewidth
should be infinitely small (i.e. determined by the resolution of the experimental setup),
however in the real-life interacting system the photohole will eventually decay through
interactions leading to a finite lifetime and finite linewidth in the spectrum. Moreover,
the many-body interactions manifest themselves in the shift (renormalization) of the
photoholes’ energy levels.

In the Green’s function approach to the condensed matter problems [81] one in-
troduces the many-body interactions as a correction to the Green’s function, so-called
proper (irreducible) self-energy E(E, w) = Re E(E, w)~+1iIm E(E, w), where w is the elec-
tron energy with respect to the Fermi level. This is a complex function of particle
momentum and energy and its real and imaginary parts account for energy renormal-
ization and finite lifetime, respectively.” The self-energy corrected Green’s function is
given by .

G(k,w) = ST (1.54)

—

where €(k) is the band energy of the electron, reflecting the "bare" band structure in

the absence of the many-body interactions. Using Green’s function formalism one can

*In general self energy contains all the information about the many-body interactions in the system
even when the quasiparticle picture is no longer valid.
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write the total photoemission intensity as

1(K,w) o 3 |mi s (K)[ AGK,w) f(w, T), (1.55)

i7f

where we include the Fermi-Dirac distribution f(w,T) = (14 e“/¥87)=1 reflecting that
we can probe only the occupied states, and the one-particle spectral function [69, 81]
A(K,w) = —(1/7) Im G(K, w), which can be expressed in terms of self-energy,

- 1 Im 2 (K, w)

Ak,w)=—= = = = . (1.56)
T (w—e(k) — ReX(k,w))? + (ImX(k,w))?

This function provides information about the allowed electronic states after removal (or
addition) of electron and can be considered as a generalization of the density of states
in case of many-body systems. The one-particle spectral function in the simplest case
will have a Lorentzian shape with maximum shifted to (k) + Re (K, w) and full width
at half maximum I'(k) = 2’Im E(E,w)’. Speaking more generally, the spectrum can be
divided into a main coherent quasiparticle peak that includes the pole and an incoherent
smooth part without poles leading to satellite peaks, as discussed above.

The full knowledge of A(E, w) would give us the imaginary part of Green’s function
ImG(K,w) = —mwA(K,w). Since G(K,w) is constructed as a Fourier transform of a
response function, it satisfies causality and therefore Kramers-Kronig relations connect
its real and imaginary parts [82]. Thus, one can reconstruct full G(E,w) and finally
obtain the self-energy from Eq. (1.54). However, in the ARPES experiment one is
probing only the occupied states [see Eq. (1.55)] and to gain full information about the
spectral function one has to perform high quality inverse photoemission spectroscopy
(IPES) experiments or use certain approximations [83].

In the ARPES measurements the spectra I(k = const,w) with a fixed momentum
value are called the energy distribution curves (EDC) and the spectra with a constant

energy I(K,w = const) are called the momentum distribution curves (MDC).

1.3.1.5 ARPES spectrometer.

As of today there are two dominating spectrometer types used for measuring angle re-
solved photoemission spectra: combination of an advanced electron optical lens with
a hemispherical deflection analyzer (HDA) and the time-of-flight (ToF) analyzer, the
detailed comparison of both types can be found in Ref. [84]. The most basic difference
is in the approach to energy analysis — in HDA electrons with different energies pass-
ing through the analyzer are separated in space, whether in the case of ToF they are
separated by the time it takes them to reach the detector. In the latter case the lens

system itself plays a role of energy analyzer and to achieve a competitive to HDA energy

27



1. INTRODUCTION

resolution one requires a very high time resolution not only of the electron detector but
also of the excitation source.

HDA is an established workhorse of photoemission spectroscopy that combines high
energy and angular resolution with flexibility in operation modes. The experimental
setups used to prepare this thesis were equipped with this type of analyzer. A con-
ventional HDA consists of an electrostatic input lens, a hemispherical deflector with
entrance and exit slits, and an electron detector, that can be a channeltron or a mi-
crochannel plate (MCP). MCP is an array of miniature channels oriented parallel to one
another that act as electron multipliers and form the first element of a two-dimensional
positional electron detector [85]. Usually the full detector assembly consists of two mi-
crochannel plates stacked together,” a fast phosphor plate and a charge-coupled device
(CCD) camera that captures the image of the phosphor screen. Nowadays detectors in
HDA systems are generally based on MCP type electron multipliers [84].

The deflector consists of two concentric hemispheres of radii R and Ry that are kept
at potentials V7 and Va. The resulting magnitude of central electrostatic field inside
this hemispherical capacitor will be given by

Vo -Vi RiRy
Ry— Ry 72 °

E(r) = (1.57)

It is easy to see that an electron entering the analyzer tangentially to an imaginary
concentric sphere with radius r. will have its trajectory constantly on this sphere if its
kinetic energy Tk, satisfies 2T, /re = eE(re). Such kinetic energy is usually referred
to as pass energy (E,), because only those electrons that have kinetic energies close
to this value will be able to pass through the hemispherical deflector and reach the
detector. The pass energy also determines the energy resolution of the analyzer and
in the measurements it is usually kept constant. The entrance slit of the analyzer is
typically located at the distance of central radius Ry = (R1 + R2)/2, so we will assume
re = Ro from now on. The pass energy can be predefined by selecting Vi and V», for
Ry the relation is E, = e(Va — Vl)/(% - %).

All electrons that enter the analyzer with energy E, in different directions tangential
to the above mentioned imaginary sphere will follow big circles of this sphere and will
be effectively focused on its opposite side (see Fig. 1.7), at the location of the detector.
If some electrons have equal kinetic energy larger than E, they will follow elongated

elliptic trajectories and focus further away from the center (and Vice—versa).T Moreover,

*In the so-called "chevron" MCP design the channels in each of the separate plates are parallel to
each other, but inclined at a small angle to the axis of MCPs. The two plates have opposite inclination
angles, forming together V-shaped channels that provide higher amplification efficiency.

fThe central field inside the analyzer has a o 1/r potential, so one can imagine electron trajectories
in the HDA as well-known Kepler trajectories of point masses in the gravitational field, i.e. conical
sections with a focus in the center of the analyzer. This analogy helps to make many properties of
the electron trajectories a bit more intuitive. The detailed analysis of electron trajectories in the ideal
HDA can be found in [86].
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Figure 1.7: ARPES setup and trajectories of electrons in the HDA. (a) Top-view, sample
inside the UHV chamber is illuminated by light with energy hr. Photoemitted electrons
collected by electron lenses are separated in HDA by their Fy, and focussed on the MCP
(Egin is reflected by colours of trajectories, increasing from blue to orange to red, orange
corresponds to pass energy). Optionally, the monochromatic beam of electrons after HDA
can be transmitted or deflected to the spin-detector (see Section 1.3.1.6). (b) Side-view

in perpendicular direction to (a). One can see how electrons with different K emitted at

angles «y are projected at different points of MCP. Only projection of K parallel to the slit
is measured at the same time, to vary the perpendicular component one can rotate the
sample around the axis parallel to the slit (polar angle ¥).

in the first approximation, the shift of the electron position on the detector will be
linear with energy [84]. The image formed by monochromatic electrons passing through
a narrow entrance slit represents a line of constant kinetic energy on the detector and
electrons with different take-off angles will be projected in different points along this
line [Fig. 1.7(b)]. However, for a straight slit this line will not be straight. The electrons
entering the analyzer at the edge of such slit will be further away from the center than
electrons entering the middle of the slit, as a result the electrons from the edge will end
up on the detector in points closer to the center of the analyzer. Because of this effect
straight entrance slit will be imaged as an arc with curvature radius Ry/2. To achieve
a straight constant energy line on the detector (which is more convenient for further
analysis) one can apply the reversibility of trajectories and use a curved entrance slit

with radius Ry/2 instead of a straight one.”

*The preferential choice of a curved slit is actually not so straightforward, since a straight slit has
an advantage that the electrons transmitted through the slit have initial directions distributed in one
plane, i.e. only one component of surface parallel momentum is changing along the slit. A curved
entrance slit will deviate from the lens mirror plane and lead to a curved cut in the momentum space.

29



1. INTRODUCTION

Electrostatic lenses are used not only to collect the electrons emitted from the sam-
ple and distribute them onto the entrance slit in accordance to their take-off direction,
but also to decelerate or accelerate the electrons to reach kinetic energy £, thus allow-
ing to measure spectra in wide energy ranges by varying the lens retarding potential.
The resulting image in the detector XY plane reflects the photoemission intensity with
respect to two orthogonal coordinates — X (the radial one) can be converted to the
kinetic energy (Fki,) and Y reflects the coordinate along the entrance slit (Fig. 1.7),
which can be calibrated to directly show take-off angles of electrons (7).

The energy resolution of HDA is determined mainly by its mean radius Ry, the slit
width w and angular acceptance « in direction perpendicular to the slit. The slit width
can be treated as an error in the radius re at which the electron enters the analyzer
and, as was discussed above, electrons with the same energy but starting from different
re will have different X coordinates on the detector, i.e. will be interpreted as electrons

with different kinetic energies. The overall energy resolution will be given by:

w (67

2

The angular resolution mainly depends on the density of channels on the detector and
finite beam spot size of the excitation radiation. In both cases there is a trade-off
between the resolution and intensity of the informative signal, i.e. the time needed
for acquisition of the spectrum. A narrower entrance slit and lower pass energy will
provide better energy resolution and a small aperture will reduce the size of the beam
improving angular resolution, but all of these optimizations will significantly reduce the
intensity. Hence a compromise combination of tunable parameters has to be selected in
every specific experimental case to achieve a reasonable analyzer resolution.

Another purely experimental aspect that was not mentioned in the section 1.3.1.2
is related to the work function. In experiment the kinetic energy of the electron is
measured by an analyzer that has its own work function, generally different from that
of the sample. Even though analyzer and the sample are in electric contact during
the measurements, only their Fermi levels are equilibrated, but not the vacuum levels,
leading to a contact potential equal to (&g — ®4) — the difference in the work functions
of sample and analyzer, respectively (Fig. 1.5). It means that all measured kinetic
energies F°** will be shifted by this value and equation (1.35) can be transformed as

EJ'% — huw — |Eg| — &g+ (dg — ®4) = hw — |E| — ®4. (1.59)

kin

The ultimate solution here is to use a straight slit and digitally rectify the detector image by applying
an image transformation with precalibrated parameters. The computational possibilities of modern
computers allow to perform such transformations in real time. [84] However, for HDA with large Ry
and room temperature measurements the effect of straight slit might be smeared out by temperature
broadening of the spectrum.
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It means that, surprisingly, the experimentally measured kinetic energy E}7°*® does not
depend on the value of ®g, that is different for each sample, but instead depends only on
® 4 that can be determined prior to the experiments and can stay technically constant

for a long time.

1.3.1.6 Spin-resolved ARPES.

Conventional ARPES allows to determine the momenta and energies of electronic states,
however, to fully describe the electronic state in the solid a third parameter is required
— the spin. The spin state is described by Pauli spin-operator & and since we will
mainly speak about the averaged result of measurements of a large number of spins, we
will use the expectation value of & called spin polarization (P = (7)).*

Generally speaking, the spin polarization of the photoemitted electrons reflects the
spin polarization of the initial photoemission state.! This allows to experimentally
determine the spin state of electrons in solid systems, giving access to a plethora of
physical phenomena manifesting themselves in spin-polarized electronic states. This in-
cludes magnetism, spin—orbit interaction and related spin-textures in low-dimensional
systems (see section 1.2.4, where spin-textures induced by the Rashba effect are dis-
cussed), moreover, in the non-trivial surface states of topological insulators the spin is
locked to the electron momenta, forming a chiral spin-texture [90].

Unfortunately, electrons cannot be separated according to their spin projection in a
simple way, as was done with neutral atoms in the Stern-Gerlach experiment [91-93].
Therefore many kinds of detectors have been developed to solve the task of experimen-
tal determination of the spin polarization of photoelectrons, most of them utilizing the
effect of spin-dependent scattering of relativistic electrons on heavy atoms with high
SOI, known as Mott scattering [94]. Other spin-detector designs utilize exchange scat-
tering from a magnetic surface [95, 96| and spin-polarised low-energy electron diffraction
(SPLEED) [97], in particular, a very efficient SPLEED spin-filter was recently designed
for application in photoemission microscopy (PEEM) [98]. Compared to Mott-type

*Actually, this value depends on the reference frame due to relativistic effects [87], to remove this
ambiguity we will refer to the polarization value measured in the rest frame of the electron in the
following.

TThe photon field that excites the electron does not couple to the spin degree of freedom directly,
so in the first approximation one can consider the spin to be conserved in the process of photoemission.
However, there is a variety of mechanisms that can introduce or change the spin polarization of photo-
electrons, e.g. selection rules, spin-orbit effects and spin-polarized photoelectron diffraction in the final
state of photoemission, or spin-dependent scattering processes during electron transport to the surface
[87]. It is well known that circularly polarized light can often influence spin-polarized photoemission
due to dipole selection rules [88, 89], therefore the observed spin polarizations may depend strongly on
the final state of photoemission, i.e. on the photon energy. Relative importance of all these various
effects may be difficult to predict, but interpretation of experimental results should be done keeping in
mind that such effects exist.
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these detectors work at much lower energies (typically around 100 eV compared to 20—
120 keV in the case of Mott detectors [99]) and hence are more compact, however they
are also more sensitive to surface contamination of the spin-selective element [87].

In the experiments presented in this thesis Mott type spin-detectors were used. The
underlying theory describing elastic scattering of relativistic electrons on heavy atoms
was developed by Sir N.F. Mott in 1929 [94]. The earliest reliable successful observation
of this effect dates back to 1942 [100] and in 1969 the first spin-polarized photoemission
measurements were performed by Busch et al. [101] with a Mott-type detector.

The basic physics of Mott-scattering can be described as following. When an electron
with spin § scatters in the radial potential V'(r) of a nucleus with atomic number Z, there
is a term in the overall scattering potential which depends on the relative orientation
of the incident electron spin § and its orbital angular momentum L. This term is called

spin-orbit potential Vso, and it is given by

1 1dV(r)

- -~ "Vy.8 1.60
2m2cZr  dr S ( )

Vso

By the origin this is the same spin-orbit interaction term from the expansion of the
Dirac equation for relativistic electron that appeared in Eq. (1.27) along the discussion
of SOI effects in section 1.2.4. In the same way the SOI effect can be explained by
the magnetic field that the electron experiences in its rest frame [92]. It was shown by
Mott [94] that Vso should have a sizeable effect on scattering in the case of high-energy
electrons and scattering atoms with large Z. Because of this Mott detectors operate at
high voltages (20-120 kV) to accelerate electrons to relativistic velocities and the usual
targets for Mott detectors are films of heavy elements, such as thorium, tungsten or
gold owing to their large SOI.

As a result of the finite Vgp term, the differential scattering cross-section for elec-

trons with non-zero polarization P is not symmetric anymore and is given by [92]
a(0) = oo(0)[1 + S(O)P - ], (1.61)

where 6 is the scattering angle, og(f) — differential scattering cross-section for a non-
polarized electron beam and S(6) is called the analyzing power or Sherman function [92,
99]. The parameter S(6) has to be calibrated experimentally, it depends on the target
material and thickness (multiple scattering is more likely in thick targets) as well as on
the electron kinetic energy and scattering angle. The unit vector 1 is perpendicular to
the scattering plane and its direction depends on the direction of scattering, i can be
defined as . ~

ki X ko
’El X Ky

n—

, (1.62)
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Figure 1.8: Schematic representation of Mott scattering for positive Sherman function.
(a) Scattering of two beams with opposite polarizations. From Eq. (1.61) follows that the
scattering cross-section in certain direction o(6) is larger for the beam with P || 4. (b)
Working principle of Mott-detector: polarized electron beam is scattered from a heavy-
element foil, the elastic electrons intensity is measured by two symmetrically placed detec-
tors (I, and Ig), while the inelastic background is suppressed by retarding grids.

where El is the initial electron momentum and Eg is the momentum after elastic scat-
tering [see Fig. 1.8(a)]. Note that i has opposite orientations for electrons that were
scattered in the same plane, but to different sides.

The scalar product P-iin Eq. (1.61) reflects two important aspects: there is an
asymmetry in the scattering cross-section for a spin-polarized beam, and this asym-
metry depends only on the transversal (i.e. perpendicular to the beam) component of
polarization [92].

In the experiment a selected beam of electrons with a certain kinetic energy and
momentum is extracted from the analyzer and directed to the target [Fig. 1.8(b), see also
Fig. 1.7(a)] (dependence of intensities on E, K will be omitted for brevity). Two detectors
placed symmetrically with respect to the electron beam axis (at angles +6) will measure
the intensities of electrons scattered in the opposite directions (see Fig. 1.8(b)], let us
call them left (I, = I(0p)) and right (Ir = I(—6p)).”

The polarization component P, along the direction perpendicular to the scattering
plane (here z) can be calculated directly from the relative difference in the intensities.
To see this one can use Eq. 1.61 (intensity is proportional to the scattering cross-section):

I = Io(60)(1 + SP - i) = Iy(1 + SP.),

) (1.63)
IR = Io(—eo)(l + SP . ﬁ) - I()(l - SPz)a

where I is the intensity in the case of an unpolarized beam, which is equal for both
directions and S = S(0y) = S(—60py). It immediately follows that

1

h= 2+ 1n) (1.64)
11, — I A,

Pz = —- = 45 L
S 21 S (1.65)

*The optimal angle 6y depends on the energy and the target material. For Au targets in a wide
range of energies (from tens to hundreds keV) |S| as a function of the scattering angle exhibits a broad
maximum around 0 & 120° [102, 103] and this angle is often used in experimental setups. The actual
value of the Sherman function for Au at 120° is negative (typically from —0.2 to —0.4 depending on
the energy).
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where A, is the asymmetry in z direction defined as

Iy 1R

= . 1.66
I +1Ig (1.66)

z

The polarization along one axis can be derived from the directly measurable intensities
in two channels using Eq. 1.65. For an unpolarized beam the asymmetry is zero and
for a 100% polarized beam it is equal to the Sherman function, thus a larger Sherman
function means a higher spin-sensitivity of the detector.

For each electron in the beam there are only two possible values of spin projections
on the z axis equal to i%, corresponding to eigenvalues of o, +1 and —1. Let Ny and
N, be the numbers of electrons in the respective eigenstates, then the polarization of

the beam is
(+1)NT + (—1)N¢ _ IT — Ii

P, = = = .
: = (02) N+ + Ny L +1,

(1.67)

I}, are the components of intensity related to electrons with corresponding spin-projections
along the z axis. Given that the spin-integrated intensity is I;o; = I+ + 1, the two com-

ponents can be extracted as
1+ P,
It =

Lot (1.68)

In a single device one can place two pairs of detectors in orthogonal scattering
planes to be able to measure both spin components transverse to the beam direction at
the same time. Even though the modulus of the electron spin vector is constant, the
length of the vector P is not necessary unity (for example, for a completely unpolarized
beam it is zero), thus the remaining third polarization component cannot be simply
calculated from the first two. However, by combining two of such 2-axis polarimeters
in an orthogonal geometry a full three-dimensional picture of spin polarization can be
achieved. The electron beam can be navigated to one of the polarimeters by electrostatic
deflector lenses, conserving the spin orientation. One axis will be shared between both

analyzers, which is useful for mutual calibration of detectors.

1.3.2 Technique of scanning tunneling microscopy

The development of the first scanning tunneling microscope (STM) by Binnig and
Rohrer in early 1980-s [104-106] allowed to study local properties of surfaces with very
high resolution, down to single atoms. Today STM is one of the most powerful methods
of visualization and analysis of surfaces on the nanoscale, suitable for the investigation
of surface topography, reconstructions of crystalline surfaces, adsorbate superstructures,
overlayer growth mechanisms, surface dynamics and chemistry. At the same time STM
can be used for visualization of local electronic structure and chemical- and spin-selective
imaging, manipulation of individual atoms or molecules for nanofabrication and many

other very delicate procedures requiring atomic precision [107].
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The physical basis of the STM technique is quantum tunneling of electrons between
the atoms of a sample surface and a sharp conductive tip positioned very close to
each other. The probability of such tunneling has an abrupt exponential dependence
on the distance between the tip and the surface, meaning that small changes in the
distance between the tip and the sample result in strong changes in the tunneling
current, providing very high sensitivity and resolution in the direction perpendicular to
the surface. To achieve a microscopic image of the surface topography one can move
the tip in a raster grid with small steps and measure the tunneling current. These
high accuracy movements are usually done by a piezo-ceramic element, which allows to
position the tip along the z-, y-, and z-axes with precision of tenths of angstroms.

If a bias voltage V is applied between the sample and the tip, which are separated
by only several interatomic distances, electrons can tunnel from the occupied electronic

states of the sample to the empty states of the tip or vice versa (Fig. 1.9).

V=0 V £0
(a) (b)
ANFE ANE tip ANE ANE
vacuum level
tip A
vacuum level
A sample sample
vacuum level cI)(z) vacuum level
. . A Or | . A
@ D(z2) unoccupied . |
L V| Ps|| &« states T : I
: . ° Er v A4 ' s
By A | B} ] S
«—} —> -«— |—
tip sample tip sample
DOS DOS DOS DOS
< T T < T T
d 0 d 0

Figure 1.9: Tunneling between sample and tip located at distance d in the STM exper-
iment. Dashed line schematically depicts the potential barrier in the tunneling gap. (a)
Equilibrium situation, Fermi levels (Er) of sample and tip are equalized, bias voltage is
zero, no net tunneling current. (b) Bias voltage V applied, net tunneling current appears.

A net tunneling current I; results from the difference of the numbers of electrons
tunneling from sample to tip and in the opposite direction. Therefore it depends on the
electron densities of states of the tip p;(F) and the sample surface ps(E) and can be
derived as the following integral over energy (¢) [108]:

471.2 00

Li=Go— [ [f(Br—eV+e)= f(Br+e)lp(Er — eV +e)ps(Bp +&)|M|*de ~

—0o0

4,/.1_2 eV )
~Go— - pi(Ep — eV +¢)ps(Ep + €)| M| de,
0
(1.69)
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where Gy = 2¢%/h is the conductance quantum and f(E) = (1 4+ eZ~Er/kT)=1 ig the
Fermi-Dirac distribution for temperature 7. In the second line we assume that T is
low enough to approximate f(FE) with a step-function (i.e. kg7 is much lower than
the required energy resolution). M is the tunneling matrix element reflecting transition
between the states of the tip and the sample, it can be evaluated in the formalism of
Bardeen [109]. In general, the tunneling probability |M|? decays exponentially with
the distance between the electrodes. This behavior is well known from the text-book
solution for an electron with kinetic energy E tunneling through a 1D rectangular
potential barrier of height Uy > E and width s. The probability for an electron to pass

through the barrier is given by the barrier transmission coefficient 7" [110]:

1
Toxe 2k = ﬁ\/2m(Uo —FE), (1.70)

where k is the inverse decay length of the electron wave function. This is the simplest
case, but a similar exponential dependence on the barrier width appears in the general
case as well independently of the exact barrier shape [110]. Using typical values of the
work function in metals for Uy one can estimate that the tunneling current changes by
one order of magnitude when the tip-sample separation is changed by only ~ 1 A.

Another important property of STM experiment can be obtained under the assump-
tion that |M| does not change significantly in the energy region of integration in Eq.
1.69, in this case

eV
I / pt(Ep — eV +¢)ps(Er + €)de. (1.71)
0

The measured signal is directly proportional not to the DOS of the sample, but to a
convolution of the DOS of the sample and that of the tip, which contribute equally
and, moreover, enter the equation in a symmetric form. This is the basis of the so-
called STM reciprocity principle introduced by C. J. Chen [111] — probing the sample
electron orbitals by the tip orbitals is equivalent to probing the tip orbitals by the sample
orbitals. This fact also means that the electronic structure of the tip is always present
in the experimental data, to probe the DOS of the sample with minimal influence of the
tip states one has to use a tip with a constant or well-known DOS, for example made
of a nearly-free-electron metal.

One of the first theoretical studies of the STM resolution taking into account the
finite size of the tip was conducted by Tersoff and Hamann [112, 113]|. They exploited a
model of a spherical tip with s-like wave functions to simulate the STM experiment* and
estimated the best lateral resolution achievable in this model as r = \/W )

where d is the distance between the interacting tip and surface atoms, Ry is the curvature

*One has to be aware that Tersoff and Hamann used tip wave functions in a form of solutions of
the Schrédinger equation in a macroscopic spherical potential well and not atomic s-like orbitals [113].
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radius of the tip apex and the parameter k! ~ 1 A. From this formula it is clear that
even for the sharpest tip and d = 4.5 A the resolution has a lower boundary of > 3 A.

The simulations produced in the framework of the Tersoff-Hamann model agree
in many cases with experimental STM images, however, the resolutions achieved in
experiments on metal surfaces are significantly better than the model estimations. This
effect was explained later in theoretical works of C. J. Chen [111, 114], where the atomic
resolution was attributed to d,2 and p, tip electron states. The origin of the resolution
enhancement for these tip states lies in the so-called derivative rule introduced by Chen
[114]: in the case of s-wave tip states the tunneling matrix element M is proportional
to the sample wave function at the center of the tip apex atom, while for [ # 0 tip
states M is proportional to the derivative of the sample wave function. This rule can
be formulated in a general way [108] and it is in a very good agreement with high-
resolution STM experiments (see e.g. [115]). Therefore, d-band metals (such as Ir, Pt,
W) and semiconductors with p, dangling bonds are expected to be good materials for
high resolution STM tips.

There are two main imaging modes used in STM: constant height mode (CHM)
and constant current mode (CCM). In the first one the tip is moved only along z-
and y- directions in a raster grid (¢ = zp = const) [Fig. 1.10(b)|, the value of the
tunneling current I(z,y, 2¢) is measured at each point and plotted as an image (values
of I are displayed by color). In the CCM [Fig. 1.10(c)| one defines a desired value of the
tunneling current Iy (usually on the scale from pA to few nA) and while the raster is
scanned the height of the tip is adjusted at every new point to maintain I(z,y, z) = Iy,
then the values of the height z(z,y) are plotted. The adjustment is done by passing the

current difference to a feedback loop that controls the z-piezodrive.
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Figure 1.10: STM working principle (a) and two main modes of operation: constant
height mode (b) and constant current mode (c).

The CCM is especially useful for surfaces with complicated atomic structures, large
corrugations or adsorbed atoms and molecules, while CHM is suitable for flat samples.

In both modes the resulting plot reflects simultaneously the surface topography and the
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convolution of the local density of electronic states (LDOS) tip and the sample. For the
STM measurements presented in the current thesis only CCM was used, however both
z(x,y) ("Z channel") and I(x,y) ("I channel") were measured at the same time. Since
adjustment of the tip height does not happen instantaneously, image in the I channel
is not completely "flat", but has positive and negative peaks in the areas where height
was changing abruptly, e.g. borders of the atomic terraces [Fig. 1.10(c), bottom|. This
makes I channel image similar to the derivative of z(z,y) in the direction of scanning,
which often helps to see the details of surface topography better.

Due to nanoscopic length scales in the STM measurements even small external
mechanical vibrations may cause noise in the data or even lead to tip damage. For
stable and reliable STM operation both passive and active damping systems are used
to isolate the setup on multiple levels: the whole STM chamber is mechanically isolated
from the laboratory and the scanner itself can be damped mechanically (by spring
suspension) and magnetically. Moreover, working with room temperature STM, one
has to stabilize the ambient conditions, such as temperature, electromagnetic noise and
even sunlight.

The major part of the tunneling current flows only through the very end of the tip
due to the abrupt distance dependence of the tunneling current. Basically, the actual
probing zone of the tip is limited to a few or even one front atom at the apex. Because
of this even a relatively blunt tip that still has natural nanoscale surface roughness can
provide atomic resolution for some samples, since most of the current will be collected by
a single front nano-protrusion on the surface. However, this will work only for samples
with atomically flat surfaces without defects, and for the vast majority of experiments
the sharpness of the apex of the tip is of great importance. As we discussed above, the
ultimate lateral resolution is achieved when the surface is probed by specific orbitals of
a single atom on the apex, thus the best tip has to be terminated by a single atom with
a well-known orientation — this can be achieved in single crystalline tips. Reproducible
and reliable preparation of sharp tips is possible only under UHV conditions. The
description of the tip preparation procedure will be given in the experimental part.

In the majority of STM experiments tips made of chemically etched polycrystalline

tungsten wire are used, since tungsten is a d-metal with very high stiffness.

1.3.3 Technique of low energy electron diffraction

Low energy electron diffraction (LEED) is a powerful method of surface characterization
giving information about the characteristic periodicities of the surface structures.

In the very basic description of this technique a primary beam of electrons with
certain kinetic energy F), is incident on a crystal surface and the elastically scattered
electrons, that carry information about the surface structure, are detected. The low

kinetic energy of the primary beam electrons (typical values are from 20 to 200 eV)
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guarantees low penetration depth and high surface sensitivity (see Fig. 1.6 and discus-
sion in section 1.3.1.2).

The incident and reflected beams can be considered plane waves and the reflected
wave is formed as a result of elastic scattering (diffraction) of the incident wave on
the surface atoms. In the elastic scattering process the absolute value of the incident
clectron’s wavevector K is conserved (|Ko| = |K|, where K is the wavevector of the
reflected electron), but the direction may change and the set of possible new directions
will be determined by the condition for constructive interference. In the form of the
Laue condition it is given by k — EO = éhk, where éhk = ha+kbis a reciprocal
vector of the surface lattice with basic lattice vectors & and b. Here we exploited that
in the case of low penetration depth only the component of the wavevector parallel to
the surface will be changed. One has to note that in this assumption we deal with a 2D
system and its lattice in the reciprocal space will be represented by rods perpendicular
to the surface plane rather than points. The wavevectors that satisfy the above stated
conditions can be constructed by the Ewald’s sphere method. A diffracted beam related
to parallel-momentum transfer hGpy, is conventionally indexed as (hk) [116].

In the pattern of diffracted peaks one can find information about the structure
of the surface reconstructions and adsorbate superstructures that may have different
translational symmetry from the bulk of the crystal. To describe such structures the
following convention is used. If the ideal substrate surface has translational symmetry
with unit translation vectors (a1,as) (lattice a) and the surface has unit translations
(b1, bs) (lattice b), each of the vectors rotated by the same angle « relative to (a1, as),
then the surface periodicity is designated by [(b1/a1) X (b2/a2)|Ra. If a = 0 the angle
designation is omitted. Conventionally, instead of (v/2 x 1/2) R45° one can use ¢(2x2),
where ¢ stands for "centered", and p(2x2) ("primitive") is usually used instead of just
(2x2). As an example in this notation W(110)p(2x2)O means (110) face of W substrate
crystal with p(2x2) superstructure of O atoms adsorbed on the surface. For atomically
clean non-reconstructed surfaces the designation (1x1) is usually omitted so that, e.g.
W(110) means W(110)(1x1).

Many of the observed structures can be described in this notation, however, in the
most general case vectors 61, by are expressed as linear combinations of aj, as, i.e.
(b1, bg)T = M(&,a,)7, and the matrix of coefficients M is used to designate the
surface structure [117]. If the determinant det(M) is an integer, the surface lattice b
is called simple. If det(M) is a rational fraction then the two lattices a and b come in
coincidence at regular intervals and such lattice b is called coincident. In the last case
of irrational det(M) the surface lattice b is incommensurate, i.e. for every two points
related by translational symmetry of the lattice b their local surrounding in the lattice

a will be different.
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Figure 1.11: Principle scheme of LEED setup and formation of the diffraction pattern.
In the middle is a scheme of a standard LEED setup with 4 grids. Parts of the electron
gun are: C — cathode with hot filament (thick line); W — Wehnelt cylinder; A — anode;
LENSES — system of adjustable electrostatic lenses*. On the right is a scheme of the
Ewald construction used for determination of the possible diffraction directions for primary
electrons with momentum k, and reciprocal rods with different (hk) indices (labelled on
the right). An example of a LEED pattern is shown in the inset on the left.

The typical LEED setup is shown schematically in Fig. 1.11. The electron gun pro-
duces a monochromatic beam of electrons with defined energy E, ("primary" beam).
The electrons diffracted from the sample surface are detected by a hemispherical fluo-
rescent screen (or other position-sensitive detector). To provide enough energy for the
excitation of fluorescent material low-energy electrons have to be accelerated by a high
voltage User applied between the screen and the last grid (typically 57 kV). The inelas-
tic background can be suppressed by the retarding grids (2 middle grids in Fig. 1.11)
kept at voltage Ugyppr = —(E, — AE) /e, thus letting only the electrons with energy E,
through. The resulting angular distribution of intensity on the spherical surface of the
screen I(¢,0) can be recorded and further analysed.

LEED is very useful in combination with STM, since it provides averaged structural
information in reciprocal space from a large sample area (as opposed to local information
in direct space in STM), thus it allows to conclude about the local or non-local nature

of the structures observed in STM.

*The whole device can be considered as an electron optical scheme, where the sample acts as a
mirror. A hot filament produces electrons that are accelerated towards the anode, the Wehnelt cylinder
shapes the beam and focuses it to a so-called "cross-over" point and the lens system is adjusted in a
way to project this cross-over point on the phosphor screen.
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1.3.4 Graphene preparation

The characterization of basic physical properties of graphene was a breakthrough re-
sult first achieved by Novoselov and Geim [1], who were able to isolate a monolayer of
graphite by using an adhesive tape to separate progressively thinner layers of highly
oriented pyrolytic graphite (HOPG). This technique, called mechanical exfoliation, al-
lows to achieve a flake of graphene with typically low defect concentrations and high
electron mobility (see for example Ref. [118]). Other types of exfoliation exist that are
able to produce larger amounts of graphene, such as liquid-phase exfoliation: a process,
where interaction between the graphite layers is reduced by dispersing it in a solvent
and ultrasonication helps to effectively separate the individual layers [119]. Both types
of exfoliation provide rather small graphene flakes. However, for practical applications,
such as fabrication of electronic devices, it is more convenient to use large-area single-
crystalline graphene sheets that can be implemented in the existing technological cycle.

Multiple approaches to large-scale production of graphene are developed, the two
most widely used among them are graphitization of semiconducting SiC crystals [120]
and chemical vapour deposition synthesis on metals [121]. Both methods were first
developed in the surface science community to grow monolayers of graphite on crystalline
surfaces long before the works of Geim and Novoselov [122-125], but with increased
interest in this topic these methods were refined and re-investigated in greater detail.

The basic idea of the first method is to anneal a single-crystal of SiC at certain
temperature and pressure to cause thermal decomposition with sublimation of Si from
the surface that leads to formation of graphene on a specific face of the crystal [120].
This method of graphene growth is popular in the scientific community, since it gives
relatively high quality of graphene that comes already on a semiconducting substrate
which is convenient for transport measurements. However, at the moment the chemical
varoup deposition (CVD) approach is considered to give the best balance of quality, size
and cost for mass production of graphene [121].

Chemical vapour deposition of graphene can be described as cracking of molecules
of a gas (which is a source of carbon) at elevated temperature on a surface of a metal-
lic substrate that acts both as a catalyst and as a structural precursor [Fig. 1.12(a)].
Typical choice for a source of carbon is a light hydrocarbon gas, such as methane or
propylene. The exact mechanism of graphene formation in the CVD process depends
on the catalytic activity of the metal and solubility of carbon in the substrate material
both at the cracking and room temperatures [121].

The difference of the two major routes was well illustrated in the work of Li et al.
[126], who used carbon isotopes 12C and !3C to investigate the mechanism of CVD
graphene growth on Cu and Ni — two substrates with significantly different carbon sol-
ubilities. In both cases the first step was surface adsorption and catalytic decomposition

of hydrocarbons with formation of carbon radicals. The results of Li et al. evidenced
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Figure 1.12: Schemes of (a) graphene preparation by CVD process and (b) its intercala-
tion. (a) CVD growth of graphene. Hydrocarbon gas is decomposed on the hot substrate
surface forming carbon radicals which either directly form a graphene sheet (route I) or
dissolve in the substrate and graphene is formed by segregation of carbon after cooling
(route II). A complete graphene layer passivates the substrate and prevents further hydro-
carbon decomposition. (b) Typical scheme of intercalation process: material is deposited
on top of graphene and by thermal diffusion during annealing it passes through nanoscale
defects and occupies the graphene-substrate interface.

that for Cu (low C solubility) the subsequent formation of graphene is predominantly
due to thermal diffusion of the carbon radicals on the surface rearranging to form a
honeycomb graphene lattice. The graphene layer occupying part of the surface area is
catalytically inactive and as it grows the area where catalytic decomposition is still pos-
sible constantly reduces, therefore, the growth process slows down and practically stops
after the formation of the full graphene layer, making this process "self-limiting" [127].
In contrast, for the Ni substrate due to high carbon solubility a large part of carbon
radicals can migrate to the subsurface region of the substrate by thermal diffusion. The
amount of dissolved carbon is limited by the carbon solubility at the growth temper-
ature or by the time of exposition to the carbon source. During cooling the solubility
of carbon reduces and at a certain temperature supersaturation is reached leading to a
segregation of carbon on the surface in the form of graphite with thickness depending
on the growth conditions [128]. By careful control over the cooling rate and the amount
of dissolved carbon one can achieve precisely a monolayer of graphene [129].

The segregation growth is expected to happen also on other substrates with high
carbon solubility [125, 130, 131], whereas surface adsorption occurs on other substrates
with low carbon solubility. However, in the intermediate cases both regimes can coexist
(for example in Cu-Ni alloys [132]).

CVD synthesis of graphene has been achieved and investigated on a variety of tran-
sition metals, including Ni [133-136], Co [137-139], Cu [127], Ir [57, 140, 141], Pt [142,
143], Ru [144, 145], Rh [146, 147|, Re [148, 149] and more recently Fe [150, 151]|. In

some cases graphene can be grown by the CVD process on transition metal carbides,
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such as TiC, TaC, HfC [152, 153] and a small number of other more exotic substrates
[124, 125, 154).

The list of available substrates is not very long and direct CVD growth of single-
crystalline epitaxial graphene on some metals is problematic, this is especially true for
weakly interacting substrates, such as Au, Ag, Pt. However, one can overcome this issue
and prepare many more epitaxial interfaces with graphene by growing graphene on a
strongly interacting substrate and intercalating the material of interest in the interface
between graphene and the substrate [Fig. 1.12(b)]. The list of interfaces already realized
by this method is rather large and is constantly expanding, some of the prominent
examples that have to be mentioned are: weakly interacting noble metals Au, Ag and
Cu [134, 155-159]; elements realizing magnetic order (Mn, Fe) [160, 161]; rare earth
metals [162]; semiconductors (Si, Ge) [163-165]; alkali metals (Cs, K, Na, Li) [136, 166—
168]. Moreover, even intercalation of large fullerene molecules is possible [169]. This
variety of materials with different properties makes it possible to control multiple aspects
of the graphene-metal interfaces, including charge transfer, A-B sublattice asymmetry,
spin-orbit and exchange interactions, etc., all of these parameters are reflected in the
band structure and properties of the Dirac fermions in graphene.

The exact mechanism of intercalation is not fully established, generally it is at-
tributed to diffusion through defects in the graphene sheet, such as holes and domain
borders, because direct penetration of metal atoms through graphene hexagons is en-
ergetically unlikely. However, in some cases alternative mechanisms are possible, for
example with local destruction and restoration of the graphene sheet in the case of Ni
intercalation [154].

All of the described graphene-metal interfaces can be roughly divided into two large
classes based on the strength of interaction between graphene and the substrate. The
first is strongly interacting chemisorbed graphene that has significantly modified Dirac
cone dispersion and electronic properties (prominent examples of substrates are Ni(111),
Co(0001), Re(0001), etc.). The second class is weakly bound, physisorbed graphene,
with dispersion resembling free-standing graphene (e.g. Ir(111), SiC(0001) and graphene
supported by noble metals).

1.3.5 Moiré patterns

If two periodic patterns with slightly different reciprocal lattice vectors El and Eg are
overlaid, they produce an apparent spatial beating pattern with a larger-scale period-

icity, which is called a moiré pattern and has a reciprocal lattice vector

—

K., = ki — k». (1.72)

Moiré patterns are a very common feature of epitaxially grown layers due to a lattice

mismatch between the overlayer and the substrate, which is in most cases small but
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Figure 1.13: Mechanism of formation of moiré patterns due to: (a) lattice mismatch, in
this case 9 periods of the overlayer match with 8 periods of the substrate; (b) rotation of
two equivalent lattices by a small angle (in this case o & 9°). One can prove using (1.72)
that the resulting moiré pattern supercell will be rotated by (7 + «)/2 (here =~ 94.5°).

finite. Such pattern appears not only if one lattice is expanded relative to another, but
also if two lattices are rotated by a small angle [Figs. 1.13 (a,b)].

It seems not that obvious that the "visual" effect of overlapping lattices could be
detected by direct observation with STM. However, there is always some interaction
between the substrate and the overlayer material that influences the electronic landscape
probed by STM.* This interaction may change the topography of the surface or only
the LDOS and its strength depends on the nature of both interacting substrate and
overlayer, resulting in different contrast of the moiré pattern. But, independently of
how pronounced it is, the moiré pattern has to obey the geometric rules stated above
and the possibility of its detection depends mostly on the sensitivity of the probe. Even
in the case of weakly-interacting graphene on Ir(111) or Pt(111) such moiré patterns are
clearly observed in STM [170, 171]. Moreover, moiré patterns can be detected indirectly
as superstructural effects in reciprocal space, which are commonly observed in LEED (as
superstructural spots) and in ARPES (as band replicas, see e.g. Refs. [59, 172]) and very
recently moiré patterns were detected in transmission of low energy electrons through
twisted bilayer graphene both in diffraction (reciprocal space) and in-line holography

(real space) modes [173].

*Even in the hypothetical case of completely non-interacting materials, there is still a possibility
that the substrate has electronic states that extend far above the surface and it is possible to probe
them "through" the overlayer, this way both lattices can be visualized simultaneously producing the
moiré pattern.
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1.3 Methodical background

1.3.6 Density functional theory

Many theoretical approaches were developed to predict and analyze the electronic band
structures of the molecules and solids. One of the most widely used, robust and efficient
for many-electron systems is the density-functional theory (DFT).

The determination of a band structure for a many-body system is not simple. One

can start with the Schrodinger equation in the Born-Oppenheimer approximation:
HY = (T6 + VT Ve Ve_e)\I/ =FEV, (1.73)

where T is the operator of kinetic energy for all N electrons, V"™ reflects the elec-
trostatic interaction between all nuclei, V=" is the interaction between electrons and
nuclei and finally V¢~¢ stands for electron-electron interaction energy. We are inter-
ested in the ground-state energy of the system, Ey. However, since this is a many-body
problem, it is impossible to solve it exactly in any practical case. The main difficulty
comes from the term V¢ that depends on 3N coordinates of electrons. To overcome
this issue, the DFT approach works with the ground state electron density distribution
no(r) instead of the many-body wavefunction. This reduces the number of variables
to only 3 spatial coordinates. The solid theoretical basis of DFT was developed by
Hohenberg and Kohn in 1964 [174]. They proved that the many-body ground state and
its observables are unique functionals of n = n(r). Moreover, the ground state elec-
tronic energy functional E¢ = E¢[n] realizes its minimum on the ground state density

no = ng(r) and this minimum provides the ground state energy, i.e.,

E§ = Eg[no] = m(g; (U[n]|T° + V" Ve U[n]). (1.74)

For a sufficiently simple functional E€[n] determination of the energy would be an easy
variational problem. Unfortunately, direct evaluation of the kinetic energy functional
for the system of interacting electrons is not possible. One can write the electron-nuclei

interaction in terms of electronic density as
Venin] / V(#)n(F) d&°F (1.75)
and also separate from electron-electron interaction the Coulomb term E€[n] as
ECn] = 62//”(f)”f,)d?)f’d?*f”. (1.76)

Approximating T with the kinetic energy of a system of non-interacting electrons 7T :

e2 n(F)n(r
E¢n] = T¢[n] + / V (%)n(F) d*F + 5 // M *r 3 + E™[n), (1.77)

where E*¢ describes the exchange and correlation effects.
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Kohn and Sham [175] have shown that using the stationary property of Eq. 1.77
and applying variational method one gets exactly the same equations as in the case of

non-interacting electrons moving in the potential V¢/7,

§(f V(F)n(F) &3F + EC[n] + E*[n))

eff(7) = —
VeI(T) ?_13)(1?) — (1.78)
:V(F)+62/ |;ff,,|d3f”+ 5n(f’?'

Inserting this effective potential in the single-particle Schrodinger equation and solving

it one can get the eigenvectors ¢;(r) that reproduce the initial electron density

N
n(F) = |i(@). (1.79)
=1

The Egs. 1.78-1.79 (Kohn-Sham equations) are all interconnected and should be
treated in a self-consistent way. One can start with an initial guess of n(r), calculate
Vvelt find ¢; and finally calculate the new density ny(¥) using the Eq. 1.79. The whole
process can be repeated with ny(r) producing ns(r¥) and so on until it converges.

The main difficulty (and an area of intense research) is the form of the exchange
and correlation functional E%¢[n]. Due to the complexity of the underlying physical
effects this term has to be approximated and there are many different ways to do it.
The simplest one is the local-density approrimation that assumes that the exchange-
correlation energy per particle is a known function of n. The more advanced "semi-local"
functionals take into account also the gradient of electron density (generalised gradient
approzimation or GGA). One of the most widely used exchange-correlation functionals
developed by Perdew, Burke and Ernzerhof (PBE) [176] belongs to the latter class. A

more detailed introduction to DFT can be found in Ref. [177] and references therein.

1.4 Experimental aspects

1.4.1 UHV

Surface purity is a paramount concern in experiments on crystal surfaces. Therefore, all
experiments are performed in ultra-high vacuum (UHV), starting with the preparation
of atomically clean sample surfaces by special techniques such as cleaving, ion sputter-
ing, deposition of chemically pure materials etc. During the experiments the surface
condition has to be monitored (for example, the surface purity can be verified by XPS
and the surface order by LEED).

Contamination of the surface by adsorbates will happen at any finite pressure, how-
ever, the time 7 before one full monolayer of adsorbate will be formed on the surface

is inversely proportional to the pressure in the experimental chamber. Of course, T
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depends on the nature of the adsorbate and the surface, but in general one can estimate
that at a pressure p ~ 1075 mbar 7 is on the scale of few seconds, while for typical UHV
conditions p ~ 1071% mbar, therefore 7 is four orders of magnitude larger — on the scale
of many hours. This makes UHV a prerequisite for all surface science experiments.

In our experiments base pressure was below 3 x 10719 mbar. The prepared samples
have been transferred between ARPES and STM chambers in a UHV suitcase.

1.4.2 ARPES

ARPES measurements were mainly conducted at the beamline UE112-PGM2 at the
BESSY II synchrotron facility. The heart of the beamline is the APPLE II undulator
UE112 that produces intense radiation in a range of photon energies well suited for
ARPES experiments (9 — 250 eV). Moreover, the design of APPLE II undulators allows
to control the polarization of the radiation, in the case of UE112 it can be selected to
be linear (arbitrary orientation) or circular (positive or negative). In the experiments
presented in this thesis linear p-polarized (i.e. parallel to the plane of incidence) light
was used if not stated differently.

The endstation ARPES 12 [178] is equipped with a Scienta R8000 HDA and a 6-axis
sample manipulator (3 translational and 3 rotational independent axes). The emission
angle of a photoelectron carries important momentum information and to ensure high
momentum resolution one has to avoid any fields in the vacuum chamber disturbing the
paths of photoelectrons. For this reason ARPES vacuum chambers are protected from
external magnetic fields by an internal shielding made of mu-metal — a special alloy
with very high permeability mainly composed of nickel and iron. The overall resolutions
of the experiment were 0.3° (angular) and 10 meV (energy).

Spectra have been measured in a parallel angular detection mode, the sample was
illuminated by light with constant photon energy while the energies of the emitted
electrons were scanned by the electrostatic lenses of the analyzer. ARPES mapping was
performed by stepwise polar rotation of the sample and acquisition of ARPES spectra
for each value of the polar angle. The data was further converted from angular to
momentum space using the formulas described above (Eq. 1.47).

Spin-resolved ARPES experiments have been performed at the Russian-German
beamline 2 (RGBL2) at BESSY II which is based on the U125-2 undulator. The RGBL2
endstation is similar to ARPES 12 in most aspects except that its Scienta R4000 HDA
is additionally coupled to two Rice University Mott-type spin polarimeters operated at
25 kV. They allow to detect the spin-polarization of electrons along all three axes of
quantization. Linear p-polarized light has been used for the excitation. Overall energy
and angular resolution of the spin-resolved spectra is defined by the apertures and was
46 meV and 0.75°. Despite the fact that the energy resolution is relatively low in spin-

resolved mode, it does not limit the ability to detect spin-splittings in the band structure
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that are smaller than 46 meV [179]. The reason is that the spectral peaks from opposite
spin-channels are measured independently and the energy shift between them can be
determined with high precision. The detection limit depends on the statistics and in

this case estimated as ~ 5 meV.

1.4.3 STM

STM measurements were performed at room temperature with VI' STM (Omicron).
The whole setup including the STM and a preparation chamber was isolated from the
mechanical vibrations by active pneumatic supports (Newport).

The STM tips were prepared from a polycrystalline tungsten wire (99.995% purity)
that was cut and electrochemically etched in a solution of NaOH (20% by weight).
During the procedure the wire is partially submerged in the solution and etching is
happening mainly in the meniscus region, forming a "neck" that gets narrower and at
some point the bottom part of wire falls down under its own weight, leaving a sharp
tip on the top part of the wire. The etching current is constantly monitored: if it drops
below a certain limit, this is a signal that the bottom part fell down, at this point the
power supply is automatically switched off to avoid further etching that will lead to
blunting. The as-etched tip is rinsed in distilled water and dried. It is known that after
such preparation the tip still has a 5-10 nm insulating oxide layer on the surface [180,
181] and probably some residuals of the etching solution. The contamination is removed
by electron-beam heating of the tip in vacuum before its installation in the STM [180,
182].

The base pressure in the vacuum chambers of the STM setup was better than
3x1071% mbar. All STM images were acquired in constant current mode and with

a positive bias voltage on the tip (i.e. the occupied states of the sample were probed).

1.4.4 Software used for data analysis

The (spin-)ARPES spectra were analyzed using custom scripts developed in our group
for IGOR Pro software (WaveMetrics, Inc.). Visualization of the atomic structures
was performed with VESTA [183]. STM data was analyzed with help of the software
SCALA Pro (Omicron NanoTechnology GmbH) and Gwyddion (open-source [184]).
Other software products that were significant for writing and preparation of visual
materials of the current thesis include CorelDRAW, TeXstudio, JabRef, MATLAB and

Mathematica.
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Chapter 2

Gilant Rashba effect in graphene
intercalated with gold nanoclusters

Structural and electronic properties of graphene can be modified in intriguing ways by
contact to metals. In particular, epitaxial graphene on certain substrates intercalated
with heavy noble metals, such as gold or iridium, display an overall band structure
similar to that of a free-standing graphene, but its Dirac cone exhibits a Rashba-type
spin-texture with a relatively strong spin splitting. This effect was discovered exper-
imentally in 2008, however a quantitative explanation is yet missing and the exact
mechanism leading to the spin splitting of a large magnitude is still a matter of debate.

The following Chapter is devoted to the investigation of the possible origin of this
Rashba-effect in the graphene/Au/Ni(111) system in connection with its peculiar sur-
face structure observed in STM. An overview of existing up to date experimental and
theoretical work on this topic will be given as a starting point. We will present the
available results for Rashba-effect studied by ARPES and spin-ARPES techniques. To
explain those results the surface structure of the prepared samples will be extensively
studied by means of STM and various types of observed structures will be listed and
analyzed. Among them we describe a new structure that is attributed to ordered arrays
of intercalated Au nanoclusters, which is further modelled theoretically and tested as
a possible source of the Rashba-effect under investigation. For that we exploit density
functional theory (DFT) to first identify the energetically favourable atomic configura-
tions and then to perform band structure calculations for the obtained model structures

and compare the results with the experiment.
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2. GIANT RASHBA EFFECT IN GRAPHENE INTERCALATED WITH
GOLD NANOCLUSTERS

2.1 Introduction

Introducing the beautiful theoretical picture of Dirac fermions in graphene one usu-
ally considers an idealized sheet of free-standing graphene isolated from other bodies.
However, in a more realistic picture, for any practical purpose graphene has to be in
contact with other materials — it could be either electrical contacts or at least some
supporting frame or grid. Moreover, for application in electronics, large areas of high-
quality single-crystalline graphene have to be manufactured and at the moment one of
the most successful approaches to do that is CVD synthesis of epitaxial graphene on
metallic substrates. But the presence of a substrate is not just an inevitable shortcom-
ing of the real world, on the contrary, it gives unique possibilities to tune the properties
of graphene in a great variety of ways.

In Section 1.2.4 we already discussed some particular cases of how interaction with
the substrate can influence the properties of graphene. In general, epitaxial contact
with metallic substrates can induce a large variety of effects in graphene, affecting its
structural, electronic and magnetic properties [154, 185, 186]. Ideally, by studying the
nature of these effects, one can learn how to achieve the desired set of properties in
graphene by preparing a specific substrate. For example, one can control the charge
doping and band gap [155, 156, 187-189], turn graphene into a spin-filter [190] or
induce certain spin-textures in the Dirac cone [4, 138, 191, 192|. On the other hand,
the substrate can induce stress or superstructural periodicity shaping graphene on the
nanoscale and resulting in moiré patterns and quantum size effects [140, 141, 193, 194].

The fruitful field of studying epitaxial graphene on various substrates has an obvious
shortcoming — not every desired substrate supports direct growth of graphene. As we
discussed in Section 1.3.4, the choice of substrates suitable for CVD growth is limited
mainly to d-metals, however, the list of graphene-metal interfaces that one can achieve
is significantly extended by the possibility of intercalation.

This chapter is devoted to a special case of such interfaces — graphene on Ni(111)
intercalated with gold (further denoted as Gr/Au/Ni(111)): a system that displays
in experiments a surprisingly large Rashba-effect induced in graphene by proximity to
gold, a metal with high SOI.

The Rashba-effect [31] lifts spin degeneracy due to spin-orbit interaction in combi-
nation with the inversion symmetry breaking at the surface.” It manifests itself in the
band structure of materials by formation of a chiral spin-texture of the spin-split bands
in momentum space. The theory of the Rashba-effect and its application to graphene
were discussed in detail in the Section 1.2.4.

An important point is that the intrinsic spin-orbit interaction in pure graphene is

very small [5, 195]. The proximity-induced eztrinsic spin-orbit interaction of significant

*In general, the definition of Rashba-effect is wider and not limited by the surface, here we use the
usual meaning of this term employed in surface science.
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magnitude enables to manipulate spins of electrons passing through graphene without
external magnetic field or ferromagnetic materials. Therefore, such effect is important
for application of graphene for active elements of spintronic devices, such as the Datta-
Das spin field-effect transistor [3].

However, there is a very limited number of systems where the large Rashba-effect in
the Dirac cone of epitaxial graphene was experimentally realized: except Gr/Au/Ni(111)
important examples are graphene on Ir(111) and gold-intercalated graphene on SiC(0001)
or Fe(110) [4, 57-62).

2.2 Historical overview

From the early experiments with graphene on metal surfaces it is well-known that some
intercalants, including noble metals, can electronically decouple graphene from strongly-
interacting substrates that is reflected in "stiffening" of the phonon modes [196, 197].
The first high-resolution ARPES experiments with Gr/Au/Ni(111) [157] confirmed the
decoupling of graphene from Ni(111) after intercalation of gold, moreover, they revealed
a quasi-free-standing character of graphene band structure: linearly dispersing mw-band
and a gapless Dirac cone with its Dirac point almost at the Fermi level (with only slight
p-doping) in agreement with the earlier theoretical prediction for graphene/Au(111)
[187]. Spin-ARPES data showed (13 + 3) meV spin splitting of the Dirac cone. Opti-
mization of sample preparation technique allowed later to achieve a much larger spin
splitting of ~ 100 meV, furthermore, the directions of spin-polarization were in a good
agreement with a Rashba-like spin-texture. This result was attributed to a proximity-
induced Rashba-effect [4]. The origin of this effect lies in hybridization between the
out-of-plane p,-orbitals of graphene and 5d orbitals of Au [4, 58], this hybridization can
be clearly observed in the ARPES spectra (see e.g. Fig. 2(c) from Ref. [4]).

The leading role of 7—d hybridization with a high-Z element for spin splitting of the
Dirac cone was later confirmed by a specially designed experiment [58]: instead of gold
graphene was intercalated by bismuth — a heavy element that lacks d-states in the
valence band, and in this case only spin splitting values < 10 meV were detected (close
to the detection limit). Moreover, in further experiments intercalation of both 0.5 ML
Bi and 0.5 ML Au at the same time resulted in intermediate spin splitting values of
~ 40 — 50 meV [60].

Ab initio calculations performed for Gr/Au/Ni(111) system with a complete mono-
layer of intercalated gold [4] also predict a Rashba-type spin-structure in qualitative
agreement with the experiment. However, the theoretically estimated value of spin
splitting is only around ~ 10 meV. The reason is that gold acts as a weakly interact-
ing substrate and, even though it has strong SOI, the equilibrium distance between

the graphene and the Au layer of 3.3 A (which is in agreement with the result for
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2. GIANT RASHBA EFFECT IN GRAPHENE INTERCALATED WITH
GOLD NANOCLUSTERS

graphene/Au(111) [187]) is too large for the experimentally observed spin splitting to
be produced. Artificially reducing the graphene-Au separation in calculations [4, 198]
one can figure out that the splitting starts to increase rapidly at smaller distances, but
it reaches 100 meV only at 2.3 A, which is unrealistically far from equilibrium (Fig.
2.1). The result of such artificial "pressing" of graphene depends strongly on the exact
configuration of the graphene-Au interface. In an "on-top" configuration carbon atoms
of one sublattice are located directly above the Au atoms, in this case the different
potentials on A and B graphene sites lead to a sublattice asymmetry that enhances
even more when the graphene-Au separation is reduced. The effect of this is opening of
a band-gap in the Dirac cone (see Section 1.2.3), thus only a configuration that keeps
the A-B sublattice symmetry perfectly intact can display a gapless Dirac cone after
"pressing". This is possible only in a "hollow-site" geometry, i.e. when Au atoms are
located below the centers of graphene hexagons [Fig. 2.1 (a)].

It seems that in the model of a full monolayer of intercalated gold it is impossible
to satisfy both experimentally observed properties — quasi-free-standing character of
graphene and strong SO-splitting in the Dirac cone. Attempts were made to model the
intercalated gold as a p(2 x 2) overlayer on Ni(111), such assumption leads to a 2.3 A
equilibrium distance and 60 meV spin splitting in the Dirac cone, but such structure
was neither supported by STM nor by LEED data [4].

Even though the Au p(2 x 2) overlayer was not confirmed, the general theoretical
result is interesting: the layer of gold with only 0.25 ML coverage can induce 6 times
stronger spin-orbit interaction in graphene than a full monolayer of gold. This surprising
effect is achieved by attraction of graphene to the gold-free areas that effectively press
it closer to gold atoms, increasing the proximity-induced spin-orbit effects. A similar
idea will be exploited further to explain the experimental results obtained in this work.

To date, the details of the mechanism leading to a giant (~ 100 meV) spin splitting
of the Dirac cone in Au-intercalated graphene on Ni(111) have remained a topic of

discussion and in this chapter we propose a new possible structural explanation.

2.3 Experimental details

The unexplained giant Rashba spin splitting could be determined by the structural
details of the Gr/Au/Ni(111), as in the hypothetical example of a Au(2 x 2) interlayer
discussed above. To explore this possibility we conducted an extensive STM study of
Gr/Au/Ni(111).

First of all, we had to compare two types of substrates typically used in experiments:
the Ni(111) surface was prepared either as a clean face of bulk single crystalline Ni or
as a surface of a thin (15-20 ML) film of Ni deposited on a W(110) single crystal.
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Figure 2.1: Rashba spin-orbit splitting in Gr/Au/Ni(111) and its dependence on
graphene-Au separation (reproduced from Ref. [198]). (a) Structural model of Gr/Au(111),
gold atoms are located symmetrically with respect to both graphene sublattices — in the
centres of hexagons (hollow-site configuration). Equilibrium graphene-Au distance is 3.3
A. (b) Band structure around K point of graphene, Graphene-Au separation was artifi-
cially reduced to 2.5 A. SO splitting in the DC of graphene Aggp increased to 70 meV. Spin
directions are marked by red and green colors. (c) General theoretical dependence of SO
splitting in the DC on the graphene-Au separation. The variety of experimental values of
Aso acquired for different wavevectors k| extracted from Refs. [4, 157] is presented on the
graph as two ranges: (1) for single crystalline Ni(111) substrate and (2) thin film Ni(111)
substrate. Average values of Agp are determined as 13 and 96 meV, respectively.

The comparison revealed that a surface of single crystal Ni(111) typically displays
a higher concentration of structural defects, such as screw-dislocations (see Fig. 2.2(a),
left) and atomic step edges. All samples were prepared multiple times on different
types of substrates and on average graphene grown on single-crystalline Ni(111) dis-
played lower structural coherence with the substrate, as can be seen from the arcs in
the LEED images. These arcs have the same diffraction angle as the (01) spots of
the p(1 x 1) pattern of graphene/Ni(111) and correspond to rotationally misoriented
graphene domains (Fig. 2.2(a), right). Another important difference observed in STM
is related to unidirectional compressive strain that appears in the thin film of Ni(111)
grown on W(110) due to the film-substrate lattice mismatch. This results in a "wavy"
one-dimensional stress-relief pattern with amplitude of Az ~ 0.2 A seen in Fig. 2.2(b),
left. Surprisingly, after preparation of graphene this corrugation pattern is not observed
in STM anymore, but another feature arises in the form of large-scale elevated regions
with smooth profile ("bubbles"), especially pronounced in the regions of domain borders
(Fig. 2.2(b), middle) and absent in the case of graphene on single-crystal Ni(111).

Even though there is a number of substrate-type specific features for Gr/Ni(111),
the types of structures formed by the intercalated gold observed in our experiments

were qualitatively the same.
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Figure 2.2: Comparison of two types of Ni(111) substrates: single crystal (a) and thin film
Ni(111)/W(110) (b). Left column contains STM images of clean substrates and right two
columns contain STM images after CVD cracking of graphene and corresponding LEED
patterns. Insets present STM images of graphene with atomic resolution. White arrows
mark the screw dislocations. The thin film Ni surface has a 1D periodic corrugation
pattern that is present all across the film with an average period of ~ 90-100 A and
amplitude Az ~ 0.2A, height profiles along lines 1 and 2 are displayed in (c) and (d),
respectively. Yellow dashes mark dislocations in this pattern. After CVD cracking this
stress-relief pattern disappears, however a large-scale unevenness remains in a form of
"bubbles" (marked with yellow dotted circles), especially pronounced in the regions of
domain borders (marked with yellow arrows).

2.3.1 Sample preparation and experimental details

2.3.1.1 Sample preparation procedure

Two common approaches of Ni(111) surface preparation were used: cleaning of a (111)
terminated single crystal Ni or deposition of a thin film of Ni on a W(110) crystal. Single
crystal Ni(111) was cleaned by repeated cycles of Ar™ sputtering at 2 kV followed
by annealing at T=1000 K. Thin (15-20 ML) Ni(111) film was prepared by e-beam
deposition of Ni on W(110) and subsequent annealing at T=800 K.

Graphene was prepared on the Ni(111) surface according to procedures described
in the literature ([133, 196]) in a CVD process using propylene gas as source of carbon.
Partial pressure of propylene in the reaction chamber was 1x10~% mbar and the Ni
substrate was kept at T=800 K. Intercalation of Au under graphene was performed by
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deposition of Au on top of graphene and subsequent annealing at 750 K. Nominal gold
coverage was uniform 1 ML in one type of experiments or spatially varied from 0 to 1
ML in a systematic way, the latter was achieved by shadowing parts of the crystal with
a moving shutter (creating a "wedge").

Thickness of Ni film and Au coverage were estimated from deposition times and rates
calibrated by a quartz microbalance. Deposition rates of both Au and Ni evaporators
were typically 0.2 ML per minute.

The surface condition was monitored at each step of preparation by LEED.

2.3.1.2 Details of DFT calculations

The atomic structures and electronic band structures in this chapter were modelled and
studied theoretically using DFT calculations as implemented in the Vienna Ab initio
Simulation Package (VASP) [199].

The model structures under consideration were Au; and Aus clusters embedded in
a graphene/1 ML Ni slab with lateral dimensions of (6x6) and (10x10) graphene unit
cells, respectively. To find the equilibrium shape of the graphene sheet for the studied
model supercells we have performed a structural optimization as the first step. This
relaxation started from several different initial configurations of graphene, in each case
C atoms were allowed to move in order to minimize the total energy of the system
(Au and Ni atoms were fixed). The calculations employed the projector-augmented
wave (PAW) [200] method with a semi-local exchange-correlation functional introduced
by Perdew, Burke and Ernzerhof (PBE) [176]. The iterative optimization process was
repeated until the total energy difference between two consecutive energy minimization
steps did not fall below 10~ eV. The basis for the expansion of the electronic orbitals
was formed by plane waves with kinetic energies up to 500 eV. Reciprocal space was
sampled by 3x3x1 T'-centered k-point mesh and the T-point for (6x6) and (10x10)
supercells, respectively. As DFT approach with usual exchange-correlation functionals
has difficulties to account for the non-local dispersive van-der-Waals forces, the latter
requires a special treatment. Here the DFT-D2 methodology of Grimme [201] was used
for this purpose. The spin-orbit interaction was included only in the band structure

calculation of the most stable of Au; configurations.

2.4 Results and discussion

2.4.1 Structure of the graphene/Au/Ni(111) interface

It was observed that after annealing at 800 K, gold intercalates under graphene and
stays trapped in the interface region between graphene and Ni(111), i.e. it neither de-

intercalates, nor dissolves in the bulk of the substrate. The reason is the immiscibility of
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Au in Ni in the bulk [202], even the gold initially dissolved in the bulk tends to segregate
at elevated temperatures and stays on the surface, as it was shown in experiments [203].

The STM experiments conducted in the course of this work showed a variety of
structures that are formed by gold trapped between graphene and the Ni(111) surface

that will be discussed in the following subsections.

2.4.1.1 Phase I. Continuous monolayer of intercalated Au with triangular
pattern

First LEED and STM studies of Gr/Au/Ni(111) suggested that intercalation of gold
underneath graphene happens in the form of a close-packed monolayer and a roughly
p(9 x 9) superstructure attributed to a trivial moiré pattern due to lattice mismatch
between the layers of gold and graphene [4, 157]. The characteristic LEED pattern
obtained from a sample prepared on a thin film Ni(111) substrate is presented in Fig. 2.3.
The LEED pattern and the explanation above are consistent with the fact that the
lattice constant of a close-packed Au monolayer on Ni(111) amounts to a4, ~ 2.8A
[204]*, thus aau/(aay — agr) = 9, where ag, is the lattice constant of graphene. (See

section 1.3.5 for details about the formation of moiré patterns.)

Figure 2.3: LEED images of graphene prepared on 40 ML Ni film on W(110) and interca-
lated with gold. The primary beam energies are £, = 28 €V (a) and 76 ¢V (b), colours are
inverted for better contrast. The extra reflections are related to a periodic superstructure.
(¢) A schematic p(9 x 9) LEED pattern with 1 order of superstructural spots.

However, our detailed STM examination revealed that the superstructure is actu-
ally significantly more complex than a lattice-mismatch induced moiré pattern with a
sinusoidal-like height-profile. The actual superstructure is formed by isolated triangu-
lar loops of depressed Au atoms in the layer underneath the graphene (we will call it
further "triangular pattern", see Fig. 2.4). This interesting pattern was discovered in

earlier STM studies of Au deposited on Ni(111) (without graphene overlayer), where

*This value is slightly reduced compared to the Au-Au distance of 2.88 A in the (111) plane of a
bulk gold crystal, meaning that the Au layer experiences compressive strain.
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it appeared for coverages from 0.3 to 0.8 ML*, extensively studied and explained by
Jacobsen et al. and Nielsen (PhD Thesis) [204, 205].

071 454 -
» YO0 0 7 0 25 30 35
Jacobse.n egell 199} | Lateral displacement, A

Figure 2.4: Triangular superstructural pattern in Gr/Au/Ni(111). Current channel STM
image (a) shows well-ordered triangular pattern on multiple atomic terraces. Zoom-in
is presented in image (b), specific tunneling parameters allow to see both the graphene
lattice and triangular pattern below simultaneously (I channel). One can see periodic
height variation along the edges of triangular depressions. Supercell is denoted by a white
dashed line. (c) Z-channel image corresponding to (b). (d) Atomically resolved STM image
of the triangular pattern in Au/Ni(111) (reproduced from Ref. [205]). Bright protrusions
are attributed to Ni atoms ejected to the surface. Inset shows a Z-profile along the white
line, image dimensions are (4.5 x 5) nm?. (e) Height profiles extracted along the edges of
triangles [white lines in (c)]. Tunneling currents I; and bias voltages Up, were: 0.78 nA, 100
mV (a); 0.65 nA, 20 mV (b,c). Graphene in (a-c,e) was prepared on single-crystal Ni(111).

In these works using STM and molecular dynamics calculations the authors were
able to suggest a formation mechanism of the triangular pattern. If one first imagines
a (9 x 9) supercell of a flat Au monolayer on (10 x 10) Ni(111), it becomes clear that
a large portion of Au atoms are close to energetically less-favourable on-top position
[Fig. 2.5(b)]. The surface energy can be minimized by the following reconstruction that
involves both Au and Ni top-most layers: a row of few adjacent Ni atoms is ejected
from the substrate allowing the nearby Ni atoms to shift in-plane from fcc to hep-sites
[Figs. 2.5(a,c)]. As a result, the group of Au atoms that were in the positions almost on
top of Ni atoms now appear close to the most energetically favourable positions with 3
Ni neighbors [205, 206][Figs. 2.5(a,c)]. This process continues until the whole adjacent

triangular block of Ni atoms is shifted to hcp sites and a triangular dislocation loop

*Coverages are presented as a ratio of numbers of Au and Ni atoms on the same area, due to a
difference in the interatomic distances 0.8 ML Au coverage stands for a full monolayer of gold.

o7
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is formed around it. Triangles in the gold overlayer reflect the underlying structure,
as Au atoms directly above the triangular dislocation loops minimize their energy by
shifting closer to the Ni layer forming triangular depression lines. One notable feature
of this reconstruction observed also in experiments is a larger depth of Au depression
in the corners of triangles that can be expected from the empirical argument of larger
available space in the corners of the dislocation loops [see Fig. 2.5 (d)| and this effect
was confirmed by calculations [205]. Ni atoms that were removed from the top-most Ni
layer presumably remain on the surface alloyed in the Au layer [204, 205]

a]
O Ni atom

@ Eijected Niatom
@© shifted Ni atom
o Auatom

o hcp site
® allowed hcp site

Figure 2.5: A hardball model of atomic structure of triangular pattern in (9 x 9) Au
on (10 x 10) Ni(111). Blue reference mark in (a—d) is fixed relative to the Ni bulk. (a)
a (10 x 10) supercell of the topmost Ni layer before reconstruction, a row of 5 Ni atoms
(marked with red and hatching) will be ejected from the layer, the atoms adjacent to it
(marked grey) will shift and occupy hcp sites. (b) Same as (a), but (9 x9) Au layer is
overlaid. Au atoms nearby the reference point are almost on-top of the Ni atoms, while
on the opposite side of the supercell they are close to three-fold coordinated positions.
(c) After the reconstruction the triangular block of Ni atoms shifts to hep sites and a
triangular misfit dislocation loop is formed. (d) Au atoms around the reference mark are
now close to three-fold coordinated positions as well and Au atoms that appear above the
misfit dislocation loop form a triangular dip visible in STM. (e) Comparison of two possible
orientations of triangular pattern in Au/Ni(111). Number of hep sites that can be occupied
by shifted Ni atoms is different in two cases.

STM data shows that all the triangles are oriented in the same direction, this prefer-
ential orientation can be also justified in the framework of dislocation loop mechanism.
If one considers two triangular loops of the same size, but opposite orientations, in one
case the number of available hep sites will be larger ["up" orientation in the Figure

2.5(e)], thus its formation requires a lower number of vacancies™.

*The reason for this asymmetry is the ABC stacking of layers in fec-Ni(111) (let the topmost layer
be C). There are actually two possible shifts that result in higher Au-Ni coordination numbers. First
one changes A-B-C to A-B-A, locally reproducing hcp type of stacking — this is what we call a shift to
hep-sites. The other possibility would realize exactly the same structure described in the text for the
opposite orientation of triangle, but it also leads to A-B-B stacking, thus energetically very unfavorable
and does not realize in practice.
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2.4 Results and discussion

A monolayer of gold on Ni(111) without triangular pattern was observed to form only
when Au was deposited at low temperatures (170 K) realizing a metastable structure
with a moiré pattern, this possibility is excluded in our case by the necessity of annealing
to enable intercalation.

In the reference [204] it was described as well that characteristic size of triangles and
periodicity of the pattern depend on the Au coverage 6, and for § = 0.3 ML coverage
the average size of the superstructure is close to (20 x 20), roughly double of the one
at the maximum coverage, which is (9.7 x 9.7). In our experiments we observe a rather
uniform distribution of periodicities and sizes of triangles in good agreement with the
(9.7 x 9.7) pattern (see Fig. 2.4(a)), meaning that gold underneath graphene forms a
uniform single layer film with coverage close to maximum. For lower coverage one would
expect larger average sizes of triangles and in the case of multiple layers of gold it was
found that the triangular pattern smooths out quickly with thickness and the second Au
layer is already almost uniform and displays no strong corrugation across the depression
lines [205].

Another important observation is that in our experiments with submonolayer Au
coverages the triangular pattern was still observed even on small intercalated Au islands
(Fig. 2.6). Moreover, the periodicity and size of triangles on small islands is similar to
that of a full monolayer, as can be seen in Fig. 2.6(d). Together with the arguments
stated above it means that the behavior of gold islands intercalated under graphene
slightly differs from that in the pure Au/Ni(111) system. This can be attributed to the
extra compressive strain induced by the graphene overlayer on gold islands.

At specific tunneling conditions we can observe details of the triangular pattern
underneath graphene [Fig. 2.4(b)], line profiles along the edge of triangles [Fig. 2.4(e)]
display apparent protrusions (typically 2 or 3, depending on the size of triangle). It
is tempting to associate those features with Au atoms submerged in the triangular
dislocation loop and compare the line profiles directly with the profile obtained in [205]
for pure Au/Ni(111) system [Fig. 2.4(d)|. However, the situation is more complex due
to the graphene overlayer and interplay between topography of graphene and gold states
extending above the surface of graphene. The distance between the deepest points varies
in the range from 11 to 12 A, which is in agreement with 4 X a4, = 4 x 2.8A = 11.24,
meaning that the size of our triangles is similar to the central one in Fig. 2.4(d). In
this case there should be 3 protrusions along the edge, however we see only two with
distance between them around 4-5 A. The detailed study of this effect is a matter of
future research.

The reconstruction discussed in this section is rather unique because it happens
mainly in the subsurface region, a similar pattern formation was observed only in the
interfaces of a few other immiscible and largely strained systems, a prominent example

is Ag/Cu(111) [207-210]. Another system realizing a subsurface reconstruction is Ag
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<

Figure 2.6: STM of triangular pattern in Gr/Au/Ni(111) for submonolayer Au coverages.
(a,b) STM of a sample with low (~ 0.3 ML) Au coverage, Z (a) and current (b) channels.
One can see periodic corrugation on islands of intercalated Au. (c) A close-up of the area
marked by a yellow frame in (b), triangular shape of protrusions is visible (current channel
image). (d) Sample prepared with an intermediate Au coverage [0.5 ML], triangular pattern
can be observed and it looks identical both on large and small islands.

Graphene was prepared on thin film Ni(111), tunneling currents I; and bias voltages U,
were: 1.14 nA, 1.23 V (a,b,c); 0.65 nA, 1.05 V (d).

bilayer on Pt(111) [211, 212]. It produces an even more complex reconstruction pattern
[212] resembling a distorted kagome lattice. Moreover, it was demonstrated that it
can support highly ordered self-organized arrays of Ag nanoclusters [211]. A similar
pattern was observed for a sputtered and annealed PtosNizs(111) crystal, where it was
also attributed to appearance of subsurface dislocations [213] (and recently the same
pattern was observed for 2 ML of Pt deposited on PtysNizs(111) [214], although the
latter system was not studied in detail). Regarding the case with graphene overlayer
most recently a triangular pattern analogous to the one discussed above was discovered
for Gr/Co(0001) intercalated with gold [215].

2.4.1.2 Phase II. Ordered arrays of intercalated Au nanoclusters

In all STM experiments with various Gr/Au/Ni(111) samples the major part of inter-
calated gold was in form of Phase I described above. However, it was observed that this

phase coexists with another intriguing structure: intercalated Aw nanocluster arrays
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(see Fig. 2.7). In the large-scale STM image 2.7(a) one can see different intercalated
structures coexisting in the same area: monolayer gold and periodic arrays of protru-
sions (large and small ones) which we interpret as intercalated nanoclusters (for reasons
explained below). These nanoclusters can form a well-periodic lattice structurally co-
herent to the triangular p(9.7 x 9.7) pattern. The size of the areas occupied by these
arrays vary from 20 to 200 nm. Nanoclusters formation is observed systematically for

samples prepared both on single-crystalline and on thin film Ni(111) substrates.
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Figure 2.7: STM of arrays of intercalated clusters. (a) Large scale STM image depicting
different intercalated phases coexisting in the same area: continuous monolayer, lattice of
large clusters (coherent with (9.7x9.7) triangular pattern) and lattice of smaller clusters
(identified relative to the large one as (3.2v/3 x 3.2v/3) R30°, see main text). The areas
where coalescence of clusters happens are marked with white arrows. Height profiles along
the lines S1 and S2 are presented in (b). A close-up STM image of the border between the
large cluster array and the monolayer Au phase is shown in (c¢) and (d) (Z and I channels,
respectively). One can see the coherence and the peculiar relationship between the typical
(9.7%x9.7) triangular pattern in the monolayer Au phase and the nanocluster array. Panel
(e) is a close up of the upper left corner of (a), lines are guides to the eye to show the
coherence between all three types of structures formed by intercalated Au: white lattice
corresponds to large clusters and yellow to small ones. Graphene was prepared on Ni single
crystals. Tunneling currents I; and bias voltages U, are presented directly in the figures.
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Unlike the triangular pattern that was observed in pure Au/Ni(111) [205], nanoclus-
ter arrays are a unique feature of the Gr/Au/Ni(111) system and were never reported
to occur without graphene overlayer to the best of our knowledge. On the other hand,
intercalation of gold under graphene in form of small clusters was reported in the lit-
erature [216-218]. Those authors intercalated Au between graphene and carbon-rich
interface layer (buffer layer) on SiC(0001) that resulted in the formation of few-atom
clusters arranged in a rather irregular lattice without long-range order. This super-
structure was described as disordered (9 x 9) relative to the graphene lattice, and the
average distance between the nearest-neighbouring clusters was 2.2 nm.

In our case intercalated arrays of clusters are well periodic (Figure 2.7). We distin-
guish two phases: with larger and smaller clusters. For the first one the periodicity is
~ 25 A this value is close to the periodicity of the triangular pattern, and the apparent
height of the protrusions is ~ 1.5 A [see line profile along S; in Figure 2.7(b)]. Similar
orientation and periodicity of this phase and the triangular pattern indicates that their
formation mechanisms are probably related to each other and stem from the large lattice
mismatch between Ni and Au. In the second phase the smaller clusters are arranged in
a lattice with smaller periodicity of ~ 17 A and rotated by 30° relative to the lattice
of larger clusters (and triangular pattern). Apparent height of the protrusions is only
~ 0.5 A [see line profile along Sy in Figure 2.7(b)]. A detailed characterisation of the
superstructure formed by small clusters will be given further based on its relation to
the superstructure of larger clusters.

Figures 2.7(c,d) present a close-up STM image of the border between the monolayer
Au phase and the array of large clusters. The edge of the monolayer region has a
peculiar sawtooth shape that forms the transition region to individual clusters that
form a lattice coherent with the (9.7x9.7) triangular pattern of the ML Au phase. The
triangular pattern itself here is much more pronounced than in Fig. 2.7(a), where it was
not well resolved due to different tunneling parameters.

One has to note that the observed patterns that we describe as intercalated Au
nanoclusters share an apparent similarity with the structures observed in Ref. [219],
where Au was not involved at all. Those authors studied the growth of graphene on
a Ni(111) single crystal and suggested that under specific conditions a transformation
of surface nickel carbide (Ni2C) into graphene may occur. Such transformation results
in a graphene sheet rotated by ~ 3° relative to the Ni(111) substrate (for geometrical
reasons) and this small misorientation leads to a moiré pattern with periodicity of 2.7-
3.0 nm. However, despite the visual similarity, there are multiple experimental evidences
that the periodic arrays of protrusions that we observe in the gold intercalated samples

cannot be explained by a simple moiré pattern without Au.
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First of all, both cluster phases are observed together with a continuous Au mono-
layer phase, assuming the moiré pattern mechanism this would require graphene do-
mains with different possible orientations providing different types of apparent struc-
tures. As we see from Fig. 2.7(a), even in disconnected regions of the same phase
protrusions form exactly the same lattices. Taking into account that a moiré pattern is
very sensitive to small changes in angle, it means that graphene domains in disconnected
regions should be oriented precisely the same, which is unlikely, as we see a uniform
distribution of misorientation angles in the LEED pattern [see for example 2.2(a), right].
The second argument is the same apparent height measured in STM at different bias
voltages from regions with the large cluster phase and the continuous monolayer phase.
Moreover, large islands of the continuous ML Au phase and clusters show similar behav-
ior of their Z-contrast with bias voltage (Fig. 2.7). This indicates that the nanoclusters
are electronically similar to the monolayer Au phase. The third argument supporting
the intercalated clusters is observation of merging of individual protrusions together
[marked by white arrows in Fig. 2.7(a)]. This coalescence happens for both types of
periodic arrays observed. Similar effects of cluster intercalation and coalescence have
been reported for Si intercalated under graphene on Ru [220]. Among other arguments
one can mention the not perfectly uniform shape of individual protrusions and a few
visible vacancies in the small cluster lattice.

All these observations indicate that the periodic arrays of protrusions are indeed
composed of individual nanoclusters under graphene and cannot be explained solely by
conventional moiré superstructures. The possibility remains that gold intercalates in
the form of clusters under a moiré pattern of graphene on Ni rotated by ~ 3°, however,
the periodicity observed in [219] was significantly larger and we have never detected any
sign of a square NipC lattice in LEED. With this argumentation we can conclude that
the observed periodic protrusions are intercalated individual nanoclusters arranged in
periodic arrays under graphene.

To analyze the relationship between all three structures and prove their coherence
we overlaid a (9.7x9.7) superstructural mesh in the area where all three phases meet
[see Fig. 2.7(e), white mesh|. Large clusters precisely fit in this (9.7x9.7) mesh proving
their coherence with triangular pattern. However, the lattice of smaller clusters is also
closely related to (9.7x9.7). To see that, one needs to join nearest small clusters in
groups of three [Fig. 2.7(e), yellow rounded triangles|, the resulting lattice perfectly
extrapolates the positions of the larger clusters and thus matches the (9.7x9.7). This
relationship allows to identify the superstructure formed by smaller clusters as (3.2v/3
x 3.21/3) R30° [yellow mesh in Fig. 2.7(e)].

All three structures are closely related to each other and it indicates that there is

the same driving force of their formation. Taking into account a coalescence effect one
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Figure 2.8: Au nanocluster structure in Gr/Au/Ni(111) on a thin film Ni substrate
prepared on W(110) with low nominal Au coverage (~ 0.2 ML). Two types of intercalated
Au structures are visible simultaneously: triangular patter on Au monolayer phase (labelled
"ML Au") and arrays of Au clusters ("Au clusters"). (a) Large scale STM image. Close-up
of the marked area is presented in (b). (c) Height profile over cluster arrays extracted from
(b). Tunneling currents I; and bias voltages Up: (a) 26.1 nA, 1575 mV; (b) 5.7 nA, 1049
mV; (c) 11.4 nA, 1544 mV.

can consider cluster phases as incomplete versions of the full monolayer phase in regions
of reduced Au coverage.

Figure 2.7 presents a very good example of the cluster phase formation on a Ni(111)
single crystal, however, as we stated above, this phase is observed equally well on the
thin-film Ni(111) substrate prepared on W(110) (see Fig. 2.8). One can see that the
periodicity of cluster lattice is the same as in the case of the single-crystal substrate.

The ratio between areas occupied by cluster array structures and by monolayer Au
phase was in the range 10-30% for different sample preparations. These estimated values
are based on STM data obtained from 3-4 macroscopically distinct areas on the surface
of each sample. Still, information obtained by STM has a local nature and might not
represent the average condition of the whole sample surface. For example, in large-
scale STM images presented in Figures 2.9(a,b) we observed that roughly 50% of the
Au-intercalated surface area is occupied by cluster structures.

Regarding surface-averaging techniques, due to similar ~ (9.7 x 9.7) superstructures
the large cluster arrays and triangular pattern cannot be distinguished by LEED in a
simple way, especially taking into account that superstructural reflections are relatively
weak in this system (typically only the first order is visible). The reflections that could
be attributed to a (3.2\/§ X 3.2\/3) R30° structure of smaller clusters were not observed
in the LEED data.

To test whether the observed nanocluster arrays can cause the enhanced Rashba
effect observed in spin-ARPES experiments we have conducted a series of theoretical
simulations to model the atomic structure corresponding to the cluster arrays and per-
formed spinful band structure calculations.
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Au Clusters

O Au Clusters
O Monolayer Au

Figure 2.9: Au nanocluster array structure in Gr/Au/Ni(111) on single-crystal Ni(111).
(a) Large-scale STM image displays areas of full monolayer of gold (marked as "ML Au")
and areas with nanocluster arrays ("Au clusters"). (b) Same image as (a), but areas with
intercalated clusters and monolayer Au are highlighted. In this region total areas occupied
by clusters and gold monolayer are approximately equal. (c) Smaller scale STM image
from a nearby region that reveals arrays of small clusters.

Tunneling currents I; and bias voltages Up: (a,b) 0.7 nA, 337 mV; (¢) 0.5 nA, 619 mV.

2.4.2 DFT modelling of the cluster structures

As it was discussed in Section 2.2 a diluted p(2 x 2) gold intercalated superstructure
can induce stronger spin-orbit effects in graphene than a full monolayer of gold due to
an effective attraction of graphene towards the bare Ni areas that significantly reduces
the graphene-Au separation. A qualitatively similar effect can be expected in the case
of the even more diluted structure of few-atom Au clusters. In this section we apply
DFT calculations to quantify this effect and figure out whether it is strong enough to
explain the giant Rashba effect observed experimentally.

Two different cluster models were used to represent smaller and larger clusters: a
single gold atom (Au;) and a cluster of three atoms (Aus) [see Figs. 2.10(a,b)|, which
were introduced in the interface of a Gr/Ni slab in the hollow-site positions. Supercell
sizes were selected (6x6) and (10x10) graphene hexagons, respectively, to approximate
the periodicities observed experimentally. For brevity we will call these two configu-
rations by the size of incorporated clusters: Au; and Aug. The Ni(111) substrate was
modelled by one atomic layer of Ni atoms.

To obtain an equilibrium shape, the structures were allowed to relax from the initial
configuration. The choice of the latter is important, since in some cases after relaxation

the system might reach a local minimum and end up in a metastable configuration
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that is not realized in practice. To avoid this situation we performed relaxation from
two opposing starting points. In the first case graphene was initially flat and placed
relatively far from the Ni substrate (3 A above the clusters), and in the second case
graphene was initially placed close to the Ni substrate and artificially buckled around
the clusters.

For both Au; and Auj structures relaxation from different initial configurations
did not result in the same structures, however they all display a common feature — a
buckled shape of graphene around the cluster region [see Figs. 2.10(c—f)|. The difference
is that initially flat graphene remained at large (>3.0 A) distance from the Ni substrate
[Figs. 2.10(c,e)| while in the opposite case [Fig. 2.10(d)| graphene did not decouple from
the substrate and equilibrated at ~ 2.0 A from the Ni surface in the areas between
the clusters (close to the equilibrium distance for Gr/Ni(111) that is dy;=2.05 A as
calculated in Refs. [187, 188]). However, the total energies of relaxed configurations

were different and we discuss the stability of these structures further in detail.
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Figure 2.10: DFT modelling of graphene supported by nanocluster arrays. Structural
models of Au; (a) and Aug (b) structures (with 1 and 3 Au atoms in the intercalated cluster,
respectively). Dimensions of the slab used in calculations were (6x6) for Au; and (10x10)
for Aus. (c) Calculated relaxed atomic structure for Au; case. Distance between graphene
and Ni(111) substrate is dn;=3.3 A, suggesting reduced interaction with the Ni substrate.
On the other hand, the graphene-Au distance (da,=2.35 A) is much smaller than 3.3 A
for graphene on bulk Au, thus one can expect enhancement of the locally induced SOI
in graphene. Two relaxed configurations obtained for Aus (d,e) differ in the behavior of
the graphene in the areas between the clusters: in (d) it is strongly bonded to Ni(111)
(dni=2.0 A) and has a giant amplitude of corrugation (A,=2.8 A), while in (e) it is quasi-
free-standing with large distance to the substrate (dy;=3.0 A) and smaller corrugation
amplitude (A,=1.8 A). Distances to gold are d4,=2.3 A and 2.5 A, respectively.

2.4.2.1 Au; relaxed structures

In the case of the Au; structure the lowest energy configuration [Fig. 2.10(c)| was
achieved from initially flat graphene, while relaxation of the bent configuration resulted
in a more deformed graphene with higher corrugation height Az and higher total energy
that even exceeded slightly the energy of flat graphene (< 8 meV per C atom).
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The most stable of Au; configurations is presented in [Fig. 2.10(c)]. The corrugation
height is Az &~ 1 A and the distance between graphene sheet and Ni substrate is
dni=3.3 A (minimal value taken in the area between the clusters), which is much larger
than the 2.05 A separation in Gr/Ni(111) and similar to values obtained for substrates
weakly interacting with graphene [187, 188]. It means that not only a monolayer of gold,
but even its diluted superstructures can effectively decouple graphene from the strongly
interacting substrate, even when gold is present at very low concentrations (1 Au atom
per 36 graphene hexagons in this case). This decoupling should reduce the effect of Ni
on the sublattice asymmetry and electron doping making graphene quasi-free-standing.

The second important feature of this structure is the small minimal distance between
graphene and gold atom, that is only d,=2.35 A [Fig. 2.10(c)], significantly reduced
compared to the equilibrium distance of 3.3 A for graphene on a monolayer of gold [4].
If one could achieve such proximity to a monolayer Au, the spin-orbit splitting would be
around 100 meV, as estimated from the graph in Figure 2.1(c). This result gives a strong
motivation to study this system further, since it is not intuitively clear what would
be the effect in case of a superstructure of individual atoms, moreover, the relatively
strong buckling of graphene might significantly influence its band structure. To answer
these questions all at once, fully-relativistic spinful band structure calculations were
performed.

2.4.2.2 Au; band structure calculations

For these calculations the most stable relaxed Au; configuration was used [Fig. 2.10(c)|.
Only the smaller cluster structure was modelled because of the computational limita-
tions®, for the same reason the Ni layer had to be removed. The latter can be justified
by the large graphene-Ni separation and thus expectedly weak interaction. Moreover,
the main focus of this study is on the details of the graphene-Au interaction, which
should not be affected.

The resulting band structure around the Dirac point of graphene is presented in
Figure 2.11. The results obtained for three spatial projections of spin (S, S, and S;)
are presented in three separate panels with corresponding labels. The z axis is oriented
perpendicular to the in-plane translation vectors of the supercell, while z and y axes
are in-plane and their orientation is shown in the top of S, panel. The magnitudes of
spin-projections are presented by color of the dispersion graph on the scale from red
(negative) to green (positive) [see the color bar in Fig. 2.11]. Due to backfolding the
bands from K and K’ are superimposed at the T’ point of the superstructural BZ. This
happens for all superlattices of size (3k x 3k), where k € N, including our case of (6 x 6)
[see Fig. 2.12].

*The time required for the DFT band structure calculations scales non-linearly with the number of
electrons in the system n. The scaling law depends on the used implementation of the DFT approach
and the system under study, but as a rough estimate the number of operations is & n® and it can be
optimized to be o< n? [221].
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Figure 2.11: (a) Results of fully-relativistic band structure calculations for the atomic
configuration Au; presented in Figure 2.10(c) (excluding Ni atoms). Spin structure of the
Dirac cone agrees well with the one expected for a Rashba effect (S, and S, projections).
There is a band gap (dashed circle, E;=60 meV) and a component of spin in the out-of-
plane direction (S, projection). (b) Reference frame axes in the reciprocal space.
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Figure 2.12: Backfolding in Brillouin zones of (k x k) hexagonal supercells. Red hexagons
represent a (1 x 1) BZ and black hexagons are k times smaller mini-BZs of the (k x k)
supercell (scale is increasing proportionally to k to keep small features visible). One can
see that the K point of (1 x 1) matches K, K’ and I points of mini-BZs when k = 1,2 and 3,
respectively. This sequence continues periodically, thus for (3 x 3), (6 x 6), ... , (3k x 3k)
the K and K’ points of the (1 x 1) BZ will match with the T point of the mini-BZ.

The Dirac cone in Figure 2.11 is formed by spin-split bands with nearly constant

splitting of ~ 60 meV. Both the uniform splitting in the vicinity of the Dirac point
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and the specific distribution of the spin-polarization (as seen from plots S, and S,)
are characteristic of a Rashba-type spin-texture [see Fig. 1.3(b) in Section 1.2.4]. The
strength of Rashba SOI (A = 2Ar &~ 60 meV) is surprisingly large for such a diluted
Au layer. It seems that the small concentration of gold is counterbalanced by shorter
graphene-Au distance. This effect has been recently verified theoretically [222].
Among other interesting features of this band structure are the band gap (E, = 60
meV) and non-zero values of S, components of spin. Both these effects can be attributed
mainly to the buckling of the graphene layer around the Au clusters. Such buckling
breaks the sublattice symmetry in graphene and thus forms a band gap [see Section
1.2.3]. Together with a strong SOI this can lead to a "hedgehog" spin-texture in the
vicinity of the Dirac point, i.e. a non-zero z component of spin and inclination of spins
towards an out-of-plane orientation when approaching the band gap region [59, 223].
The band gap itself [marked by a dashed circle in panel S, of Fig. 2.11] can appear for
a variety of reasons in addition to the suggested buckling-induced sublattice asymmetry,
for example, one can assume an influence of Au on the sublattice asymmetry or lateral
confinement of electrons in the buckled parts of graphene. To distinguish the effects
of buckling and Au cluster on the band gap another band structure calculation was
conducted for the same system but with Au removed. The resulting band gap width
was determined to be 54 meV, only slightly less than 60 meV in presence of gold.
This leads to the conclusion that the small band gap in the Dirac cone of graphene is

inevitable in such system because it appears as a result of buckling over the Au clusters.

2.4.2.3 Auj relaxed structures

The Aug structure models the larger cluster arrays. It was not possible to perform
the band structure calculations for such a large system because of the computational
limitations as explained above, but the obtained structural data is still very informative.

Similar to the Auy case, structures were allowed to relax from different initial condi-
tions [Figs. 2.10(d,e)|. The first one, obtained from a buckled initial configuration [Fig.
2.10(d)], has graphene-Ni separation of only dy;=2.0 A that leads to a large corrugation
height Az ~ 2.8 A and small graphene-Au distance d 4,=2.3 A. On the contrary, in case
of the structure obtained from the initially flat configuration [Fig. 2.10(e)| graphene
can be considered quasi-free-standing (dy;=3.0 A), it is less corrugated (Az ~ 1.8 A)
and appears just slightly further away from the Aug cluster (da,=2.5 A).

Comparing these two structures one can expect stronger induced SOI in the first one
due to slightly lower d 4,,, however, due to a strong interaction with the Ni substrate the
Dirac cone of graphene should be energetically shifted and distorted by hybridization
with Ni 3d states, as it happens in the Gr/Ni(111) system [135], such band structure
cannot reproduce the previously obtained ARPES data of Refs. [4, 157]. Moreover,

the extreme corrugation value Az ~ 2.8 A is in conflict with the apparent height of
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structures in STM data: Az ~ 1.5 A. In contrast, corrugation of the second struc-
ture (Az ~ 1.8 A) agrees with our STM data well, and large graphene-Ni distance
significantly reduces the influence of the interaction with Ni on the graphene bands.

Calculations reveal that the total energy for the second structure is lower as well,
although the obtained energy difference is rather small: 7 meV per carbon atom, lower
than the room temperature thermal energy kpT =~ 26 meV. Altogether it means that
the first relaxed structure is actually metastable and less probable to be realized than
the other one.

The important question is whether this structure can also produce large spin-orbit
splitting in the Dirac cone of graphene. Unfortunately, it was not possible to check
it directly by calculation, but the estimation using the distance dependence of the SO
splitting for a full ML of Au [Fig. 2.1(c)| was rather successful for the Au; structure: the
estimated splitting was ~ 100 meV and the calculation resulted in a value of 60 meV. The
concentration of Au atoms for Au; and Aug structures is also similar: 1/36 ~ 0.0278 and
3/100 = 0.03 Au atoms per graphene hexagon, respectively. Applying this estimation to
the Aus structure one can expect a spin-orbit splitting of Ago< 70 meV for da,=2.5 A.

To summarize, the obtained structures for small Au nanoclusters under graphene
Ay [Fig. 2.10(c)|] and Aug [Fig. 2.10(e)| form buckled graphene surfaces that are in
good agreement with the two nanocluster array structures observed in our STM data.
Moreover, calculations revealed that even small concentrations of gold can decouple
graphene from the strongly interacting substrate and keep the Dirac cone band structure
of graphene intact with only a small band gap due to buckling and, most importantly,

a giant Rashba-type spin splitting induced by gold.

2.4.3 Origin of the giant Rashba-effect

The question remains if these areas covered by nanocluster arrays are the actual origin
of the spin splitting observed in the previously reported ARPES experiments. As men-
tioned above, areas occupied by these structures constitute not more than 30% of all
the Au-intercalated surface area of the sample and the rest is formed by a ML Au phase
that can provide only ~ 10 meV spin splitting. Due to the non-local character of the
ARPES experiment the signals from both types of areas will be averaged in the spectra.
This effect was indeed observed: the detailed analysis of spin-ARPES spectra in Ref. [4]
revealed asymmetric shapes of the photoemission peaks, which were attributed to av-
eraging of signals from areas with large and small spin splitting magnitudes. However,
in Ref. [4] the prevailing contribution to the spectral weight was from the signal with
the large magnitude of splitting.

We demonstrated that the nanocluster mechanism presented in this chapter can
act as a plausible structural origin of the giant spin splitting in graphene on Ni(111)

intercalated with gold, but is it the only possible structural explanation? This system
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is very rich and one can think of several other scenarios, some of them were studied in
the literature, but mostly did not succeed in explaining the giant Rashba-effect.

First of all, one could suspect the complicated triangular pattern discussed in detail
in Section 2.4.1.1. The effect of this reconstruction™ on the band structure of graphene
was recently studied theoretically in Ref. [224] (see Appendix C) and it was concluded
that, even though there is a small enhancement of the intrinsic SOI, the overall influence
of the triangular pattern on the band structure of graphene is weak and cannot explain
the giant Rashba-type splitting.

Another possibility is related to single atoms of Au in direct contact with graphene:
remaining on the surface of graphene after intercalation or located in-between graphene
and intercalated Au monolayer. Even though there is no strong experimental evidence
for realization of the scenario with Au adatoms on top of graphene, both possibili-
ties were very recently tested by calculations in Ref. [225]. Two systems with quasi-
free-standing graphene were studied: Gr/Au/Ni(111) and Gr/Pt(111). In the case of
Gr/Pt(111) it was demonstrated that single Pt atoms intercalated in between graphene
and Pt substrate result in a buckled graphene structure and indeed may induce almost
constant giant spin splitting of ~ 100 meV in the Dirac cone of graphene. However,
for the Gr/Au/Ni(111) system the same mechanism (intercalation of extra Au atom
between graphene and ML Au) did not result in an enhancement of the SOI. The ob-
tained relaxed structure with 1 extra Au atom per (9 x 9) graphene supercell was also
buckled (with corrugation of Az ~ 0.8 A), but it is also not a suitable model for the
structures observed in our STM data. The reason is that it cannot explain the same
apparent height of graphene supported by nanocluster arrays and ML Au. Considering
the case of Au adatoms on top of graphene, only an out-of-plane spin-polarization was
detected [225], which also cannot explain the ARPES results.

Finally, one has to consider the interaction between graphene and Ni¢ atoms ejected
from the top-most Ni layer to form the triangular reconstruction pattern. In the pure
Au/Ni(111) system these Ni atoms are mixed in the Au layer outside the triangular
loops [205], thus they can interact with graphene directly, leading to reduced graphene-
Au distance. This possibility, to the best of our knowledge, was not yet investigated
in the published research. Moreover, these atoms of ferromagnetic material can trans-
fer the exchange field from the substrate to graphene causing a strong exchange-type
splitting in the Dirac cone while keeping its linear band structure intact. This effect
was demonstrated in the recent paper by Rybkin et al. [215] for Gr/Au/Co(0001) — a
system very similar to Gr/Au/Ni(111) in its physical properties and realizing the same
triangular reconstruction pattern. Further investigations are required in this fruitful

direction, since the structural model used in this paper for band structure calculations

*The results were obtained for only one size of reconstruction: Au(8 x 8)/Ni(9 x 9) with triangular
block of 10 Ni atoms shifted to the hcp position.
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was significantly simplified due to computational constraints (a (2 x 2) supercell relative
to graphene was used). The study of the interplay between the multiple physical effects
in this system (enhancement of SOI, transfer of the exchange field and distortion of the
Dirac cone in graphene due to interaction with Ni adatoms) requires state-of-the-art
band structure calculations of a realistic structural model, similar to those applied for

example in Ref. [224].

2.5 Summary of conclusions

In this chapter we have explored possible structural explanations of how the Au interca-
lation in Gr/Ni(111) can result in a Rashba effect with a giant ~ 100 meV spin splitting
magnitude.

The extensive STM study demonstrated that gold can be intercalated under graphene
not only as a dense monolayer, observed in earlier works, but also in the form of well-
periodic arrays of small nanoclusters, a structure previously not reported. These struc-
tures were observed in Gr/Au/Ni samples prepared on both thin film and single crys-
talline Ni substrates. The monolayer phase has a triangular reconstruction pattern
similar to that observed earlier for pure Au/Ni(111), i.e. the presence of the graphene
overlayer did not induce any observable change in it. Nanocluster arrays, on the con-
trary, were not reported to appear without graphene. Two types of nanocluster lattices
were observed: the first one consists of larger clusters arranged in a (9.7x9.7) super-
structure, while the second one is formed by smaller clusters in a lattice determined as
(3.2v/3 x 3.2¢/3) R30° by its relation to the first one. Both of these cluster structures
are very diluted, but still able to decouple graphene from the strongly interacting Ni
substrate and render it quasi-free-standing, as demonstrated by our DFT study. At the
same time calculations confirm the initial concept of "pinning": large areas of Ni(111)
surface free from Au attract graphene and effectively press it towards the Au clusters,
strongly enhancing the proximity-induced SOI in graphene. This mechanism provides a
large Rashba-type spin splitting of ~ 60 meV in the model corresponding to the smaller
clusters. Graphene supported by intercalated clusters will be inevitably buckled and
we demonstrate that such buckling can lead to a small band gap and an out-of-plane
reorientation of spins in the gap.

The enhancement of induced spin-orbit interactions in graphene due to the pin-
ning effect presented in this chapter can be generalized for graphene on other strongly
interacting substrates intercalated by nanostructures of heavy noble d metals.

The main results of this chapter were published in the journal 2D Materials (Ref. [198]).
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Chapter 3

Origin of the band gap in
Bi-intercalated graphene on Ir(111)

3.1 Introduction

In Chapter 2 we have discussed the intercalation of the heavy noble metal Au under
graphene on Ni(111). Proximity to gold induces a Rashba-type spin splitting in the Dirac
cone of graphene by hybridization of its p, orbitals with Au d-states. We also demon-
strated how structural details can give important insights into the SOI enhancement
mechanism in graphene. Even more intriguing is the proximity of graphene to heavy
sp-metals that were predicted to induce an intrinsic SOI [6]. This type of SOI results
in band gaps of opposite signs at K and K’ points and allows to realize a long-sought
quantum spin Hall effect in graphene [5].

This Chapter is devoted to our study of the electronic band structure of graphene
on Ir(111) intercalated by the heavy sp-metal Bi. We present ARPES results that
show a nearly ideal dispersion of graphene bands in Bi-intercalated samples. Lack of
superstructural band replicas or hybridization with the substrate states reflects the
weak interaction between graphene and Bi. However, the main focus of the study is
a band gap at the K point of graphene and its possible origin. Extensive structural
study by means of STM and analysis of the ARPES intensity distribution in the Dirac
cones allow us to conclude that the major contribution to the band gap is due to A-B
sublattice asymmetry. We start this chapter with a theoretical introduction essential

for our analysis and an overview of existing literature about Bi-intercalated graphene.
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3.1.1 ARPES intensity distribution in the Dirac cone of graphene

A prominent feature of a typical graphene ARPES map is the peculiar intensity distri-
bution pattern observed in the constant energy surfaces (CESs) (Fig. 3.1). Since the
band structure is periodic in reciprocal space and has certain symmetries one would
expect to see the same symmetry in the CESs extracted from ARPES maps. However,
in the vicinity of the Dirac point one can see that intensity of the m-band gradually
disappears towards one side of the cone, which is not consistent with the three-fold

symmetry of the K point of the BZ.
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Figure 3.1: Typical experimental CESs extracted from ARPES mapping of the Dirac cone
in graphene display the peculiar non-threefold-symmetric intensity distribution. Sample is
graphene on Ir(111) intercalated by Gd. CESs are taken for energies (a) 1 €V below the
Dirac point, i.e. in the 7m-band; (b) 1 €V above the Dirac point, i.e. 7*-band.

The photoemission intensity along the Dirac cone (DC) changes from maximum
closer to the I point of the first BZ to minimum on the opposite side in the 'K direction.
Since for ideal graphene minimal intensity drops to the level of background, this area
is sometimes referred to as "dark corridor" of graphene photoemission intensity. This
effect was observed already in early photoemission experiments with graphite and its
detailed theoretical explanation was given first by Shirley et al. [226].

In very general terms one can explain this intensity modulation as interference be-
tween electrons photoemitted with the same kinetic energy and momentum reaching
the same point on the detector at the same time. The result of interference between
those electrons will depend not only on their path length difference but also on the
initial phase difference of their wavefunctions in graphene. As was briefly discussed in
the Introduction, the electronic eigenstates of the graphene Hamiltonian in the vicinity
of the K point [Eq. (1.19)] can be written as spinors with two components that show
complex amplitudes of the wavefunction located at different sublattices. Their phases
are generally not equal and also vary with momentum E, which results in a complex

E—dependent interference pattern observed in photoemission.
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To theoretically describe how such interference pattern should look like one has
to determine the wavefunction phase difference for electrons with momentum K that

originate from different sublattices. There are two ways to approach this problem:

e to use "honest" tight-binding calculations for graphene as was done in the begin-
ning of the Introduction (Section 1.2.2). This is a simple and powerful method
providing an analytical solution for the whole momentum space using some rea-
sonable assumptions that simplify calculations. This approach is perfect for the

simple case of an idealized graphene sheet.

e to use a Dirac-like Hamiltonian [Eq. (1.19)] for the region around the K points.
Although this Hamiltonian is valid only as approximation for the low-energy exci-
tations and this approach cannot be used for the whole momentum-space, it allows
one to directly discuss the results in graphene-specific terms, such as pseudospin
and chirality. Moreover, it seems easier to use this approach as a starting point
for more complex calculations, e.g. with several graphene layers, with included

A-B sublattice symmetry breaking, etc.

We will exploit the first approach and follow Shirley et al. [226] to calculate the
interference-related ARPES intensity modulation in the 7-band. We can use the system

of secular equations that was already derived in the Introduction (see Eq. (1.5)):

C1H11(lz) + 02H12(12) =cF, (3.1)
Kk Kk .

c1Hoi (k) + coHao(k) = coF.

Next step is to find the relative phase of the coefficients ¢; and c¢o. Using that

— —

Hll(k) = Hgg(k) = EO and (Eo — E)2 = |H12|2 we get

5] Hys E
a_ g Ml (3.2
2| H(K)
where "—" corresponds to occupied m and "+" — to unoccupied 7* bands, respectively.
Now from Eq. (1.14) we obtain®:
ng(l_{) — — [ez‘kyb +€i(\/§/2k$—1/2ky)b +6z‘(—\/3/21fx—1/2ky)b 7 (3.3)

where b = 1.42 A is the nearest-neighbour distance in graphene. Now we need to

—

determine the photoemission intensity I(k), that is proportional to the squared modulus

—

of the transition matrix element M; (k). The first approximation would be to make the

assumption of a plane-wave final state, which actually gives a good overall agreement

*Reference frame is rotated by 90° relative to the description in the introduction for convenience
of calculations.
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with experiment for p-polarized radiation with photon energies above 60 eV (ARPES
experiments performed in this Chapter satisfy those conditions) [227]. Then the matrix

element in the dipole approximation can be written as

M(K) o (K- X) 37 eje™Tig;(K). (3.4)
j=1,2

Here, (E X) is a polarization factor, where X is the polarization vector of the incident
radiation. In the following we assume that p-polarized light is used (for more details
on the influence of light polarization see Ref. [227]). Vector 7; describes the position of
the atom that emits the electron. Since p, atomic orbitals are rotationally symmetric
the zpj(E) factor does not influence the resulting angular distribution of intensity. The
modulation of intensity due to interference then can be described by a simple analytical

formula using Eq. (3.2) and taking into account that 7 — 71 = bé:

2

2
= |4 (s, ky) > (3.5)

I(K) o |cre” KT 4 gpe ik T2

g
x |1+ ezbk:y 12
‘ |Hiol

The intensity modulating function |4 (k, ky)\Q for the 7 band ("4" sign) is plotted
in Figs. 3.2(a,b). One can see that it has almost constant profile inside the first BZ and
abrupt slopes around the zone corners. The modelled intensity of CESs is presented
in Fig. 3.2(e) as a contour plot of graphene m-band dispersion (same model as in Fig.
1.2(b) of the Introduction) for binding energies starting close to Er and with steps of 1
eV, black colour corresponds to high intensity. In case of 7* band ("—" sign in Eq. (3.5))
intensity distribution around the zone corners reverses (see Fig. 3.3).

Results for the model agree very well with the experimental observations of the "dark
corridor". And this agreement is not only qualitative: the profile of the modulation
function tracked along a circle centered at K (similar to a Dirac cone CES taken close
to Er) has a typical cos?(6/2) dependence® [Fig. 3.2(d)] and the same shape can be
extracted from the experimental data [228]. Important to note that in one direction the
modulation function becomes zero and intensity is expected to vanish completely.

One of the idealizations of the model was perfect A-B symmetry of graphene. As
was discussed in Section 1.2.3, breaking of this symmetry can occur for graphene on a
substrate and result in a band gap in the Dirac cone. At the same time, this symme-
try is responsible for the effect of perfect intensity cancellation in electron interference.
Disturbance of the sublattice symmetry will influence the phases of the electronic wave-
functions on A and B sites and cause a non-zero intensity in the area of the "dark
corridor". This effect was quantified and studied in detail by Bostwick et al. [228] and

*This formula can be proved analytically by expansion of the |&4(kz, ky)|2 function around K.
However, this approximation of the intensity profile is good only in the vicinity of the K point and it
starts to deviate significantly from the real curve for distances larger than 0.1 A~1,
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Figure 3.2: PES intensity modulation due to the interference effect in graphene. (a)
3D plot of the modulation function &4 (ky, ky) % (for the 7-band). Remarkable feature is
an abrupt slope at the corners of the high hexagonal region (K and K’ points). Contour
plot of the same function is displayed in (b). One can see the area of maximal intensity
(black) inside the first BZ and a complicated behavior around its corners. Close-up of
the area around K’ point marked by a red dashed box is presented in (c). Values of
the modulation function tracked along the K-centered blue circle with radius 0.1 A~1 are
displayed as a polar plot in (d). (e) Contour plot of m-band dispersion for binding energies
Ep ={0.1,1.1,2.1,...,7.1} V. Color corresponds to the value of |¢; (kz, ky)|.

in the follow-up studies [227, 229]. The calculations show that relative intensity in the
"dark corridor" region increases as a function of A [Fig. 3.4]. This means that one can
use experimental ARPES maps to extract the ratio of minimal and maximal intensities
from a CES and estimate A from it. A useful analytical expression for intensity can be
elaborated from Ref. [223] (assuming negligible Rashba SOI, i.e. Ag =~ 0):

2vphgy
(21}th)2 + A27

() x1-p (3.6)
where 1 = 1(—1) for 7*(7) band, ¢ is momentum relative to K.

For systems where the asymmetry is not very strong, minimal intensities can be
very low, down to the noise level of the experimental setup. This way the noise level

puts a physical limit on the minimal A that can be measured by this method.
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Figure 3.3: Comparison of interference effects in the modelled CESs for 7 (a,b) and
7* (c,d) bands. Contour plots are presented for binding energies of 2.1 eV and -2.1 €V,
respectively. (a,c) Large-scale view of the interference pattern, area of (4 x 4) Brillouin
zones is visualized (corners of the figures are empty). (b,d) Close-up of the area around
the K points. One can clearly see the reversal of intensity between 7 and 7* bands.

3.1.2 Overview of Gr/Ir(111) and Gr/Bi interfaces

Iridium (111) is a widely used substrate that allows direct CVD-growth of graphene,
consequently graphene/Ir(111) [Gr/Ir(111)] is a well studied system by now. The pop-
ularity of the Ir(111) substrate is explained not only by the relative simplicity of prepa-
ration and good quality of graphene, but also by a large number of structural and
electronic effects that can be observed and successfully studied in this system. First of
all, one should note that depending on the growth conditions Gr/Ir(111) may appear in
a variety of phases that differ by the rotation angle relative to the substrate [230-232].
The two most common among them are the so-called RO phase, aligned with the Ir(111)
surface lattice, and R30 phase where the graphene lattice is rotated by 30° relative to
the substrate. A ~ 10% lattice mismatch between graphene and Ir(111) leads to a
characteristic ~ (10 x 10) moiré pattern of the RO phase® that is observed in LEED
[Fig. 3.8(a)|] and STM [Figs. 3.10(a—c)]. This moiré pattern produces a corrugation
of the graphene sheet with an amplitude of 0.3-0.4 A observed not only in STM, but
also in Surface X-ray Diffraction (SXRD) experiments [233]. This allows to exclude
the possibility of a pure LDOS effect in STM and proves that the apparent corrugation
reflects the actual geometry of the surface. The periodicity of the pattern is ~ 25 A

and can be approximated by a higher order coincidence between the (10 x 10) graphene
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Figure 3.4: Intensity distribution pattern in graphene with broken A-B sublattice sym-
metry (adapted from [228]). (a) Polar plot of the theoretical intensity distributions along
the circular CES for monolayer graphene (logarithmic intensity scale) for three different
asymmetry parameters A = 0.0, 0.1 and 0.2 €V (red, blue and dark blue lines, respec-
tively). The minimal value of intensity increases with A. (b) Dependence of the minimal
to maximal intensities ratio as a function of asymmetry parameter A. The area where
minimal intensity is smaller than the noise level of the experimental setup is filled with
yellow, the minimal gap value that can be determined is 55 meV. Blue and green dashed
lines denote the values obtained in this work for intensity ratio and band gap, respectively
(see the main text).

supercell and the (9 x 9) Ir(111) surface supercell. This large-scale superstructure in-
flicts a periodic variation of the potential and results in umklapp-derived replicas of the
Dirac cone that are observed in ARPES (Fig. 3.5).

In the view of a superstructural Brillouin zone (so-called "mini-BZ", see Fig. 3.5),
the crossing of replicated cones will happen at the mini-zone boundary and one can
observe the "minigaps": narrow band gaps that appear in the crossing region [140, 141,
194] [marked with arrows in Fig. 3.9, and with red arrows in Fig. 3.9(a)].

The second prominent feature of Gr/Ir(111) is a sharp and nearly charge-neutral
Dirac cone with only a slight p-doping (Dirac point is located above Ep, but its position
can be estimated as Fp = (—0.10 £ 0.02) eV [140]). Nevertheless, one can hardly treat
Gr/Ir(111) as quasi-free-standing due to the superpotential effects mentioned above and
hybridization between m-band of graphene and 5d-states of iridium that is clearly seen
in ARPES as avoided crossings [57| [marked with green circles in Fig. 3.8(b)].

In a large number of experiments, desired properties of graphene on Ir(111) are

achieved by intercalation of foreign atoms or molecules. A wide variety of substances

*One can calculate this using Eq. 1.72. Since lattice vectors are collinear, moiré vector also has the
same direction and its period a., satisfies a,,' = |a;} - aaﬂ. Thus am, = ‘2.45271 - 2.71571‘_1 Ax
25.3 A. This value depends strongly on the lattice parameters, here we used the value agr of free-
standing graphene assuming that it was not changed by interaction with the substrate.
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Figure 3.5: Replica cones and mini-Brillouin zones of Gr/Ir(111) in ARPES mapping.
Three CESs extracted at increasing Ep (0.15, 0.6 and 1.1 eV) are presented in logarithmic
intensity scale. The high intensity (white) feature centered exactly at the K point is the
main DC CES, its size increases towards higher binding energies and its shape changes
from a circle to a rounded triangle. In the first panel one can see several faint replicas of
the main cone CES symmetrically located around K, at the centers of the mini-BZs (white
hexagons). The intensity distribution and size of the replicas’ CESs reproduce the ones of
the main cone. At high Epg replica cones intersect the main cone and minigaps appear at
the crossing points (marked by arrows in the last panel).

has been tested, including noble metals (Au [234], Cu [235]), rare-earth metals (Gd [236],
Eu [162], Hf [237]), atoms of magnetic (Co 238, 239]) and semiconducting (Si [240])
materials as well as some gases (oxygen [241] and CO [242]). Nevertheless, the published
literature regarding bismuth-intercalated graphene is relatively scarce, especially for
the Ir(111) substrate, for which to the best of our knowledge up to date it was studied
only once [243, 244]. But this is only a part of motivation to study this system and
another large part comes from the fact that bismuth itself is a fascinating material from
many points of view [245]. It is the heaviest stable element in group V and its 3D
and 2D compounds demonstrate a variety of interesting physical phenomena, such as
quantum Hall effects, and realize topological phases [246]. Pure bulk Bi was shown to
be a higher order topological insulator as well [247], while its 2D honeycomb phase on
SiC(0001) is a candidate for a room temperature quantum spin Hall insulator [248].

A single layer of graphene on SiC(0001) intercalated by 1 ML of the sp-metal Bi
was predicted to exhibit a nearly ideal Dirac cone dispersion except for n-doping and
a minor extrinsic spin-orbit splitting of 5 meV [249]. Moreover, it was shown that 2/3
ML of intercalated Bi can form the above-mentioned honeycomb structure underneath
graphene. The first prediction was partially experimentally verified in 2016 by Stohr
et al. [250, 251], the authors succeeded to intercalate Bi atoms under a "zero-layer"
graphene on SiC(0001) [ZLG/SiC(0001)] — a strongly bonded graphene layer at the
surface (also known as "buffer layer"). This was achieved by a complicated procedure
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consisting of Bi ion implantation in a hot ZLG/SiC(0001) and post-annealing in argon
atmosphere. The following ARPES measurements indeed revealed a graphene band
structure with intact Dirac cone in the m-band and n-doping of 0.35 eV. However, no
spin splitting of the Dirac cone was observed above the resolution limit of the experiment
[250].

Absence of spin splitting was observed as well in earlier series of experiments with Bi-
intercalated Gr/Ni(111) [58, 60] and this effect allowed to pinpoint the 7-d hybridization
as the main mechanism responsible for the induced spin-orbit interaction observed in
the Dirac cones of graphene on heavy d-metals [4, 57].

To the best of our knowledge the only data available up to date for Gr/Ir(111)
intercalated with Bi [Gr/Bi/Ir(111)] was obtained by Warmuth et al. [243, 244]. The
authors have experimentally determined that for the Ir(111) substrate intercalation of
Bi was possible by simple deposition on the hot substrate with post-annealing. The
resulting Dirac cones of graphene demonstrated n-doping of 0.39 eV and a large band
gap at the Dirac point of ~ 0.42 eV. Moreover, a thorough STM structural study was
conducted that revealed a (v/3 x v/3) R30° superstructure formed by 1/3 ML of Bi on
Ir(111) together with an unusual double-line dislocation network (this phase is further
referred to as low-density or LD phase). This dislocation network was proposed as a
possible origin of the observed large band gap. Unfortunately, the details of electronic
bands measured by ARPES in this study are smeared out due to relatively large spectral
broadening. In present Chapter we try to extend the knowledge about both the possible
atomic and electronic band structures of Bi-intercalated Gr/Ir(111). The band gap
in the DC observed for this system in our study is much smaller — only 190 meV,
moreover combination of STM and ARPES data reveal unambiguously that we achieve
an intercalation phase that is different from the (v/3 x v/3) R30° phase reported by
Warmuth et al. We attribute the differences to higher surface coverages of intercalated
Bi and refer to this phase as high-density (HD) phase. Finally, carefully analyzing the
photoemission intensities we are able to identify that the main contribution to the band

gap arises from A-B sublattice symmetry breaking.

3.2 Experimental details

Sample preparation and all STM and ARPES experiments have been performed in UHV
at a base pressure below 2x10710 mbar. Spin-resolved PES has been performed using
a Rice University Mott-type spin polarimeter [252] with Au target.

Preparation of graphene on Ir(111) [Gr/Ir(111)] has been conducted following the
recipe from Ref. [57]. Several iridium single crystals cut and oriented in the (111) di-
rection with <0.1° accuracy were purchased from MaTecK GmbH. For sample manip-
ulation in the UHV experimental setups all crystals were mechanically fixed on molyb-

denum Omicron-type sample plates by spot-welded tantalum stripes.
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Clean and atomically flat (111) surfaces of iridium single crystals were prepared by
repeated cycles consisting of ion sputtering (Ar™) and subsequent annealing at T=1600
K. To prepare graphene a CVD process was used: the clean Ir(111) substrate was heated
up to T=1200 K and a hydrocarbon gas (propene) was introduced in the chamber at
a partial pressure of 5x10~% mbar. These conditions allow to achieve graphene with
large domains of predominantly R0 phase, with only minor inclusion of R30.

The typical LEED pattern of the prepared sample is presented in Fig. 3.8(a) and
does not contain any visible traces of the R30 phase. Moreover, proper identification of
rotational domains is possible both in microscopic studies (by the difference in the moiré
patterns) and in ARPES band structure measurements due to the large momentum

space displacement of K points of corresponding rotated Brillouin zones.

propene (CH) 4 ¥ § ¥ ¥ Bi

4 Ar o, Ofg iﬁo e %0 °%o °
ST L A~
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Ir(111) | —=> T > —>
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—> —>

Figure 3.6: Schematic sample preparation procedure for Gr/Bi/Ir(111). Step by step:
Ar™ ion sputtering and annealing of the substrate; CVD cracking of propene on clean and
flat Ir(111) surface; deposition of Bi on top of Gr/Ir(111) using a moving shutter technique;
Bi wedge deposited on graphene with maximum thickness of several ML (method I); result
of intercalation: local coverage gradually increases from no Bi to a full monolayer.

Many metals can be intercalated under graphene by deposition of the required
amount of material on the sample surface (e.g. 1 ML) at room temperature and subse-
quent annealing. However, we have observed that for Bi this method is very ineffective
and only small amounts of the material can be intercalated in one step, most likely this
happens due to the low sublimation temperature of Bi (~ 520°C [250]). To actually
achieve intercalation three different methods were used:

I. deposition of several times larger amounts of Bi than required (~ 5-6 ML as
calibrated by a quartz microbalance) on Gr/Ir(111) held at room temperature

and subsequent annealing at T' = 800 K for 10 min;

II. deposition of Bi on a hot Gr/Ir(111) surface maintained at 7' = 750 K for 30 min
with subsequent short-time annealing at 7"~ 1300 K (following Ref. [243, 244]);
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ITI. the same as above but without the short-time high-temperature annealing step.

All of the approaches above proved to be equally successful for intercalation and
ARPES results from the obtained samples were qualitatively similar, however, some
differences were observed (especially for approach III) and will be discussed below.
Most of the experimental results were obtained for samples prepared by method I.
To study the effect of different coverages of intercalated Bi this method was extended
by the following technique: during Bi deposition a shutter with a sharp straight edge
was moved parallel to the surface of the sample shadowing some part of it from the
deposited material. The shutter was translated in discrete steps of constant width at
equal time intervals producing a stepped profile of Bi thickness ("wedge", Fig. 3.6).
The deposition rate was calibrated by a quartz microbalance to be 0.6 A/ min in all
cases. At each step of preparation the surface condition was monitored by LEED and
reference measurements by LEED, STM, ARPES and XPS were performed.

All STM data was obtained at room temperature with an Omicron VT STM. ARPES
measurements including the band structure mapping have been carried out at the end-
station ARPES 12 [178]. Resolutions of the experiment were 0.3° (angular) and 10 meV
(energy). A photon energy of 62 €V and linear p-polarization of light have been used.

The samples have been prepared both in ARPES and STM preparation chambers.
To perform a consistency check, some samples have been transferred between ARPES

and STM chambers in a vacuum suitcase.

3.3 Experimental results and discussion

3.3.1 Preparation and core-level spectroscopy

In the overview spectrum of a clean Ir(111) crystal measured at a photon energy of 120
eV one can observe peaks of photoelectron intensity corresponding to Ir 4f core-levels
(CLs) [Fig. 3.7(a), bottom]. The Ir 4f spectrum consists of two overlapping spin-orbit
doublets [Fig. 3.7(b)|. They are attributed to electrons emitted from the Ir atoms
located in the bulk and at the surface of the crystal, which have higher and lower
binding energies, respectively (detailed description of this effect is given e.g. in Ref.
[65], section 8.4). Fitting and analysis of CL spectroscopy data shows that the surface
component is shifted relative to the bulk one by Ay, = 0.43 eV. For Gr/Ir(111) the
surface (or more precisely, interface) component does not disappear in the spectrum
and the energy shift increases to 0.53 eV, whereas after Bi intercalation Ay, ; decreases
to 0.3-0.4 eV (depending on the preparation method, see Table 3.1) and becomes even
lower than the value for clean Ir(111).

Only one component can be distinguished in the 5d Bi CLs for all types of interca-
lation [see Fig. 3.7(c)|]. The slightly asymmetric lineshapes are very well described with
Doniach-Sunjic profiles, typical for excitation from metallic compounds [253].
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Figure 3.7: Core-level spectroscopy of Gr/Bi/Ir(111) sample at different stages of prepa-
ration (method II): clean Ir(111), Gr/Ir(111), sample with low concentration of intercalated
Bi and fully intercalated sample (1 ML of Bi). Photon energy hr = 120 ¢V was used. (a)
Overview spectra. (b) Close-up of Ir 4f CLs with Shirley background subtracted, positions
of bulk and surface components are shown with bars on top. Relative intensities are not
to scale. (c) Close-up of Bi 5d CLs for fully intercalated sample.

Binding energies for both bulk Ir 4f (63.8 and 60.85 eV) and Bi 5d (26.9 and 23.9
eV) CLs agree well with the tabulated values for bulk elements in their natural forms
[254] and show almost no variation with the preparation method. The only exception
is deposition on hot substrate without post-annealing (method III), in that case the Bi
CL has Ep = 27.2 €V, i.e. shifted by 0.25-0.30 eV towards higher binding energies.
Moreover, method III results in a different Ir 4f CL surface component energy shift: 0.3
eV instead of the very close values 0.40 and 0.38 eV for methods I and II, respectively.
Looking ahead, the Dirac point of graphene in method III is also located at the highest
binding energy among the different preparations (0.47 eV, see Table 3.1).

Altogether, we observe very similar spectra for samples prepared by methods I and II
and some spectral differences for intercalation on a hot substrate without post-annealing
(ITT). These differences may stem from uneven distribution of Bi under graphene. In
the following we will use data obtained from samples prepared by methods I and II.

Surprisingly, the large 0.42 eV band gap in the DC of graphene observed by Warmuth
et al. [243] was not reproduced by any of our intercalation methods, even method II that
was based on the preparation procedure described in the mentioned reference. However,
other parameters, such as DC doping and Ir and Bi CL positions are in relatively good

agreement (Table 3.1).
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I II | II | Refs. [243, 244]
Bi 5ds /0, eV | 26.95 | 26.9 | 27.2 26.95
Ir 4f A gy, eV | 0.40 | 0.38 | 0.30 0.37
DC Doping, eV | 0.38 | 0.43 | 0.47 0.39
DC Gap, &V | 0.19 | 0.18 | 0.19 0.42

Table 3.1: Reference energies in Gr/Bi/Ir(111) for different Bi intercalation methods:
I. deposition of 5—6 ML Bi with post-annealing; II. deposition on hot sample with post-
annealing (as in [243]); ITI. deposition on hot sample, no post-annealing (see main text).

3.3.2 Preparation and characterization by LEED and ARPES

The intercalation of Bi under Gr/Ir(111) leads to significant changes both in the LEED
pattern and in ARPES spectra allowing to immediately identify a successful preparation,
the direct comparison is presented in Fig. 3.8. The LEED pattern of pristine Gr/Ir(111)
[Fig. 3.8(a)| has around the primary reflections multiple superstructural diffraction spots
that originate from the moiré pattern discussed above (section 3.1.2). Their formation
is the result of electrons scattering by multiples of the moiré reciprocal vector G, =
éGr -G 7~ in the diffraction process, one can also interpret this as multiple scattering
of electrons on two lattices (e.g. by vectors G, and —Gp,) [255]. The sharpness of
the moiré LEED pattern and the large number of superstructural reflections evidence
good quality of graphene.

In the case of the Gr/Bi/Ir(111) HD phase, moiré pattern spots are still present
but strongly suppressed as compared to Gr/Ir(111), indicating a significantly reduced
superpotential amplitude [Fig. 3.8(d)]. Moiré pattern spots are visible only up to the
first order of diffraction, moreover their intensities are very weak as compared to the
primary spots of graphene (gray arrow) and the substrate (yellow arrow), the latter
displays a periodicity similar to Ir(111). Such LEED pattern evidences a reduced prob-
ability for an electron to undergo multiple scattering from both Ir and graphene lattices
which could be explained by a dense layer of intercalated Bi decoupling graphene from
the Ir(111) substrate. Since we do not observe any extra structural spots to appear
after intercalation, the Bi layer has to be structurally coherent either to the Ir(111) or
to the graphene (formation of an amorphous layer is unlikely). The overall experimental
band structure of Gr/Ir(111) is displayed in Fig. 3.8(b). Spectra were measured along
high-symmetry directions TM and T'K of the SBZ. One can see the intense graphene
m-band and o-bands crossing it between 6 and 7 eV binding energy. Moreover, multiple
bands related to the Ir substrate are observed, including the well-known Ir(111) surface
resonance state [40] (0.2 eV below Ef at the T' point, marked as "Ir-SS") and Ir 5d
bands (at 2-6 €V binding energy). The latter hybridize with the m-band of graphene as
seen from the avoided-crossing gaps marked with green dotted circles in Fig. 3.8. This

hybridization was proposed earlier as the origin of a 50 meV spin splitting in the DC of
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Figure 3.8: Characterization and comparison of Gr/Ir(111) (a—c) and HP phase of
Gr/Bi/Ir(111) (d—f) by LEED and ARPES. (a) LEED pattern of pristine Gr/Ir(111) with
pronounced ~ (10 x 10) moiré pattern (E, = 53 ¢V). (b) Overview ARPES spectra along
the TM and T'K directions of the SBZ (sketched in the inset). Faint band visible at the M
point close to Ef is the Dirac cone of the R30 phase that is present in the sample in mi-
nor concentrations. (c¢) Close-up of the Dirac cone measured with high angular resolution
along the direction perpendicular to TK (red line in the inset BZ sketch). (d) LEED pat-
tern of Gr/Bi/Ir(111) HD phase with suppressed moiré¢ pattern (E, = 53 €V). (e) Overview
ARPES spectra of Gr/Bi/Ir(111) HD phase. Ir bands, minigap, and hybridization gaps
[green circles in (b)] disappear. (f) Close-up of the Dirac cone showing n-doping and band
gap of ~ 190 meV.

Gr/Ir(111) [57]. Another, more narrow gap in the DC visible in Fig. 3.8(b) close to the
K point of graphene (Ep ~ 1 eV) is a "minigap" due to a crossing of the main Dirac
cone with its superstructural replica [the latter is not seen in Fig. 3.8(b) due to its low
intensity, see the first panel of Fig. 3.9(a)].

Close-up of the Dirac cone at K is displayed in Fig. 3.8(c). The presented dispersion
was measured in the direction perpendicular to TK and thus has symmetric ARPES
intensities on both sides of the cone in contrast to the dispersion in Fig. 3.8(b), where
one side of the cone falls into the "dark corridor" of photoemission intensity, as discussed
in the introduction to this Chapter. The Dirac point (Ep) is located above the Fermi
level but from the curvature of the DC apex one can estimate the band gap as ~ 200
meV. This band gap is typically explained to arise from local A-B symmetry breaking
[141, 194] and hybridization between the DC and an Ir 5d band located close to Er
[256].

Superstructural effects, band gap and hybridization altogether substantially alter

the Dirac cone dispersion of Gr/Ir(111). However, after intercalation of Bi most of
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these effects are eliminated and the observed dispersion becomes closer to a quasi-free-
standing case [Figs. 3.8(e,f)].

First obvious change in spectra is that Ir surface resonance and all Ir 5d bands visible
for pristine Gr/Ir(111) are completely suppressed and there are no hybridization gaps
in the 7-band of graphene anymore |Fig. 3.8(e)|. Secondly, as suggested by the changes
in LEED pattern, the amplitude of the moiré superpotential is significantly reduced,
thereafter the superstructural replicas in ARPES also vanish together with the minigaps.
As a result the band structure of graphene is nearly ideal with only minor deviations
from the free-standing case, such as a relatively small band gap E; ~ 0.19 eV and
n-doping (Ep ~ Er — 0.4 €V) [red rectangle, zoomed in Fig. 3.8(f)].

The high quality of the resulting graphene is reflected by the narrow photoemission
peaks. Analysis by fitting of MDCs with a Lorentzian profile gives full widths at half-
maximum (FWHM) of 0.024 A1 for MDC taken 1 ¢V below the Ep and 0.017 A1
close to Ep. This is comparable to the values for pristine Gr/Ir(111) (here and e.g. in
Ref. [257]) and much smaller than in Ref. [243], also it is several times smaller than for
the ion implanted Gr/Bi/SiC(0001) system (FWHM ~ (0.11 +0.02) A=, [250]).

The negligible spectral contribution from the Ir states [Fig. 3.8(e)] can be explained
by a dense and homogeneous layer of intercalated Bi together with the surface sensitivity
of ARPES. Electrons photoemitted from the buried Ir surface have a reduced probability
to escape to vacuum without undergoing inelastic collisions in the Bi layer. As we will
show further by STM measurements, the thickness of the Bi interlayer can exceed a
single ML, as observed at the intercalation sites (see Fig. 3.11).

To sum up, intercalation of Bi under graphene on Ir(111) results in a Bi interlayer
of high density that provides a quasi-free-standing graphene decoupled from the Ir(111)
substrate with n-type doping of ~ 0.4 eV and a band gap E,; < 0.2 V. In the following
section of this study we show that the width of this band gap can be controlled by

variation of the Bi concentration.

3.3.3 Dependence on Bi concentration

To study the influence of the Bi concentration on the band structure of graphene we
have prepared a sample with variable amount of Bi along the surface. Intercalation
was performed by Method I. Since only a small portion of Bi deposited on the sam-
ple surface gets intercalated under graphene (~ 1/5 of the total amount), factual Bi
concentrations were estimated after the preparation as the ratio between intercalated
and non-intercalated sample areas. This value was determined from the intensity ratio
of two well separated graphene Dirac cones visible in the ARPES spectra of samples
with intermediate Bi concentrations [Figs. 3.9(a,b)|] and attributed to Bi-intercalated
and pristine Gr/Ir(111). In the following we refer to this value as "local concentration"

of Bi on the sample surface.
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The most important changes that happen in the band structure with increasing
Bi concentration can be monitored in the vicinity of a K point of graphene [Fig. 3.9].
Two sets of DC dispersions were measured: along the intensity-symmetric direction
[perpendicular to TK Fig. 3.9(a)] and along the most intensity-asymmetric direction
[TK, Fig. 3.9(b)]. The directions in the SBZ are marked in Fig. 3.9(d) with orange and
green lines, respectively.
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Figure 3.9: Evolution of Gr/Bi/Ir(111) ARPES spectra with increasing Bi concentra-
tion. (a) Changes in the DC of graphene from 0 to 1 ML of intercalated Bi. Measurements
along the direction perpendicular to TK [orange line in (d)]. Superstructural replica cones
(marked with R) are crossing the main cone forming the minigaps (marked with red ar-
rows). (b) Same as (a), but along the intensity-asymmetric 'K direction [green line in
(d)]. The enlarged scale allows to see the evolution not only of replica bands (R, dashed
lines), but also of the hybridization gap (green arrow). (c) Sketch of band dispersions
extracted from (b). Red corresponds to the m-band of Gr/Ir(111) (and its replicas) and
blue — of Gr/Bi/Ir(111). (d) Schematic of the SBZ and ARPES measurement directions.
(e) Concentration dependence of doping (magenta) and band gap (orange) of the DC in
Gr/Bi/Ir(111).

First of all, from Fig. 3.9(a) one can see that ARPES spectra for the intermediate Bi
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concentrations look exactly like a linear combination of two limiting cases: spectrum of
pristine Gr/Ir(111) (0 ML Bi) and fully intercalated Gr/Bi/Ir(111) (1ML Bi), summed
up with different weights. All of the characteristic features of the component associated
with Gr/Ir(111), such as charge neutrality, replica bands and minigaps, are clearly
visible and display no sizeable change with Bi concentration. Only the intensity of
this component is changing, gradually decreasing with higher amounts of Bi, while the
intensity of the other component correspondingly increases.

This superposition of signals indicates that intercalated Bi forms compact islands
separated by areas of non-intercalated Gr/Ir(111), which was further confirmed by our
STM data, and the electronic properties of graphene supported by such islands are not
very different from a fully intercalated system. In the ARPES experiment the signal is
measured from a finite surface area illuminated by the photon beam, in our case the
average dimensions of Bi islands (several 100 nm, according to STM measurements)
are much smaller than the beam size (~ 400 x 20 pm?), thus it should lead to the
superposition of signals from the two phases in proportion of the areas they occupy.
Such a sharp transition without any intermediate phases allowed us to use the intensity
ratio between the two spectral components to precisely measure the fraction of the
intercalated area for each position on the sample (further called "Bi concentration").

To investigate if there are any subtle changes in the band gap or charge doping
in the DC of the HD-phase, EDCs through the K point were extracted from ARPES
spectra for various Bi concentrations [similar to the ones presented in Fig 3.9(a)|. The
values of the band gap (E,) and charge doping (Ep) obtained by fitting of these EDCs
are displayed in Fig. 3.9(e). While Ep remains constant [Ep = Ep — 380 (£5) meV]| in
the whole concentration range, E, decreases from E, = 240 (+5) meV for 30% Bi to
E, =185 (4£5) meV for a fully intercalated area. This relatively small change highlights
that graphene supported by Bi islands is not fully identical to a graphene on a monolayer
of Bi. The reason could be a higher amount of imperfections in the smaller Bi islands,
affecting the A-B symmetry of graphene that in turn influences the DC band gap. The
details of this effect will be revealed further with the help of microscopy data.

Series of ARPES spectra of the DC region of the HD phase reported in Fig. 3.9(b)
were measured along the 'K direction where one branch of the Dirac cone is not visible
due to BZ-selection effect. Similarly to Fig. 3.9(a) the spectra display the evolution
of the band structure with increasing Bi concentration, but in this case energy and
momentum ranges are larger allowing to capture the region of the m-Ir 5d hybridization
gap (marked with a green arrow). One can also see a contribution from the M point
of rotated graphene domains (R30 phase), however it does not affect our conclusions.
The overall behavior of the spectrum is similar to Fig. 3.9(a): the pristine Gr/Ir(111)
component vanishes with no significant change in its shape and characteristic features,

while the Gr/Bi/Ir(111) component increases in intensity and displays no minigaps and
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no hybridization gap. A sketch of extracted band dispersions is presented in Fig. 3.9(c),
where blue lines correspond to the HD-phase Gr/Bi/Ir(111) and red ones — to pristine
Gr/Ir(111).

3.3.4 Structural study with STM
3.3.4.1 Comparison of Gr/Bi/Ir(111) and Gr/Ir(111)

The STM characterization of the sample is presented in Fig. 3.10. The STM data for
Bi intercalated samples |Figs. 3.10(d—j)|] was analyzed in comparison with the data for
pristine Gr/Ir(111) [Figs. 3.10(a—c)]. The prominent feature of the latter is the moiré
pattern due to a ~ 10% lattice mismatch between graphene and Ir(111) [140, 258|. It
is observed in STM as a smooth two-dimensional periodic large-scale rippling of the
graphene sheet with a period of ~ 25 A and corrugation amplitude of ~ 0.3 A [see
Figs. 3.10(a-b) and trace I in Fig. 3(k)]. Inset of the Fig. 3.10(b) displays a high-
resolution close-up of the graphene sheet showing its structure on atomic scale. A fast
Fourier transform (FFT) was used to visualize and determine the periodicities present in
the STM data. The FFT of Fig. 3.10(b) is shown in Fig. 3.10(c), it resembles the LEED
pattern of Gr/Ir(111) [Fig. 3.8(a)] and reveals two main frequencies*: f; = 4.22 nm~!
and fo = 0.41 nm~!. They correspond to lateral periodicities d; = 1/f; = (2.37£0.08)
A (graphene) and dy = 1/f; = (24.4 £ 0.8) A (moiré pattern).

After intercalation of a sub-monolayer amount of Bi (0.3 ML actual coverage) we
observed the formation of islands with polygonal shapes: the borders of the islands
were aligned parallel to the [010], [100] and [110] directions of the Ir(111) surface with
120° angles between them [Fig. 3.10(d)|. The islands are separated by areas of pristine
Gr/Ir(111) distinguishable by its characteristic moiré pattern [inset of Fig. 3.10(d)|,
at the same time on the island moiré pattern has a much smaller amplitude. These
observations corroborate the intercalation mechanism proposed in the previous section
with regard to the evolution of ARPES data with increasing Bi concentration.

In stark contrast to the results of Warmuth et al. [243, 244] for the LD-phase
we did not observe a double-line dislocation pattern and a (\/§ X \/§) R30° structure
was visible only at some specific very localized areas on the sample (see discussion in
Section 3.3.4.4). In general the surface of the HD-phase Gr/Bi/Ir(111) was smooth and
maintained a moiré pattern similar to that in Gr/Ir(111) but with significantly reduced
amplitude. In figure Fig. 3.10(e) we present STM image of an intercalated sample with
high Bi concentration (around 0.9 ML). One can see a uniform graphene lattice all
across the image. The signature of a successful intercalation is a smaller amplitude of

the moiré pattern in contrast to pristine Gr/Ir(111) as it appears in the upper part of

*In the context of FFT we will use the term "lateral frequency", for a one-dimensional pattern with
period d its lateral frequency is simply f = 1/d. Not to be confused with reciprocal lattice vector.
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Figure 3.10: STM characterization and comparison of Gr/Ir(111) (a—c) and the HD phase
of Gr/Bi/Ir(111) (d-k). (a) Large-scale STM image displaying RO graphene extending over
a step edge of Ir(111). Periodic moiré pattern is observed on both terraces. (b) Zoom-in of
the moiré pattern in (a), the honeycomb lattice of graphene is visible in a close-up image
in the inset (I channel). (¢) Fast Fourier transform (FFT) of image (b). (d) Partially inter-
calated Gr/Ir(111). Bi forms islands of polygonal shape and between them a characteristic
Gr/Ir(111) moiré pattern is observed, as shown in the inset close-up. (e-i) Fully interca-
lated Gr/Bi/Ir(111) characterized by STM (I channel): (e) displays two graphene-covered
areas, with 1 ML (top) and 2 ML (island at the bottom) of intercalated Bi. Close-up images
of these areas are (f) and (h), respectively, their FFT images are presented in (g) and (i).
Around the atomic-scale defects one can see standing-wave patterns (SWPs) formed by
electron scattering. SWPs appear in both areas in (e). STM image of such pattern around
a point-defect is presented in (j) (I channel). (k) Comparison of Z profiles traced along the
[10] graphene direction: I. Gr/Ir(111); II. Gr/1 ML Bi/Ir(111); III. Gr/2 ML Bi/Ir(111).
Profiles are offset along the Z-axis for better visualization. Tunneling parameters (I, Up):
(a,b) 0.5 nA, 2 mV; (d) 0.45 nA, 0.8 V; (e,f,h) 2.1 nA, 0.24 V; (j) 0.67 nA, 2 mV.

the Fig. 3.10(e) [see also line profiles II and I in Fig. 3.10(k)]. Moreover, in the lower
part we observe an island covered with graphene and attribute it to a second monolayer
of intercalated Bi. This is not a rare case and we have systematically observed the
formation of similar small areas under the graphene [see Section 3.3.4.3 and Fig. 3.11].

While the moiré pattern on the 1 ML area is clearly visible and well-periodic, on the
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2 ML island it is not observed at all [see line profile IIT in Fig. 3.10(k)]. This effect
can be explained both by a more effective decoupling of graphene by a thicker layer of
Bi and simply by border corrugation effects on a relatively small island (~ 10 nm in
diameter). The topography of the two areas is presented in atomically resolved close-
ups in Figs. 3.10(f,h) corresponding to 1 ML and 2 ML areas, respectively, however
on this scale they are very similar. The A and B sublattices are not exactly equally
visualized in both areas, but the asymmetry between them is rather weak as compared to
graphene on strongly interacting substrates, such as Gr/Ni(111) or Gr/Co(0001) where
atoms of one sublattice completely dominate and the visible structure is rather threefold
than honeycomb-like [135]. Fourier transforms of 1 ML and 2 ML close-up images
are presented in Figs. 3.10(g,i), respectively. They show mainly lateral frequencies
corresponding to the graphene lattice, however at a close look one can notice a weak
(V3 x v/3) R30° structure in both FFT images, which is attributed to scattering on
defects and will be discussed further below. The spots close to the center in Fig. 3.10(g)
correspond to moiré periodicity [similar to those in Fig. 3.10(c)]. The scale of the
real-space image Fig. 3.10(f) was selected for direct comparison with Fig. 3.10(h) and
it covers only a couple of moiré periods, thus it is too small to resolve well the moiré
frequencies, but they were confirmed by FFT of a larger part of a 1 ML area (not shown
here).

A comparison of moiré line profiles is presented in Fig. 3.10(k), where trace II
corresponds to a 1 ML Bi area and displays a periodicity of ~ 25 A similar to the
pristine Gr/Ir(111) (trace I) and z-corrugation of only ca. 0.1 A. Trace III shows a
similar line profile for 2 ML Bi area, but it has no clear periodic structure.

The presence of moiré in areas of 1 ML Bi with a period similar to that in Gr/Ir(111)
is rather surprising, one possible explanation could be a structure of the Bi layer pseudo-
morphic to Ir(111), this does not contradict LEED data, however, such a dense structure
of the Bi layer is unlikely based on the calculations presented in Warmuth et al. [243].
The second possibility is that this moiré is a purely electronic effect arising due to
electronic interference with the Ir(111) substrate through Bi layer. The latter is well
consistent with the very weak superpotential that we deduce from the vanishing moiré

pattern in LEED and the lack of superstructural replicas in ARPES.

3.3.4.2 Standing waves of electronic density due to scattering on defects

Another effect of purely electronic nature can be observed in the areas of structural
imperfections in graphene or in the substrate directly under graphene. In Fig. 3.10(j)
one can see an example of such area with a defect site and a star-like apparent distortion
around it. Such perturbation can be seen even few nm away from the defect and can
have a large apparent height, but it does not represent the real geometry of the surface.

These patterns are well-known since the 1980s when first high-quality STM images of
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the graphite surface were obtained. They arise from electrons scattering on point-defects
and forming standing waves of electronic density [259-261]. This is a good example of
the importance of electronic effects for interpretation of STM data. Similar standing-
wave patterns (SWPs) are also present in Fig. 3.10(e) and they have larger apparent
height than the 0.1 A amplitude of the weak moiré, which in turn could also be of

electronic instead of structural nature.

3.3.4.3 Multilayer intercalation

The general possibility of multilayer Bi intercalation is supported by our STM data. In
Fig. 3.11 we present one of the stepped protrusions that were observed on the surface
of the intercalated samples. The step height of 2.2 A within this protrusion, which is
equal to the typical step height of the Bi islands, suggests that the steps are formed
by layers of Bi. Moreover, this feature was very stable during the measurement, which
allows us to exclude the possibility of a Bi island on top of graphene. Presumably, such
local enhancement of thickness could be due to a defect in the graphene sheet that made

this area a Bi intercalation site.
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Figure 3.11: STM image of a Bi intercalation site, Z (a) and I (b) channels. Tunneling
parameters: I, = 0.44 nA, U, = 1.0 V. (c¢) Three-dimensional render of the protrusion
region in (a). (d) Z-height profiles extracted along the blue lines in (a) that display terraces
of different heights.

3.3.4.4 Local observation of (v/3 x v/3) R30° structure

Another important feature observed by STM are smooth areas of graphene with a
pronounced (v/3 x v/3) R30° structure. A region with multiple areas of this kind is
depicted in Fig. 3.12(a) ((v/3 x v/3) R30° areas are marked with arrows). In the whole
region one can see a weak moiré pattern typical for 1 ML Bi areas and a honeycomb

lattice of graphene, however in some areas graphene obtains a "hauberk"-like appearance
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Figure 3.12: Local observation of the LD-phase with a (\/§ X \/3) R30° structure in
Gr/Bi/Ir(111). (a) STM image of the Bi-intercalated sample, white arrows mark areas
with locally differing topography (I channel, I; = 1.6 nA, U, = 2 mV). (b) FFT image of
(a), bright spots correspond to the frequencies of two types of periodic structures: graphene
lattice (red circles, G) and a lattice oriented as (v/3 x v/3) R30° relative to graphene (yellow
circles, S). To highlight the location of the different periodic patterns in the real-space
image (a) we filter out all FFT-frequencies except for: (c) inside G (graphene); (d) outside
G (everything besides graphene, G); (e) inside S [(v/3 x v/3) R30° superstructure].

with electronic density concentrated in certain graphene hexagons. Analysis of the FFT
amplitudes [Fig. 3.12(b)] reveals that except for the component related to graphene and
its moiré pattern (marked with G and red circles) there is another component with
a structure close to (v/3 x v/3) R30° (marked with S and yellow circles). One has
to note that spots of the S pattern are diffuse and their shape is rather triangular
than round. To distinguish between the two components in real space we have applied
FFT-filtering: roughly speaking, in this procedure FFT-amplitudes for a certain set
of frequencies are kept intact while all other amplitudes are set to zero, after that an

inverse Fourier transform is performed to achieve a real-space image. Results of such

94



3.4 Origin of the band gap in Gr/Bi/Ir(111)

operation are presented in Figs. 3.12(c—e). Figure 3.12(c) is reconstructed exclusively
from frequencies corresponding to the G pattern (inside the red circles), it displays
a uniform graphene sheet with a moiré pattern. A complementary image (G) that
contains all frequencies except G is displayed in Fig. 3.12(d). Here one can clearly see
the (v/3 x v/3) R30° structure on a noisy featureless background, confirming that there
are only two significant periodic signals. Importantly, borders of the textured areas are
relatively sharp. Finally, we visualize exclusively frequencies corresponding to the S
pattern |Fig. 3.12(e)|.

There are two possible explanations for this "hauberk"-like texture. The first one is
electronic scattering on subsurface defects, such as vacancies in the dense intercalated
layer. Such scattering should lead to (\/?; X \/3) R30° standing wave patterns similar to
those discussed in Section 3.3.4.2. This idea seems plausible since we see protrusions in
some of the textured areas [e.g. top-left corner of Fig. 3.12(a)]. However, against this
explanation is the fact that borders of the "hauberk"-areas are sharp, moreover, there
is no strong change in the apparent height for the observed structures.

The second and more suitable explanation can be given comparing our results to
Ref. [243], where a LD-phase of intercalated Bi with a (v/3 x v/3) R30° structure was
observed. Taking into account the observed sharp borders of the (v/3 x v/3) R30°
areas in our samples we conclude that the "hauberk"-texture may correspond to locally
emerging small domains of LD-phase. The reason behind this effect could be locally
reduced concentration of Bi leading to a less dense Bi phase. Such textures were found
in different locations on the sample but the total surface area covered by them is small,
and they are unlikely to be observed in LEED or ARPES.

3.4 Origin of the band gap in Gr/Bi/Ir(111)

One of the main results of our ARPES and STM studies is that Bi indeed intercalates
under graphene on Ir(111) in the form of a dense layer and decouples graphene from the
substrate. The decoupled graphene has a quasi-free-standing band structure that lacks
a number of substrate-induced features of Gr/Ir(111). The Dirac cone in Gr/Bi/Ir(111),
as compared to truly free-standing case, demonstrates n-type doping and a ~ 190 meV
band gap at the Dirac point. The intriguing question is the origin of this band gap and

why is it possible to tune its size by Bi concentration.

3.4.1 Spin-resolved ARPES results

There is a large number of effects that can result in the opening of a band gap. First
of all we will examine the most interesting option — lifting of degeneracy at the K
point due to substrate-enhanced intrinsic spin-orbit interaction. In the general case

one would expect a combination of both non-zero Rashba and intrinsic SOI of different
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strengths, but a band gap appears only if |A\;|] > |Agr|. Examples of possible band
structures were displayed in Fig. 1.4. In all cases the spin-texture (i.e. orientations
of spin polarization vector in the band) is predicted to be purely in-plane [45] and
resemble the one presented in Fig. 1.3(b). To experimentally determine what kind of
spin structure, if any, exists in the Dirac cone of Gr/Bi/Ir(111) we have performed spin-
resolved ARPES measurements. If the main origin of the gap is SOI then a spin-resolved
spectrum measured away from K should show that the DC is split into bands with spin-
polarization vector oriented in-plane (tangentially to the cone). It is worth to note that
in the hypothetical case of a purely intrinsic SOI (Ag ~ 0 and |A;| > 0) a band gap will
appear, but upper and lower branches of the DC should remain spin-degenerate and
their spin-polarizations will cancel out in the experiment. Thus we cannot completely
exclude this possibility, even though it requires a specific combination of large intrinsic
and negligible Rashba SOI.

Results of the spin-resolved (SR) ARPES experiments are presented in Fig. 3.13.
The spectra display EDCs measured with photon energy 62 eV for three different emis-
sion angles, corresponding areas in k-space are marked in the experimental geometry
sketch in Fig. 3.13(a). At the same time two components of the spin-polarization were
measured: i) out-of-plane and ii) in-plane, in the direction tangential to the DC. The
Sherman function of the detector was S = —0.16.

The analysis of the spectra revealed that there is no resolvable energy shift between
the two spin-components in any part of the DC. The energy splitting of both DC
branches does not exceed 5 meV. The asymmetry between the spin channels was below
the statistical error in all cases. Important to note that exactly at the K point [point 3,
Figs. 3.13(f,g)| no spin-polarization was detected in any direction as well. This allows
to exclude the "hedgehog" spin-texture with an out-of-plane spin-polarization in close
vicinity of the K point, which is expected to arise when both sublattice asymmetry and
Rashba SOI are present [59, 223].

Important comment: one can see that in spin-resolved EDC measured exactly at the
K point [displayed in Fig. 3.13(f,g)] the apparent band gap width is significantly larger
than the value of 190 meV stated above. This effect does not reflect the properties of
the sample but stems from an experimental limitation: the angular resolution in SR
ARPES measurements was 0.75° in both £, and k£, directions. This value, determined
by the analyzer apertures, is still small, but for a very steep dispersion of the graphene
DC the spectrum averaged in k does not reproduce the band gap precisely. However,
this resolution effect does not change the main conclusion about the absence of spin

splitting in the DC.
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Figure 3.13: Spin-resolved PES of the Dirac cone in Gr/Bi/Ir(111). (a) Sketch of the
experimental geometry. Measurement points are marked with filled circles: (1) 2.0° offset;
(2) 1.2° offset; (3) exactly at K. The diameter of these circles corresponds to the angular
resolution of 0.75°. ARPES spectrum (right) is taken along the dashed line (through K in
the direction perpendicular to TK). Stripes represent the lines along which spin-resolved
EDCs were acquired. (b—g) Reconstructed spectral intensities I+ (red) and I; (blue) with
opposite polarization projections along two axes: in-plane (b,d,f) and out-of-plane (c,e,g)
for spectra taken at points 1 (b,c), 2 (d,e) and 3 (f,g). Intensity scale varies between
different points. Graphs at the bottom of subfigures display the absolute spin polarization.

3.4.2 Corrugation effects and local rehybridization

Another possible explanation is that the observed gap is due to the effect of lattice
corrugation. In particular, Warmuth et al. [243] in their study of the Gr/Bi/Ir(111)
system attribute the band gap to the lattice distortions they observed in STM. However,
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in our case of HD-phase graphene, the lattice was observed to be nearly flat and uniform
with only an extremely weak moiré pattern: the apparent amplitude of corrugation is
only ~ 0.1 A across a lateral period of 25 A.

One of the ways how corrugation can induce a band gap in free-standing graphene
is through o—m hybridization. This hybridization vanishes in the case of a flat graphene
sheet due to symmetry considerations but increases with a distortion of the lattice in
the out-of-plane direction, as demonstrated by Gmitra et al. [45]. However, from their
calculations one can see that the spectral gap of free-standing graphene does not exceed
100 peV even for strong differences in height between A and B sites.

Another insight about the influence of corrugation is given by the study of Rossi et al.
[262]. They have calculated structures and electronic bands of a large graphene supercell
under various strain/compression conditions. Under small uniform compressions the
achieved structures resembled typical moiré patterns, however the band gap did not
exceed 50 meV even when the corrugation amplitude reached 1 A [262]. The interesting
observation of that work is that the band gap was in direct relation to the variance of
the C-C bond lengths. In highly 2D-corrugated graphene this variance is large and may
play a role for the band gap (as we observed in Chapter 2). However, in the case of the
HD-phase of Gr/Bi/Ir(111) this variance (estimated from the corrugation of the moiré
pattern) is at least 2 orders of magnitude too low to reproduce the observed band gap.

We can also exclude the local rehybridization of graphene from sp? to sp3 as the
origin of the band gap. Even small concentrations of such rehybridized sites should
be clearly visible in STM due to local deformation of the graphene plane [263], which
is not the case. Moreover, in experiments with hydrogenated graphene even small
concentrations of sp? sites (Cyps) were leading to a strong broadening of the bands due
to electron scattering. The band gap displayed a strong dependence on C)3 and reached
up to 1 eV 264, 265]. In contrast, our ARPES measurements of the HD-phase showed
a sharp DC and a much smaller value of the band gap, which was uniform across the
sample.

The conclusion can be drawn that the observed corrugations of the graphene sheet

were not strong enough to solely produce a gap with £, = 190 meV in the HD-phase.

3.4.3 Hybridization with substrate states

For epitaxial graphene the atoms of A and B sublattices are typically located above non-
equivalent atomic sites of the substrate surface. The difference in sublattice potentials
and interaction between graphene and the substrate can break the sublattice symmetry
[135, 192, 266] and result in a band gap opening at the Dirac point. In the case
of intercalated d-metals this can happen through hybridization of graphene p, with
metal d orbitals of different symmetry at A and B sublattices, as it was shown for
Cu-intercalated Gr/Ir(111) [235]. In the case of Gr/Bi/Ir(111) we can exclude the p-d
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hybridization mechanism due to the lack of Bi d states in the valence band, also no
hybridization between the w-band of graphene and Bi states was observed in ARPES
[Fig. 3.8].

3.4.4 Sublattice asymmetry

However, even if orbital hybridization does not happen, non-equivalent adsorption sites
will result in a difference in electrostatic potentials between A and B sites (A). This
difference leads to a band gap £, = A at the Dirac point of graphene (see Section
1.2.3). This effect is very common and relatively small band gaps in graphene on
weakly-interacting substrates are often attributed to it. At the same time the difference
in potentials influences the photoemission intensity distribution in the DC and leads to
a non-zero intensity in the "dark corridor" region which increases as a function of A
(see Section 3.1.1) . In the following we use this dependence (Fig. 3.4) to estimate the
possible magnitude of the sublattice potential difference from our photoemission data.

The analysis of intensity in the "dark corridor" of photoemission requires very pre-
cise alignment. This was achieved by a complete ARPES mapping of the DC region
with high momentum resolution. Using the ARPES map one can extract constant en-
ergy surfaces at different binding energies, such as one displayed in Fig. 3.14(a). This
CES was taken at Ep = 0.8 ¢V (~ 0.4 €V below Dirac point) and shows an intensity
distribution that is visually similar to the theoretical one for a free-standing graphene
[Fig. 3.3(b)]. A dispersion with high statistics was measured along T'K to determine the
photoemission intensity ratio precisely. The result is displayed in linear and logarithmic
intensity scales in Figs. 3.14(b,c), respectively. One can see that there is a very weak
but non-vanishing intensity in the "dark" region, indicating some degree of sublattice
asymmetry. For a direct comparison with the theoretical plots in Fig. 3.4 the distribu-
tion of intensity along the CESs was extracted from the ARPES map (Ep = 0.9 eV*).
Taking into account the finite width of the DC in the experiment, the intensity was
integrated in the radial momentum direction (with center at the K point) and displayed
as a function of the azimuthal angle I(y). The polar intensity plot in logarithmic scale
is presented in Fig. 3.14(d). Due to low total intensity (and thus large statistical error)
in the "dark corridor" area the I(¢) plot was complemented with a point at ¢ = 0°
measured separately. This point was extracted from the MDC of a high-statistics spec-
trum [Fig. 3.14(c)| taken at Ep = 0.9 €V (along the red dashed line L). The MDC itself
is displayed in logarithmic intensity scale in Fig. 3.14(e). One can quantify the ratio of
minimal and maximal intensities as Lyin/Imaz = 1/100 (the exact value depends on the
details of analysis). Comparison of both this ratio with Eq. (3.6) and the shape of the
I(p) plot [Fig. 3.14(d)| with the theoretical graphs in Fig. 3.4 allows us to estimate the
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Figure 3.14: PES interference effects in the HD-phase of Gr/Bi/Ir(111). (a) A Dirac
cone CES extracted from ARPES map at Ep = 0.8 eV with a typical anisotropic intensity
distribution. (b) ARPES dispersion through K and along the intensity-asymmetric TK
direction. The same image in logarithmic color scale (¢) reveals a non-zero intensity in the
dark-corridor region. (d) Polar plot of DC ARPES intensity integrated along the radial
traces as a function of the trace orientation angle. Maximal intensity is normalized to 1.
(e) MDC taken along the line L in (c) at Eg = 0.9 eV (logarithmic scale). Intensity of the
DC in 1% (arrow 1) SBZ is much higher than in the 2"¢ (arrow 2).

value of A ~ 140 meV, which is just slightly less than the observed value of £, = 190
meV (see blue and green dashed lines in Fig. 3.4).

First of all the
simplifications of the theoretical approach, in particular the calculations were done for

The discrepancy of the values can be a result of many factors.

a free-standing graphene in approximation of plane-wave final states. Depending on the
exact final state the intensity distribution in the DC of graphene can be modified as it
was shown by Gierz et al. [227] for Gr/SiC(0001). However, for p-polarized light and

photon energy of 62 eV used in our experiments this effect should be minimal. Secondly,

*This choice of binding energy allows to better separate intensity contributions from the opposite
sides of the DC. At the same time the momentum radius of the DC contour in CES is still less than
0.1 A meaning that the intensity distribution does not deviate significantly from the calculated ones.
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3.4 Origin of the band gap in Gr/Bi/Ir(111)

the experimental effects of background, band broadening and finite resolution also play
a role in the precise determination of the intensity ratio. Finally, the value of the band
gap obtained directly from ARPES spectra might also be slightly overestimated due to
finite ky resolution of the experiment defined by the entrance slit of the analyzer.
However, the obtained estimate is still in a good agreement with the directly ob-
served gap value and it means that this effect is by far the strongest among the other
gap-opening mechanisms discussed above. Altogether we can conclude that A-B sublat-
tice symmetry breaking is the main candidate for the origin of the small observed band
gap in the HD-phase of Gr/Bi/Ir(111). Moreover, this mechanism also provides an ex-
planation for the dependence of the band gap on the local concentration of intercalated
Bi [Fig. 3.9(e)|: as the density of Bi layer increases with concentration, its long-range
structural order should improve leading to a reduction of the overall sublattice asym-

metry.
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3. ORIGIN OF THE BAND GAP IN BI-INTERCALATED GRAPHENE
ON IR(111)

3.5 Summary of conclusions

In this chapter we have synthesized a previously unreported HD-phase of Bi-intercalated
graphene on Ir(111). A combined study by means of LEED, STM and (SR) ARPES
reveals its structural and electronic properties. We observe that all spectral signatures
of interaction between graphene and Ir(111) substrate disappear after Bi-intercalation
and the photoemission signal from Ir(111) nearly vanishes. Moreover, the characteristic
moiré pattern observed by LEED and STM in Gr/Ir(111) is strongly suppressed after
intercalation. The whole set of experimental data evidences that Bi forms a dense
intercalated layer that efficiently decouples graphene from the substrate.

The band structure of HD-phase Gr/Bi/Ir(111) is nearly ideal except for n-type
charge doping (Ep ~ Er—0.4 €V) and a relatively small band gap (E4 ~ 190 meV). Fur-
thermore, systematically varying the amount of intercalated Bi we reveal a monotonous
decrease of the band gap with Bi concentration. This gives a mechanism of experimen-
tal control over the band gap in this system within +25 meV at the stage of sample
preparation. The origin of this effect can be found in the reduction of A-B asymmetry
at higher densities of the Bi interlayer.

From the experimental data a wide range of mechanisms responsible for the band
gap can be excluded, such as induced intrinsic spin-orbit interaction, hybridization
with the substrate states and corrugation of the graphene lattice. All of the possibili-
ties considered above were shown to be orders of magnitude too weak to produce the
experimentally observed band gap. The only explanation that remained qualitatively
feasible is the A-B symmetry breaking induced by a difference of electrostatic potentials
(A) at two sublattice sites. The quantitative test of this mechanism was performed by
analysis of interference effects in ARPES that allowed to estimate the A = 140 meV.
This should result in a band gap of equivalent width and, in contrast to estimates made
for other mechanisms, it is on the same scale with the observed value of F,. This allows
to attribute the main origin of the band gap in the HD-phase of Gr/Bi/Ir(111) to the
A-B sublattice symmetry breaking.

The main results of this chapter were submitted as an article to the journal "2D
Materials", which is currently under review ("Origin of the band gap in Bi-intercalated
graphene on Ir(111)", submission ID: 2DM-105632).
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Chapter 4

Electronic scattering resonances in
photoemission from monolayer
graphene

4.1 Introduction

The previous Chapters are mainly focused on tuning the properties of graphene by
proximity to heavy metals in the form of monolayers or nanostructures. However,
graphene itself is a great model system to study various physical effects at crystal
surfaces.

This Chapter is devoted to a specific phenomenon related exclusively to the surface
— so-called "scattering resonances". They manifest themselves in ARPES in the form
of strongly dispersing lines of intensity modulation in the low kinetic energy region. De-
spite their abundance, such features are most often overlooked, since they are typically
weak and appear in the area of secondary electron background that is rarely studied
with angular resolution in detail. However, their behavior can provide important infor-
mation about the surface potential barrier and structure of the sample. Beyond that,
understanding of these resonant states is relevant to optoelectronic properties of the
materials. The two-dimensional nature of graphene and its nearly ideal surface make it
a perfect sample for this study.

In the following we will discuss the origin of the features named with the common
term "scattering resonances" and present examples of their experimental observation by
ARPES in graphene supported by various substrates. In the final part the possibilities
of tuning, modification and suppression of the scattering resonances in graphene will be

investigated.
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4. ELECTRONIC SCATTERING RESONANCES IN PHOTOEMISSION
FROM MONOLAYER GRAPHENE

4.1.1 Surface states and surface related effects in ARPES

In the picture of an ideal three-dimensional crystal, the surface acts as a large-scale
defect that breaks the translation symmetry of the lattice, reducing it to only two
directions parallel to the surface. This causes changes in the electronic states in the
surface region: due to the symmetry lowering, the 3D wave vector K is not a constant
of motion anymore, and only its component parallel to the surface remains a good
quantum number. This way the presence of the surface allows extra solutions of the
Schrédinger equation that are described by 2D wave vectors. These surface electronic
states play a crucial role in the chemical interaction of a material with its environment,
for example in the mediation of adsorbate lateral interactions [267]. Moreover, surface
states represent an interesting physical phenomenon in its own right, as example of a 2D
electronic system. Nowadays they can be routinely observed in experiments, specifically
with ARPES [65] or modern STM, where they can be studied via electron scattering
interference patterns around surface defects or adsorbates [259].

Another important surface property is the behavior of the electrostatic potential
that acts on the emitted electrons close to the surfaces of metals. This potential does
not change abruptly at the border of the crystal, but decays smoothly with distance (z)
due to the interaction of the electron just above the surface with those in the bulk of the
metal. This interaction can be described in terms of the potential created by an "image
charge" from classic electrodynamics, which has a long-range Coulomb "tail" (o 1/2).
The overall surface potential comprises this Coulomb-like potential on the vacuum side
far from the crystal surface and the transition region to the inner potential of the crystal
[Fig. 4.1(a)|. Electrons trapped in this Coulombic potential form a Rydberg-like series
of "image potential states" (IPS) converging to Fy. (vacuum energy level) from below
[268, 269].

Due to the phenomena described above, the surface leads to [Fig. 4.1(b)]:

o Surface-localized states that lie in the projected bulk band gap of the crystal
(common examples are surface states on Au(111), Ag(111), Cu(111), etc.);

o Surface resonances, states with enhanced amplitude close to the surface, but ex-
tending into the bulk of the crystal due to mixing with bulk states (typical example
is surface resonance of Ir(111) [40, 270]);

e [mage potential states (IPS) — a series of states below Ej,q. that arise due to the

interaction of the electron above the metal surface with those remaining in the

bulk;

In this chapter we will discuss yet another surface-related electronic effect that we
refer to as "surface scattering resonances” (ScR). These scattering resonances are dif-
ferent from the surface resonances mentioned above and closely related to the image
potential states, as their formation strongly relies on the properties of the surface po-

tential barrier.
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Figure 4.1: (a) Schematic picture of a laterally averaged potential U(z) at a crystal
surface, z is the coordinate along the surface normal, d is the minimal distance between
the atomic planes parallel to the surface. Dashed lines stand for the model approximations
of the potential inside the crystal and image potential far from the surface (z is a fitting
parameter). Adapted from Refs. [271, 272]. (b—e) Schematic drawing of electron density
distributions in different types of states in vicinity of crystal surface: bulk state (b), surface
resonance (c), surface state (d) and image potential state (e). Adapted from Ref. [177].

4.1.2 Electronic surface scattering resonances

There are several different models of the "electronic surface scattering resonances", but
they share a similar idea used to explain their origin. Imagine an electron leaving
the crystal surface at a grazing angle. It may have a large momentum parallel to
the surface but at the same time a momentum perpendicular to the surface that is not
sufficient to overcome the surface potential barrier (SPB). This would lead to a situation
when the escaping electron will be deflected by the SPB back to the crystal surface.
After that the electron might get diffracted at the surface of the crystal, obtain higher
perpendicular momentum and escape to vacuum or it might undergo reflection without
change of parallel momentum and return to the initial situation. Theoretically, under
certain conditions this electron can be reflected back and forth a large number of times,
forming a quasi-bound state [272] and traveling along the surface like in a waveguide —
such implied states were named "electronic surface resonances" [272]. This effect was
widely discussed in the 1970s in relation to fine structure of very low energy electron
diffraction (VLEED) spectra observed experimentally (so-called "threshold" or "pre-
emergent beam" effects) [272-274]. However, later it was noted that despite the rather
strict conditions under which such resonances can exist, VLEED fine structures are very
commonly observed. An alternative explanation was found that does not require infinite
reflections and existence of quasi-bound electronic states: the electrons that participated
in the under-barrier scattering before leaving the crystal will have an energy-dependent
phase shift relative to those that were transmitted through the SPB directly (Fig. 4.2).
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Figure 4.2: Scheme of the interference model. Electron reflected by or emitted from the
crystal (hatched area) may escape to vacuum directly (light blue arrow) or get diffracted
at the surface (dark blue arrow) acquiring extra & equal to the surface reciprocal lattice

vector €. In the last case, thee, = %ki (energy corresponding to electron motion normal
to the surface) may become less than F,,., then the electron gets reflected by the SPB.
After reflection from the surface a second diffraction event (—g) returns the electron to the
initial direction allowing it to escape. The experimental (VLEED or ARPES) signal from
electrons with the corresponding (£, k) will be affected by the interference and depend
on the phase shift App between the two paths.

The interference produces the energy-dependent intensity modulations that explain well
the experimentally observed "threshold effects" [273, 275|. Similar mechanism should
also produce fine structures in ARPES spectra, however until recently they were very
rarely observed and recognized. In this work we investigate the unusual features present
in ARPES spectra and provide arguments that they are analogous to the threshold
effects observed in VLEED. Figure 4.3 presents an example of an ARPES spectrum that
has such features. Panel (a) shows a spectrum of Gr/Ir(111) measured in IT'M direction.
In the low kinetic energy region one can see bright wide lines (WL) of enhanced intensity
and darker narrow lines (NL) of reduced intensity above them*. To provide a sharper
picture the derivative of intensity is presented in panel (b). The WL and NL features are
not independent but represent parts of one complex structure that we will call "surface
scattering resonances" (ScR) — the topic of discussion in this Chapter.

One of the particularly interesting points in studying electronic surface scattering
resonances is that based on their structure one can get information on the shape of the
surface potential barrier, which is essential for the interpretation of data from electron
spectroscopies such as photoemission, inverse photoemission and low-energy electron
diffraction (LEED). Scattering resonances were proposed to provide experimentalists a
valuable method for observation of the spin-dependent surface potential barrier [276].
Moreover, scattering resonances can be observed also in transmission of low-energy elec-
trons through two-dimensional materials [277]|, which is important for implementation

of those materials in optoelectronic devices.

*At the higher kinetic energy side of the dark lines NL there are also narrow bright lines, which are
expected from the model, but often too weak to be observed.
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Figure 4.3: (a) ARPES spectrum of Gr/Ir(111) measured in TM direction of the surface
Brillouin zone (SBZ) across a wide range of kinetic energies. The features observed in
the low kinetic energy region are an example of surface scattering resonances. (b) Same
spectrum as (a), but presented as a derivative of intensity (4%). This provides a sharp and
clear picture of the resonant state ScR incorporating a set of strongly dispersing narrow
(NL) and wide (WL) features. Dispersion of NL can be traced almost up to the valence
band (white dashed line).

In the following we will give a short overview about the nature of this effect, its
past experimental observations and theoretical description. After that we will provide a
detailed description of the features that we observe in ARPES to prove their equivalence
with the features reported by other methods.

We would like to start with a short review of some of the experimental and theoretical

studies of scattering resonances found in the literature over the last five decades.

4.1.3 Historical overview

Historically first observations of surface resonances were made in the 1930s in the atom
diffraction experiments [278]. Estermann and Stern studied scattering of He atoms
from a LiF(001) surface and observed narrow minima in the intensity of the specularly
reflected beam at specific incidence conditions. These features were explained later by
a process in which an incident atom is temporarily trapped in a surface state [279, 280].

In the following years the resonant scattering of electrons at the crystal surfaces

was also observed. Kikuchi and Nakagawa studied high-energy (40-100 keV) electron
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diffraction from the (110) face of a zinc blende crystal and observed anomalously high
intensity of the specularly reflected beam under certain conditions [281|. Later, an anal-
ysis of their data by Miyake et al. [282, 283] showed that the conditions of anomalous
intensity enhancement are close to the threshold conditions for diffracted beams. This
effect was explained in terms of surface resonance scattering.

Significant advances in understanding of the resonance scattering were achieved in
VLEED (very low energy electron diffraction) experiments, in which a fine structure
appears in intensity over energy curves I(E) of elastically reflected electrons. McRae
and Caldwell in 1964 were the first to observe such a fine structure for LiF(100) [284].
This work started a long scientific discussion about the nature and precise details of
the observed fine structure. Similar features were later discovered in the data obtained
from crystalline samples by other methods, such as electron energy-loss spectroscopy,
target-current spectroscopy and photoemission techniques [272|. Moreover, since the
main component defining the existence of electron surface resonances is the image-like
surface potential barrier, they can be observed even above some liquid surfaces (provided
that there is a repulsive potential barrier at the surface). In particular, quasi-stationary
states of electrons above the surface of liquid helium have been extensively investigated
in the 1970s [285].

The phenomenon of scattering resonances was a topic of active experimental and
theoretical research for more than 20 years from 1960s to late 1980s [268, 272-275,
284, 286-295| and now it starts to gain attention again due to the new experimental
possibilities of spectroscopic methods. It was proposed [276] that a modern VLEED
experiment with a state-of-the-art energy and angular resolution should make it possible
to observe such delicate effects as spin dependence of the surface potential barrier at
the ferromagnetic surfaces.

Recent experimental reports include observations of similar fine-structures not only
in VLEED [296, 297], but also in photoelectron emission spectroscopy experiments with
angular resolution. The latter includes not only conventional ARPES [298, 299], but also
PEEM (photoemission electron microscopy) [300, 301] and SPELEEM (spectroscopic
photoemission and low energy electron microscopy) [302] experiments. Another study
reports observation of similar features in electron transmission experiments (using a
low energy electron point source [LEEPS| microscope) [277]. The same fine structures
were theoretically predicted to appear in inverse photoemission spectroscopy (IPES)
data [303], however to the best of our knowledge the resolution of modern IPES is
not sufficient to resolve the narrow peaks. Nevertheless, the lowest lying peaks of the
Rydberg series recognized as image potential states are commonly observed at the T’
point of the 15 BZ both in IPES [304, 305| and two-photon photoemission spectroscopy
[306-308]. These methods allow to probe the energy range directly below E,4., which
is unavailable for ARPES and VLEED.
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It is especially interesting to investigate the existence and behavior of surface scat-
tering resonances in 2D materials, such as graphene, that became a topic of extensive
research in the last two decades. However, only a few experimental reports are available
at the moment [277, 298, 301, 302].

To better explain the concept of scattering resonances we will follow the approach
of McRae [272] but taking into consideration the important critical comments that

appeared in the later years.

4.2 General theoretical picture of surface scattering reso-
nances

In this chapter a comprehensive review of theoretical models of scattering resonances
will be provided and, where useful and possible, will be illustrated with our own ARPES

photoemission data acquired from various samples of epitaxial graphene.

4.2.1 Two-layer scattering model

As it was shortly explained above, electrons traveling near the surface of a solid can be
temporarily trapped between the image potential on one side and the crystal surface
on the other side. In a simplified theoretical picture one can imagine a one-dimensional
surface potential U(z) and describe the elastic scattering of an individual electron at the
crystal surface as a sequence of reflection, diffraction or transmission events happening
between two parallel planes that correspond to the crystal surface* and a constant
energy surface of the SPB [272, 288, 309].

The probability of reflection from the crystal surface should be larger than zero,
otherwise electrons deflected by the SPB towards the surface will be simply absorbed in
the crystal. High crystal surface reflectivity r¢ is expected for energies corresponding to
an energy-momentum gap in the band structure of the crystal. However, it was shown
that even for some metals with no band gap close to the vacuum level the reflectivity
is still larger than zero, r¢ & 0.1, and this is enough for resonances to appear [310)].

The position of the surface plane can be selected arbitrarily, but for the convenience
of calculations it is often considered to be located % away from the center of the out-
ermost atomic layer, where d is the spacing between the atomic layers parallel to the
surface (in Fig. 4.1 the surface plane is at the origin of the z axis). The potential should
smoothly change from the periodic function in the bulk of the crystal to the image-
like asymptotic behavior far above the surface. Correct modeling of this transition can
be challenging [311-313], but in many cases good results can be achieved even with

simple idealized models approximating the barrier piecewise by a number of specific
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Figure 4.4: Schematic illustration of different electron scattering pathways in reflection
(a—c, adapted from Ref. [276]) and emission (d—f). Dashed black line marks a constant
energy surface of the SPB. Detailed description see in the text.

one-dimensional functions that are joined in a continuous and differentiable way (e.g.
SPB shape proposed by Jones and Jennings [314]).

The basic elastic scattering processes that are possible in the two-layer description
are shown in Fig. 4.4. In all cases the outgoing electron’s momentum K is fixed to be the
same and all momentum indices are given with respect to this k= Ko. This model was
widely used to explain the fine-structure in the VLEED data, in this case the electron is
initially moving towards the surface ["reflection", Figs. 4.4(a—c)|, however, with minor
modifications the same model can be applied to the electrons emitted from the crystal
as well ["emission", Figs. 4.4(d-f)]. The simplest processes are e.g. reflection from the
barrier* (a), reflection from the surface (b, full line) and transmission of the photoemitted
electron through the barrier (d, full line). The last two processes in the case of a semi-
reflective barrier can lead to backscattered beams (dashed lines) or even series of them
if this process repeats. For electrons with energy e = %ki corresponding to electron
motion normal to the surface such that e, > FE,,. the probability of barrier reflection
is generally very low [275], however such reflection may happen if initially e; < Fyqc or
if it was reduced in some process below the barrier and this is exactly what happens in
the more complicated cases depicted in (c,e,f).

To discuss more complex diagrams first we need to introduce some notation. Se-
quences of such scattering events (and the resulting amplitudes) can be described as
a composition of operators that can change the phase, amplitude, direction of motion
along z axis and parallel momentum of the electron. Operators r and ¢ stand for re-
flection from and transmission through the potential barrier, respectively; R denotes

reflection from the crystal surface. F' is the amplitude of emission of an electron. The

*Crystal surface plane in this case is not well-defined, see text below.
*For energies 20 — 250 €V its probability is usually small and can be neglected [275, 315].
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subscript indices show the momentum before (left) and after (right) the action of the
operator, the superscript indices show the direction along the z axis before (left) and
after (right). For example, Ra;r means that an electron that was initially travelling to-
wards the crystal (—) is reflected from the surface (R) and travels away from the crystal
(4) at the same time its K was changed from Eo to Ko + g by diffraction at the surface™*.
This process happens in Fig. 4.4(c) and it is crucial for the VLEED fine-structures. The
reason is that the change in momentum direction of the diffracted electron may reduce
the part of its kinetic energy related to the motion in the z direction e, in certain cases
making it impossible for the electron to surmount the SPB, so that it will be reflected
back to the surface. If this electron gets reflected from the surface without a change in
its parallel momentum, the whole process of back-and-forth reflection may repeat mul-
tiple times resulting in a channel-like motion of the electron trapped under the barrier.
In the original theory of McRae [272] the intensity dips in the VLEED fine-structures
were attributed to the conditions when this channelling was possible (they can be found
by summation of infinite series of scattering sequences). In this case an interpretation
of the phenomenon of VLEED fine-structure can be given in terms of electronic states
corresponding to the channelling conditions. For an image potential these states are
similar to those of an electron in a Coulomb potential well, i.e. they form a Rydberg
series converging towards E,. at I' and have a free-electron-like dispersion [272]. The
total kinetic energy of electrons in these states can be above E,.. away from the T’
point (see Fig. 4.5). Thus there is a non-zero probability that a channelling electron
may escape into vacuum by a diffraction event at the surface [Fig. 4.5, purple arrow|.
This means that the states of trapped electrons above E,,. have limited lifetimes and
therefore they are named "scattering resonances".

However, already Dietz et al. [290] noted that the best fit of the fine structure in
their high resolution VLEED data on Cu(001) was achieved in assumption of a single
under-barrier reflection’. In this scenario the rapid intensity oscillations result from the
interference of two contributions in the wavefunction of the outgoing electron: one from
direct reflection from the surface and another after experiencing a single under-barrier
reflection, therefore accumulating some phase shift App (Fig. 4.4, see also discussion
in Section 4.2.2). Further theoretical studies [273, 275] insisted on this interpreta-
tion, arguing that the channelling conditions are too strict and that in most real-life
crystals the lifetime of proposed states would be very short.  Later work by Read
and Christopoulos [295] attempted to model VLEED data for a W(001) surface and

they have demonstrated that up to seven internal scattering events may occur between

*Diffraction is possible because the electron interacts with the 2D periodic potential at the surface
and can exchange momentum (equal to some reciprocal lattice vector) with the crystal lattice.

THowever, in the later studies the full multiple-reflection approach was implemented to fit VLEED
curves for Cu(001) rather successfully [316].
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Figure 4.5: Rydberg series of electronic scattering resonance states converging towards
E,q. at the T point of the 15 SBZ. Scattering by a surface reciprocal lattice vector g
(purple arrow) allows an electron (purple dot) to escape into the free-electron continuum.

surface barrier and metal substrate, thus in certain cases the resonance mechanism is
important (in particular, at small angles of the beam incidence).

In the case of emission of electrons the simplest interfering processes [Fig. 4.4(e)|
are very similar to those discussed for reflection |Fig. 4.4(c)]. The acquired phase shift
App is exactly the same, thus the intensity modulations produced by interference in
emission should also be similar to those that appear in VLEED. In both cases it is
possible to take into account paths with higher number of under-barrier reflections, an
example of double reflection for emission is shown in Fig. 4.4(f).

Putting aside the existence of short-living states and the number of reflections that
should be considered to fit the experiment, the fundamental principle of threshold effects
remains the same both for interference and resonant states model, and it is based on
surface diffraction processes like the ones depicted in Figs. 4.4(c,e,f).

Different interpretations and experimental methodologies resulted in a variety of
names that are used for the same concept: scattering resonances, threshold effects, pre-
emergent beam effects and many others. We will use them interchangeably, but keeping
in mind that "surface resonances" presumes the existence of temporary, but long-lived
(quasi-bound) states and that is not always the case. "Threshold" refers to the fact that
the intensity oscillations (or Rydberg series of states) are abruptly bounded from above
by a certain energy, at which the electron can finally escape the SPB. In VLEED the
electron beam with e| close to this threshold is called "pre-emergent", as it is formed
by electrons travelling nearly parallel to the surface and one can force this beam to
"emerge" into vacuum by increasing the energy of the primary electron beam. We will
use this terminology also for ARPES.

Appearance of scattering resonances is sensitive to the precise spatial dependence

of the surface potential barrier. Thus, comparing the ScR observed in the experiment
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with those calculated for different models of the SPB we can determine the shape of
the latter, which is important for the interpretation of the results of surface-sensitive
electron spectroscopies, such as photoemission and inverse photoemission. Recently it
was shown by U. Burgbacher et al. that in modern VLEED experiments with high
energy and angular resolution one can derive the shape of the surface barrier from fine-
structure measurements [276]. Moreover, in the same work it was claimed possible to
distinguish the spin-dependence of the surface barrier in experiments with spin-polarized

electrons.

4.2.1.1 How does it apply to ARPES?

To project the ideas of the VLEED "beams" to the ARPES picture we can focus on
a single point of the ARPES spectrum I(Egn, k). It corresponds to the intensity of
electrons that have emerged from the sample with certain kinetic energy and parallel
momentum. Fixing these two parameters is equivalent to selecting an outgoing VLEED
beam with a certain energy and escape direction.

Since threshold effects described above only modulate the intensity of the outgoing
beams, one can see fine-structures only in the areas of high ARPES intensity (e.g.
on top of the spectrum of occupied bands). Therefore, to study the threshold effects
in a wide range of energies and momenta, we need some broad uniform spectrum of
initially photoemitted electrons I(Eg;p, k”) ~ const. Fortunately, secondary electrons
(SE) provide a broad background of high intensity in the low kinetic energy region
of ARPES spectra. The downside is that the intensity of this background is energy-
dependent and changes by orders of magnitude across the low kinetic energy region
making it harder to extract the features of interest. Moreover, it is known that the
spectrum of SE may also have some structure. This broad background originates from
the photoexcited electrons that undergo a series of inelastic scattering events producing
a cascade of secondary electrons. In this process information about the initial state is
lost and the energies and momenta of SE are "randomized" producing a broad spectrum.
However, the probability of their transmission to vacuum is not completely uniform, but
depends on the electronic states that exist there. It was demonstrated that the details of
the SE background measured in ARPES directly reflect the unoccupied band structure
of the sample and provide information equivalent to VLEED [299]. This is important in
two aspects: first, it gives another link between the fine-structures observed in VLEED
experiments and features visible in the spectrum of ScR; second, one has to carefully
distinguish in the experimental data the features related to ScR from those that stem

from the unoccupied band structure of the sample.
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4.2.2 Phase accumulation (interference) model

4.2.2.1 Phase shift due to underbarrier scattering

To obtain a better understanding how features described above should appear in ARPES
one can model the interference intensity profile in the phase accumulation model [268].
As a first approximation of the surface potential barrier we will use a classical image
potential for a metallic surface U(z) = —%*[317]. This approximation describes the
asymptotic behavior of the potential far from the surface. One can obtain the analyt-
ical solution for the phase pp that the electron acquires while being deflected in this

potential barrier, in the Wentzel-Kramers—Brillouin approximation [271, 292]:

2
CPB:W(\/EO/(E{?QC_QL)_l), where eL:E—h—kﬁ (4.1)

2Mme

Here Ey = Ry/4 = 3.4 €V, E is the energy measured from the bottom of the inner
potential well and e is a quantity of kinetic energy corresponding to the motion in the
direction perpendicular to the surface. One can immediately see that for by =0 ase; =
FE is getting closer to the sample vacuum level (Efac), the phase of the reflected electron
starts to change increasingly fast. Due to the interference with the process in which the
electron is emitted in the same direction without under-barrier reflection the measured
intensity will be modulated as I(F) ‘1 + rpePBroelfc ‘2, where rge?B and roe'¢
are the barrier and crystal complex reflection amplitudes, respectively. For energies just
below the threshold, the modulus of barrier reflection rp &~ 1 and the phase p¢ acquired
after reflection at the crystal surface is assumed to be a slowly varying function of
energy compared to ¢p (phase acquired by reflection from the surface potential barrier),
thus can be considered constant. The interference results in an intensity profile with
increasingly fast oscillations converging towards Efac. The energies F; of the intensity
maxima form a Rydberg series, similar to that predicted in the resonant scattering

model [272]. At other EII exactly the same intensity profile should appear, but shifted

in energy towards the corresponding threshold position Fy,, = Efac + 2}23, - _’ﬁ: a free-

electron-like parabola (or, in 2D, a paraboloid of revolution) originating at the I' point
of the first SBZ and having the minimum at E,. (Fig. 4.6).

Unfortunately, the fine-structure of intensity close to this threshold cannot be ob-
served in the ARPES experiment. The reason is that the energy-momentum region

below the threshold is not observable by photoemission in principle: electrons with

*More generally U(z) = fé(;}) (see e.g. the Ref. [318], p.154), where € is the static relative
permittivity (dielectric constant) of the material. In case of bulk metals e is effectively infinite leading to
the formula in the text. However, one has to be careful applying it to graphene on dielectric substrates
and even to graphene in general due to its reduced dimensionality and semimetallic nature. Detailed
analysis of how the image potential in graphene depends on its doping and the permittivity of the

substrate can be found in Refs. [319, 320].
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Figure 4.6: Fine-structure thresholds in extended zone scheme. Free-electron-like thresh-
old parabola (FrE) of the first SBZ (yellow) is not visible in ARPES data because it
coincides with the border of the region reachable by photoemission. In contrast, parabolas
centered at the T' points of the neighbouring SBZs (gray) are seen in the first SBZ and
cross at its I’ point.

kinetic energies below the threshold at a given surface-parallel momentum cannot over-
come the SPB and thus cannot escape to vacuum to be measured. Surprisingly, this
does not mean that fine-structures are not observable by ARPES at all, to see this one
has to consider the electrons that were scattered by surface reciprocal lattice vectors
G, before escaping in the direction of the analyzer. These electrons can be accounted
for by simply replacing in the Eq. 4.1 EH by (EII — (_;:7,), which leads us to new thresh-
old free-electron-like paraboloids originating at the T'; points of the neighboring SBZs
(Fig. 4.7). Such paraboloids cross at the T point of 15 SBZ due to general symmetry.
This makes them observable by ARPES, moreover, similar crossings of the paraboloids

from next-nearest SBZs should appear.

Cutl E Cut2
(b) along TK (c) alongTM E

Figure 4.7: Fine-structure thresholds for a hexagonal lattice in the 2D extended zone
scheme. (a) Free-electron-like paraboloids of revolution originating at six neighbouring
Brillouin zones (the central one is hidden for clarity); (b,c) Slices along (b) TK (Cut 1) and
(c) TM (Cut2) show different number of branches in the high-symmetry directions due to
pairwise crossings of paraboloids along the planes of the cuts.

Summing up all the contributions from different G, and using formulae given above
the electron transmission spectrum is calculated. The result is presented in Fig. 4.8(a).
This picture shows how the interference due to surface barrier reflection would modulate

the initially uniform electron background (Io(E,k) = const). The four main sharp
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features crossing at the center are following free-electron paraboloids originating at
different (_?:l The main parameters of the model are the 2D geometry of the surface
layer (given by C_";'Z) and the function pp(e)) that is determined by the shape of the
surface potential barrier. In our proof-of-principle calculation only the 6 shortest G,
of the graphene lattice were taken into account. The value of the reflection modulus
rpro = ro = 0.05 was selected empirically, however this small value is in line with the
studies of Le Bosse et al. where the reflection modulus was estimated to be from 0.07
to 0.17 for several metallic surfaces [273, 275] and with the value 0.1 calculated for an
Al(111) surface far from the band gap [310]. To mimic the finite energy resolution the
image was convolved with the instrument function — a Gaussian curve with HWHM
= 50 meV, a value realistically reflecting the experimental resolution. The result of
such convolution on the fast-oscillating intensity profile is depicted in Figs. 4.8(g,h):
the original spiky profile with multiple peaks in panel (h) is transformed to only three
distinguishable peaks in panel (g) (see insets for zoom-in of the threshold region).

Simulation results presented in Fig. 4.8(a) reveal complex structure of ScR features
formed by multiple peaks of intensity with various linewidths and shows that both
narrow (NL) and wide (WL) lines observed in photoemission experiments belong to the
same threshold-bound resonance structure (ScR) emerging as a Rydberg series.

Comparison of the Fig. 4.8(a) with the experimental spectrum of Gr/Ir(111) [Fig.
4.8(b)] reveals a general similarity in the positions and dispersion of the features con-
firming that the surface geometry is indeed a decisive factor for the shape of ScR.
However, the behavior of intensity at kinetic energies lower than the threshold is some-
what different, as in the experiment we clearly observe a wide line of enhanced intensity
(WL) parallel to the threshold that is bordered by a dark region (i.e. reduced intensity)
from lower kinetic energy side. This line of intensity WL has a large, but finite width.
On the contrary, at lower kinetic energies in the model image Fig. 4.8(a) there is a slow
decay of intensity instead of a sharp drop [see also the red profile in Fig. 4.8(g)].

The reason for this discrepancy is in the non-physical behavior of the image potential
U(z) = —% that goes to negative infinity in the vicinity of the surface. A more realistic
approximation of the surface potential should saturate to the value of the inner potential
Vint inside the crystal (Fig. 4.9). In this case the function ¢ (e ) will be also modified
and will saturate to —m at some finite value of e, , say €} . In Fig. 4.8(i) the graph of
pp(ey) for the image potential is shown as a red dashed line and of the more realistic
artificial phase as a black full line. The value of eoL is determined by the depth of the
surface potential barrier and defines the width of the WL. In our case e(j_ is selected to
be —6 €V as this value reproduces the experimental data reasonably well.

The model spectrum based on this simple phase accumulation model with the ar-

tificially constructed phase function [Fig. 4.8(c)| provides a surprisingly good overall
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Figure 4.8: Results of calculations in the phase accumulation model and comparison with
experimental ARPES data. Brighter colors correspond to higher intensity. (a) Intensity
modulation of the initially uniform ARPES signal due to threshold effects as calculated
for image potential. The image is convolved with Gaussian instrument function (HWHM
= 50 meV); (b) Experimental ARPES spectrum for Gr/Ir(111) with wide intensity lines
(WL); (c) Same as (a), but for the modified phase (see text for details). (d-f) Constant
energy surfaces (CESs) corresponding to (a—c) taken at Ej;, = 20.8 €V. (g) The line
profiles at k=0 from (a) and (c) (red and black, respectively). (h) Same as (g), but before
convolution with the instrument function. The insets in (g,h) show zoomed-in threshold
region (between 32 and 33 eV). (i) The pp(eyr) curve for image potential (red) and the
artificial phase (black). Results of the simulation in (g,h) reveal narrow NL and wide WL
features as belonging to the same quasi-bound resonance state (ScR).

agreement with the experimental spectrum [Fig. 4.8(b)|. The only feature that is com-
pletely missing in the model is the area of high intensity visible around FEy;, = 20 eV
in the experimental spectrum, which is most probably related to the unoccupied band
structure of the sample. Another minor discrepancy is observed in the shape of the
line profile close to the threshold. Based on our model and experimental resolution,
we should be able to see a double peak feature in vicinity of the threshold [see inset
of Fig. 4.8(g)|, unfortunately, it is not clearly resolved, however the total width is in
agreement with the model.

The constant energy surfaces (CESs) from model calculations compared with ex-

perimental ARPES mapping of graphene on Ir(111) at Ey;;, = 20.8 €V are presented
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Figure 4.9: Sketch of the image potential (red) and a more realistic surface potential
(black) dependence on the distance from the sample surface (z), energy is given relative to
FEyqc. While pure image potential is infinitely deep, a realistic one saturates at the surface
to a constant value V;,;. Blue and green arrows correspond to electrons with certain values
of e; moving in the underbarrier region. The electron with higher value of e; (green
arrow), travels a longer distance before being reflected by the barrier and acquires a larger
phase.

in Fig. 4.8(d-f). The hexagonal shape and position of the features observed in the
experiment are well reproduced. The intensity distribution in the (k, k) plane of the
experimental CES [Fig. 4.8(e)| has brighter areas in the corners of the hexagon, this
feature is reproduced in both models, but not very accurately. The experimental shape
is somewhere "in between" the two model results, however the anisotropy is stronger
than in the models. Both phase functions used for the calculations were just rough
approximations and there has to be a function that provides a better fit of the exper-
imental data. This function can be calculated directly from the SPB shape, but the
latter is unknown. In principle, by fitting the experimental data one can estimate the
parameters defining the shape of the surface potential barrier (as it was successfully
done for VLEED experimental curves [274, 290]). Unfortunately, in the simple model
it was not possible to completely reproduce the anisotropy in the CES of the WL that
appears at low kinetic energies.

All of the above shows that the simplest interference model that accounts only for the
paths with a single reflection at the SPB is already able to qualitatively explain the main
intensity features observed in ARPES (as well as in VLEED [273, 275]). Nevertheless, a
closer look at the experimental spectra reveals that dispersion of the WL deviates from
parabolic at kinetic energies below 18 ¢V [Figs. 4.10(a,b)|. Moreover, as mentioned
above, from the CESs [Fig. 4.8(e)] it is clear that the behavior of the WL at low kinetic

energies is different from the behavior of the rest of fine structure. Indications for such
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discrepancies were also observed in secondary electron emission patterns from graphene
in Ref. [302]. In the recent ARPES study [298] both fine and wide spectral features
were measured in a very low kinetic energy range (down to ca. 3 e€V) revealing strong
deviations of the WL dispersion from free-electron-like. The authors distinguish the fine
and wide features by their physical origin and attribute them to pre-emergent beam
effects and quasi-bound states, respectively. However, our modeling results indicate
that it is very likely that the nature of WL and the rest of fine structure is the same,
only the deviations at the very low kinetic energies require a separate explanation.

By modifying the parameters of the interference model and including the paths with
multiple underbarrier scattering events [thus obtaining phase shift of multiple pp, see
Fig. 4.4(f)] one can approximate the experimental intensity profile better, but it seems
unlikely that the model with 1D surface potential can adequately explain the shape of
CES at very low kinetic energies. This means that the interference model gives a good
general description but is, however, insufficient to carefully explain the experimental

data.

4.2.2.2 Possible origins of deviations from interference model

Up to now we have neglected almost all the details of the sample and exploited only the
1D approximation of the SPB and the geometry of the surface, where beam emergence
threshold energies were defined by free-electron parabola starting from the I' point of
the SBZ. Most importantly, the electronic band structure of the sample was not in-
cluded in the discussion. It is known that the unoccupied states should influence the
transmission of secondary electrons to vacuum [299] and therefore along with the scat-
tering resonances we should observe features related to the unoccupied band structure
of the sample.

Moreover, in some cases special discrete states can exist close to the border of the
continuum of delocalized states (i.e. close to the threshold) and even above it along
certain high-symmetry lines, as it was shown for 2D metallic films [321, 322] as well
as for graphene [323]. The latter states should have finite lifetime due to non-zero
probability of electrons to tunnel into the vacuum and thus referred to as resonances.
Photoexcitation of electrons to energies in the vicinity of such quasi-bound states should
produce a Fano-shape intensity profile due to quantum-mechanical interference [321,
324, 325]. Such spectral features in the region close to the emission threshold would
overlap with the pre-emergent beam effects discussed above.

To test if the manifestations of the unoccupied band structure are present in the
low-kinetic-energy region in ARPES we have measured a spectrum in a wide range of

angles and energies [due to limited acceptance angle of the analyzer several spectra
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Figure 4.10: Spectral features observed at low kinetic energies far from normal emission.
(a) ARPES spectrum of Gr/Ir(111) combined of several spectra measured with different tilt
angles, logarithmic intensity scale. Red dashed lines are free-electron parabolas originating
at the T points of 2"¢ SBZ. Hatched area is principally unreachable by ARPES, blue areas
were not measured in the experiment. (b) Derivative -In(I) of (a), narrow (NL) and
wide (WL) ScR features are visible. The dispersion of WL (sketched by a blue dotted
line) deviates from parabolic. (¢) Electron transmission probability through free-standing
graphene, adapted from Nazarov et al. [323]. (d) Zoom-in of the dashed rectangle in (c),
to scale with panels (a,b). Features 1 and 2 (low and high transmission, respectively) are
clearly visible in (a,b). One can also see some features at the position of NL and WL from
(b), however their intensity profile is significantly different.

were combined together, covering angles up to 75 degrees from normal emission®, Fig-
ures 4.10(a,b)| and compared it with the theoretical transmission function of graphene
calculated by Nazarov et al. [323] presented in Fig. 4.10(c,d).

As the secondary electron background drastically increases at low kinetic energies,
the raw ARPES data is difficult to present in a comprehensible way. The spectrum
in Fig. 4.10(a) is presented in a logarithmic intensity scale, red dashed lines mark the

theoretical threshold positions for different SBZs. One can see that data is available

*This was achieved by tilting the sample. Linear p-polarization of light was used, meaning that the
angle between the polarization vector and sample surface remained the same for each spectrum (Fig.
4.11). For experimental geometries of ARPES endstations at BESSY II (Figure 4.10) such large tilt
angles are unreachable with any commercially available manipulator used for ARPES, the experiment
was only possible with the use of manipulator S6.Cryo of a new design developed by Dr. A. Varykhalov.
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almost to the threshold of the 15t SBZ (hatched area is physically unreachable in ARPES
experiments, blue areas correspond to lack of photoemission data). The pre-emergent
beam effects (NL and WL) are visible at the lower kinetic energy side of the threshold
lines, additionally, close to M point, there are areas with reduced (1) and increased (2)
intensity. To see the details better we present in Fig. 4.10(b) a derivative of Fig. 4.10(a)
along the energy axis. Since this is a derivative of a logarithm, the result is scaled
inversely to the intensity of the original data, effectively flattening the background,
while keeping the important details intact:

L 1B, k) = I(El’ 5 AEE)

1 (4.2)

Fig. 4.10(b) uncovers the deviations from parabolic dispersion of the WL at kinetic
energies below 18 €V (see the blue dotted line as a guide to the eye) — it displays a pro-
nounced "kink" at kinetic energy around 16 eV. Comparison of experimental data with
the transmission spectrum calculated for free-standing graphene [Fig. 4.10(d)| reveals a
decent agreement between the two, bearing in mind that Fig. 4.10(d) is a 1% derivative
image. This allows to attribute the features 1, 2 to the details of the unoccupied band
structure. The interference with the unoccupied states could also be one of the reasons
for the detour of the WL from parabolic behavior and formation of the "kink".

Unfortunately, despite the partial agreement, Fig. 4.10(d) does not reproduce exactly
the details of the fine-structure near the threshold (marked as "NL?"). The reason could
be that typical DFT approaches with local or semilocal exchange-correlation potential
normally produce non-image asymptotic behavior of the potential far away from the
surface (e.g. decaying exponentially instead of o< 1/z [311-313|). This may also affect
the broader features in Fig. 4.10(d) (marked as "WL?"), which are located at the same
position as WL in the experimental spectra, but have a sharp intensity border that is
not observed in the experiment.

Regarding the unoccupied band structure of graphene, in Ref. [298] the authors
claim to observe the manifestation of 7* and ¢* bands at kinetic energies around 3-7
eV. Unfortunately, this energy range was out of reach in our experiments.

Another simplification that may lead to discrepancy between the model and the
experiment is the assumption of a 1D surface potential. On the atomic scale variations of
the potential in the (z,y) plane could significantly modify the results of the interference
model discussed above, resulting in anisotropy. The importance of the 3D nature of the
SPB was demonstrated for LEED in Ref. [326]. The corrugation of the potential should
smooth out far from the surface and be the strongest close to it. It means that in the
first place WL feature will be affected, as it is formed by electrons that are deep in the
surface potential well and thus localized closer to the surface. All the above makes up
for another possible explanation of the anisotropic and non-parabolic behavior of the

WL at low kinetic energies.
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One more assumption was that the phase change related to the reflection at the
crystal surface, ¢, can be neglected as a slowly varying function of energy compared
to ¢p. However, this reasoning works well only in the region close to the threshold,
where the phase pp is indeed changing increasingly rapidly, and in the region of WL
this may not hold true. It means that in general a variation of ¢¢ should be also taken
into account, especially in case of a narrow band gap in the band structure, as ¢ varies
by 7w when the energy sweeps across the band gap [268, 271].

To sum up, the complicated structure of the low kinetic energy region of ARPES
spectra is affected not only by pre-emergent beam effects, but also by the unoccupied
band structure including Fano-shaped excitations to quasi-bound resonant states. Now

we proceed with systematic presentation of the experimental results.

4.3 Experimental details

ARPES measurements were carried out at the endstation ARPES 12 at room tempera-
ture, photon energies ranging from 30 to 100 eV and linear polarization of light (mixed

s and p) were used (see Fig. 4.11 for experimental geometry). The electrons emitted in
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Figure 4.11: Geometry of ARPES experiment. The electrons (e™) emitted in the plane
L at various photoemission angles ¢ are detected by the analyzer. The synchrotron beam
(vellow dashed line) was incident at an angle of 45° to the spectrometer axis (red line).
Linearly polarized light was used (yellow arrows depict s- and p-polarization directions).
ARPES mapping was achieved by scanning polar angle . The example orientation of
graphene BZ is shown with green.

the detection plane L at angles ¢ (—15° < ¢ < 15°) are transmitted to the analyzer and
form a single 2D ARPES spectrum I(E, ¢) along a certain line in momentum space. To
acquire a full ARPES intensity map samples were rotated along the polar axis (#) with
steps of 0.5° and 2D spectra were acquired at each step.

All samples of graphene on various substrates were prepared in situ [the only excep-
tion is graphene on SiC(0001)]. Preparation procedures for Gr/Ni(111), Gr/Ir(111) and
Gr/Bi/Ir(111) were the same as described in previous chapters (see sections 2.3.1.1 and
3.2). Gadolinium intercalated Gr/Ir(111) [Gr/Gd/Ir(111)] and graphene on TiC(111)
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[Gr/TiC(111)] were prepared according to Refs. [236] and [153], respectively. Samples
of monolayer graphene on a SiC(0001) substrate [MLG/SiC(0001)| were prepared by
the scientific group of Prof. Thomas Seyller (Technical University of Chemnitz). The
preparation procedure is described in Ref. [120] and results in samples of high quality,
nevertheless they may contain a minor amount of bilayer graphene in addition to mono-
layer one. Samples of MLG/SiC(0001) were transferred to the ARPES experimental
chamber in air and annealed in UHV up to 300°C in order to remove water and other
adsorbates from the surface.

In experiments devoted to control of scattering resonances by superlattices of quan-
tum dots, a nanocluster decoration of Gr/Ir(111) was achieved by depositing iridium
from a e”-beam heated 1 mm thick rod at slow rate (~ 0.1 ML in 10 min). The rate
and total amount of deposited material were controlled by a quartz microbalance. At
room temperature Ir atoms self-organize into nanoclusters at the valleys of the moiré
pattern of Gr/Ir(111) thus forming stable well-periodic arrays without any additional
treatment [258]. STM experiments were conducted as described in Section 1.4.3. The
quality of the synthesized epitaxial graphene (crystallinity and orientation) was moni-
tored by LEED. The base pressure in the experimental chamber was below 3 x 10710
mbar.

Trace amounts of Te adatoms were used in some of the ARPES experiments as a
source of an additional energy reference — sharp Te 4d core levels. This was useful in
cases when it was not possible to measure features of interest and the Fermi level at the
same time. The photoionization cross section of Te is very high in the range of photon
energies used in this work (below 100 eV) and the intensity of Te 4d peaks (visible
mainly in derivative) indicates very low quantities of adatoms that do not influence the
results of this study.

Hydrogenation of Gr/Ir(111) was performed by exposing the sample to atomic hy-
drogen obtained by thermal dissociation of Hs (an established method, see e.g. [264]).
Gas was introduced in the UHV chamber at partial pressure of 5x10~7 mbar and cracked

on a hot tantalum filament (~ 1800°C, [327]) in the vicinity of the sample surface.

4.4 Results and discussion

4.4.1 Occurrence and general properties of scattering resonances in
ARPES

The spectral features discussed in this chapter have several unique properties that distin-
guish them from any other effect and allow to unequivocally identify them as scattering
resonances ScR described in the introduction.

First of all, it is the characteristic picture of wide (WL) and narrow (NL) lines of

intensity modulation with a pronounced crossing exactly at the I point (Fig. 4.3). The
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dispersion of the lines is very steep and even small errors in angular sample position-
ing will result in an obviously asymmetric picture. These lines can be well approxi-
mated in a certain energy range by free-electron-like parabolas originating at I’ points
of neighbouring SBZs of graphene (see Fig. 4.15 and text therein for details). In this
model the energy position of the crossing at the T' point is very sensitive to the surface
lattice constant making it possible to distinguish for example between graphene and
Ir(111) lattices, as was demonstrated in Ref. [301], where similar effects were observed
in ARPES from Gr/Ir(111). It proves that the observed features are directly related to

the structure of the topmost surface atomic layer and not the substrate.

(a) hv=80 eV (b)  hv=62ev
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Figure 4.12: First derivative (%) of Gr/Ir(111) ARPES spectra measured along M

with (a) hv=80 eV and (b) hv=62 e¢V. Approximate dispersions of narrow lines are marked
with dashed lines. The measurement geometry relative to the BZ of graphene is sketched
in the insets (spectrum is measured along the red line). Both narrow (NL) and wide (WL)

intensity lines do not move in kinetic energy scale with changing photon energy, while
Fermi level Er and occupied bands of Gr/Ir(111) do.

Second, independently of the excitation energy the positions of these features on
the kinetic energy scale remain the same (Fig. 4.12). Such behavior is unusual for
conventional photoemission features, which are related to the occupied band structure

of the sample and thus described by a certain binding energy. One can clearly see the
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different behavior in Fig. 4.12, where two spectra of Gr/Ir(111) measured with photon
energies hv = 80 eV (a) and hv = 62 €V (b) are displayed. Both types of features are
present in these spectra: scattering resonances and occupied bands of graphene and
Ir(111). One can see that the positions of Fermi level Er and all valence bands are
shifted by the difference in photon energies (18 V), while the characteristic crossings of
scattering resonance features NL and WL appear at the same kinetic energies. This is in

good agreement with the model described earlier, as the energy position of resonances

is bound not to Er, but to the vacuum level of the sample E2, .
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Figure 4.13: Results of ARPES mapping of scattering resonances ScR (NL + WL fea-
tures). (a) ARPES spectrum of Gr/Bi/Ir(111) taken at normal emission along 'K (%).
Crossing of narrow features NL is observed around 32 V. (b—e) Sequence of CESs extracted
for different kinetic energies from ARPES map (left) and model circular contours of ScR
features (right). (f, g) Larger-scale simulation of ScR constant-energy surfaces (same colour
scheme as in b—e) in the approximation of free-electron-like paraboloids. CESs are con-
structed for the kinetic energies of 29 €V (f) and 23 eV (g). Circular contours are centered
at the T points of the 2"¢ BZs (shaded gray) and their intersection in the 1°* BZ (shaded

yellow) forms a symmetric pattern.

The branching of the sharp NL features in Fig. 4.12 is also consistent with the geo-
metric model of resonances as crossing free-electron-like threshold paraboloids [Fig. 4.7(c)].
This statement is further confirmed in the constant energy surfaces extracted from full

photoemission mapping of the scattering resonances |Figs. 4.13(b—e)]. The shape of the
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central area formed by intersecting narrow ScR features is changing from a "star of
David" at higher kinetic energies (b, c¢) to nearly hexagonal at lower ones (d, e). This
is in perfect agreement with the geometric model, where CESs of ScR. paraboloids® are
circles of a diameter that varies with kinetic energy [Figs. 4.13(f, g)|. Similar patterns
were observed for free-standing graphene in the electron transmission experiments [277]
and in secondary electron emission from graphene on SiC(0001) [302]. Right panels in
Figs. 4.13(b—e) display the simulated contours of both narrow (NL, black lines) and
wide (WL, green lines) ScR features superimposed on the ARPES data.

We already know from the experimental evidences discussed above that ScR features
are present in the spectrum of secondary electrons and that their global structure is
determined by the geometry of graphene. Up to now the importance of the SPB was
not obvious (except that it gives a good prediction of the intensity profile) and one can
hypothesise that the graphene sheet acts as a "filter" for the photoemitted secondary
electrons of the substrate, and the SPB can be removed from the consideration. In the
framework of this hypothesis the electrons emitted from graphene itself should not be
affected by the ScR spectrum.

Fortunately, this idea can be tested experimentally: the different photon-energy
dependence of scattering resonances and the valence bands in ARPES makes it possible
to overlap the two in one spectrum by selecting a certain excitation energy. Such
experiments were conducted and the results for the Gr/Bi/Ir(111) system are displayed
in Fig. 4.14. The displayed spectral region contains the dispersions of o9 3 and 7 states
of graphene measured with photon energies 62 ¢V (a) and 35 eV (b). In the second
panel we see pronounced intensity modulations of ¢ and 7 bands along the narrow lines
of scattering resonances. This means that ScR affect not only the secondary electrons
from the substrate, but also the electrons that are emitted from graphene itself. This
result is hardly compatible with the "graphene as a filter" hypothesis. If we assume the
existence of some "filtering" process, it should happen above graphene and the surface
potential barrier region is the only candidate. To sum up, this simple observation leads
to deep insights about the nature of the observed features and proves that the SPB
plays a major role in their formation.

All our experimental observations confirm the equivalence of the discussed features
with the scattering resonances observed by VLEED and support the SPB scattering as

the main mechanism of their formation.

*Dispersions of narrow and wide ScR features follow the same paraboloids of rotation as thresholds,
only shifted in kinetic energy by a constant value.
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Figure 4.14: ARPES spectra of Gr/Bi/Ir(111) (raw intensity data) measured along 'K
with different photon energies: (a) hv = 62 eV and (b) hv = 35 €V. The region of o3
and 7 bands of graphene is shown, in panel (b) the intensity of the bands is modulated by
narrow lines NL of ScR.

4.4.2 Crossing positions and the effect of doping

From the previous section we know that the global structure of the scattering resonances,
i.e. their position in energy-momentum space, is defined mainly by the geometry of the
upper-most layer. Indeed, studying graphene on a large number of different substrates
we were always able to observe very similar ScR features NL and WL (this also proves
their stability against the chemical interaction between graphene and the substrate).
However, their position was not ezactly the same and varied stronger than can be
explained by the small possible changes of the lattice constant of graphene.

A quantitative study of this effect requires a reliable reference for the energy position
of the scattering resonances, such as the energy Eyj,, at which threshold lines from second
SBZs cross at the I’ point. At the same k-point, but higher in energy, one can also
observe crossings of parabolas originating from further SBZs — they appear at energies
scaling as squared distances ‘éz) to the corresponding I'; points: Ef, = Qh—nléf +E5...
Then for hexagonal SBZ: Ef, —E3,. = {Ey, 3Ey, 4Ey, ...}, where By = (E}L,  —E5,.) =
%é% is the first crossing [see Fig. 4.15(a,b) for a geometric view]. Here ES, . denotes
the vacuum level of sample.

Unfortunately, the exact threshold position is not directly observed in the experiment
[see e.g. Fig. 4.8(b,g,h)|, instead we use the most well-defined feature of ScR — the
narrow intensity dip of NL (seen as a sharp black line in the spectra). Its position
relative to the threshold Eg;;, may vary from sample to sample depending on the details
of the SPB. However, such variations should be relatively small, values estimated from
our interference model for different SPB depths varied by less than 0.4 eV*. Using the
position of the minimum of the intensity in the NL (at k| = 0) as a reference mark
we track the energy position E., of scattering resonances in graphene on a variety of

substrates (see Table 4.1 and Fig. 4.16).

*In Ref. [276] changes in the fine-structure profile were analyzed with regard to the position of
the image plane (which influences the shape of the model SPB). Based on the obtained fine-structure
profiles one can see that in this case the variation of Eg4;), was also < 0.5 eV.
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Figure 4.15: (a) 2D scheme (k,, k,) of repeated BZs. Zones are coloured based on the
distance ‘C_-iz‘ from their T point to the T of the 15 BZ (‘él‘ = ’él %{0,1,4/3,2} in this
order are yellow, white, green and blue). Circular ScR contours (gray, only one of each
kind is shown for clarity) coming from BZs of the same colour by symmetry should all cross
at the T' of the 15! BZ, different colours at different energies. (b) The threshold parabolas
along the TM direction [red dashed line in (a)]. One can see the lowest crossing at Ej
(crossing of parabolas centered at white BZs) and other crossings at 3E and 4Ey (from
green and blue zones, respectively). (c¢) The origin of the experimental kinetic energy axis
(Emeas) is B ., which is generally not equal to E5, . (bottom of the threshold parabola).
In the experiment not Ey, but E.. = Ey + (25 — ®4) — Egp is measured. Here ES.. and
®g denote vacuum level and work function of sample, EZ  and ®4 — vacuum level and

work function of analyzer. Eg;), is a sample-specific energy correction (see text for details).

The selected substrates have distinct chemical properties and have different effect
on graphene. All substrates can be divided into two groups: strongly interacting with
graphene [Ni(111), TiC(111)|, placed at the bottom of the table, and those where
graphene is considered quasi-free-standing [Ir(111), Bi/Ir(111), SiC(0001), Gd/Ir(111)].
Those in the second group differ by the amount of charge-transfer between graphene and
the substrate and as a result the energy position of its Dirac point Eg P is also different.
The latter varies from small negative value for Ir(111) to large positive for Gd/Ir(111) [1
ML of Gd intercalated under Gr/Ir(111)]. The strongly interacting substrates produce
an even larger shift of the Dirac point, which is defined both by charge-transfer and
hybridization of the DC with the substrate electronic bands. In Figure 4.17 ARPES
spectra of DC (a—c) and ScR (d-f) regions are presented for three characteristic samples
from the list: weakly interacting Gr/Bi/Ir(111) and Gr/Ir(111), both introduced in the
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)

Substrate Qgr A hZLnGZJ , eV Egp ,eV | B eV | E., eV
Ir(111) 2.46 33.1 -0.1 32.6 32.7
1 ML Bi/Ir(111) 2.46 33.1 04 32.1 32.0
SiC(0001) 2.46 33.1 0.42 32.1 32.0
1 ML Gd/Ir(111) | 2.46 33.1 1.1 314 31.7
Ni(111) 2.49 32.3 2.84 28.9 30.5
TiC(111) 2.47 32.9 2.35 29.1 30.5

Table 4.1: Kinetic energies of ScR crossings in graphene on various substrates (Ee.).
Based on the graphene lattice parameter a4, binding energy of the Dirac point (ERP) and
constant shift of 0.6 €V (see text) the estimate of the threshold crossing kinetic energy is
r2|G|? . . :
calculated as E'h = % — EEP— 0.6 eV. For weakly interacting substrates (top) ag, is
that of free-standing graphene, for strongly interacting substrates (bottom) — see text.

33 ‘ T T T T -1
s 1w 1 gl 1 F

@ 1 ' L ~er | I lL >
5324 ¢ R N - ' Fo @
2 31 e e L I b oW
w 1 | | | . ! L 9
2 314 I I () | — 1 G
D N i o+ + b 3
ﬁ 30_'4_'_ I I I : ) T
ET1 0 1 1 1 BB
@ 7 I I I i C o
% 29 - 00 & ®3f
2 9 1Ir Bi SiC Gd Ni TiCf
28_ ! ! | | | ! _4
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Figure 4.16: The experimentally observed positions of NL crossings E.. (red crosses,
left axis) and shifts of the Dirac point of graphene EET (purple circles, right axis) for
various substrates. Strongly interacting substrates are marked by a yellow background.
One can see that two graphs are very similar in the region of weakly interacting substrates.
Moreover, the theoretical ScR crossing positions EX? (black squares, left axis) are in good
agreement with the experimental E.,. values with the exception of strongly interacting
substrates. The exact energy values are listed in Table 4.1.

previous chapter, and strongly bonded graphene on Ni(111) [Gr/Ni(111)] with its DC
modified by the interaction with the substrate and hybridization with Ni 3d bands [135].

From the data in the Table 4.1 and Figures 4.16 and 4.17 there is a clear correlation
between the EEP and the crossing position E... Interesting that for Gr/SiC(0001)
and Gr/Bi/Ir(111) — two chemically very contrasting substrates with similar graphene
lattice parameter and doping — E,, is the same within experimental error.

This correlation comes from the fact that the energy position of the resonances is
pinned to the vacuum level of the sample E2 . [see Fig. 4.15(c)|]. The kinetic energy

in the experiment is measured relative to the analyzer vacuum level EZ . and since the
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Figure 4.17: The effect of the substrate on ScR and Dirac cones (DC) in graphene. (a—c)
ARPES spectra of the DC in (a) Gr/Bi/Ir(111), (b) Gr/Ir(111) and (c¢) Gr/Ni(111), note
the different binding energies of the Dirac point (Ep). (d—f) The corresponding spectra
of the ScR area. The crossing kinetic energies E., of the narrow features (marked as NL)
vary between the substrates, they are better visible in (g) where traces of NL and WL for
different substrates are overlaid. The changes in E., are same for both NL and WL and
correlate with the shifts of Ep from (a—c).

Fermi levels Er of sample and analyzer are equalized, the position of the bottom of the

resonance parabola is exactly AE = E5  — EA = &g —® 4, i.e. unlike typical ARPES

vac

features the ScR energy position depends on the work function of the sample ®g. This
explains the large shifts of E.. on different substrates. Moreover, for weakly bound
graphene ®g is directly related to the doping level EBY (&g + EBP = (4.50 £ 0.05)
eV [328]) and this is the origin of the observed correlation between E.. and EET.
Finally, one can calculate the expected position of the crossing as Eg’} = h22|—7i|2 + (Pg —
w2|GJ*
2me

Dy) — Egip = — Egp + const, where G is the reciprocal lattice basis vector
and Fg;, = Eyp,, — E is the separation in energy from the threshold to the measured
intensity minimum position (this distance can be calculated, but the result depends

on the exact shape of the SPB, which is generally unknown). The constant factor can

be estimated as 4.5 eV — ®5 — Eg;p = —0.7 eV, where ®4 = 4.4 eV for our setup

and the value Ey;;, = 0.8 eV was extracted from the interference model calculations [see
21 A2

Fig. 4.8(h)|. On the other hand, the calculated values of (% — EBP) are on average”

0.6 eV higher than the experimental E,.,. for weakly interacting substrates, which is very
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n2|G[*

close to the estimated value of 0.7 V. The values (E* = S EEP —0.6 V) are in

fair agreement with the measured values of E.. and correlate with the Eg P as shown
in Fig. 4.16.

For graphene on strongly interacting substrates such estimates have much larger
discrepancies from the experimental data. A possible reason is that the position of the
Dirac point is influenced by hybridization of the DC with the substrate states and does
not precisely reflect the change in the work function.

However, one should also take into account other possible sources of the discrepan-
cies. First of all, the value of Ey;),. The distance between graphene and the substrate is
significantly lower for strongly interacting substrates, this may lead to different shape of
the SPB and different displacement of the intensity dip. As stated above, the variation
of Eg, in the model calculations for simple barrier shapes was less than 0.5 eV.

Another point of consideration is that variation of only 0.01 A in the lattice constant
agr results in a ~ 0.25 eV shift of the crossing point. The value a4 = 2.46 A of free-
standing graphene is a good approximation only for weakly interacting substrates. In
particular, for Gr/Ni(111) the (1 x 1) LEED pattern and Helium-diffraction data ([329,
330]) suggest that ag, = 2.49 A, equal to the surface lattice of Ni(111). For Gr/TiC(111)
the condition of commensurability between (7 x 7) TiC(111) and (5v/3 x 5v/3)R30°
graphene lattices ([331]) gives a, = 2.47 A. Unfortunately, up to date there is a lack
of experimental structural data with high enough precision for graphene on various
substrates. Considering the fact that scattering resonances are a general phenomenon
occurring for many 2D materials and crystal surfaces, a better understanding of their
features may turn them into a practical tool for precise determination of the surface

lattice constant.

4.4.3 Controlling the resonances

Based on the previous theoretical and experimental studies we can understand the basic
principles and even perform modeling of the scattering resonances. From our findings
it follows that by engineering graphene-metal interfaces one can control the energy
position of the ScR in a wide range. Such an effect can be useful for optoelectronic
applications as it allows to modify the electron emission spectrum. In this section
we make one step further and investigate the possibilities of controlling the ScR by
structural modifications of the crystal surface. Graphene is a perfect test system for
this study, not only because it exhibits pronounced fine-structures of ScR in ARPES, but

also because of the versatility that it provides for chemical and physical modifications.

*Value 0.6 €V minimizes the mean squared error.
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4.4.3.1 Corrugation enhancement

The two-layer model of scattering resonances is based on the approximation of a uniform
1D surface potential barrier U(z). However, lateral variations of the potential are always
present on the atomic scale in the vicinity of the surface, their importance for VLEED
was demonstrated in Ref. [326]. It is interesting to study the effect of a nanoscale
periodic in-plane potential modulation on ScR as well. A convenient sample for this
purpose is Gr/Ir(111) that has a natural structural corrugation in the form of a moiré
pattern with periodicity of ~ 25 A and small amplitude of ~ 0.3 A [see Figs. 3.10(a—
c,k)|]. The ARPES data presented earlier reveals no strong difference between ScR in
mildly corrugated graphene on Ir(111) and other substrates. However, one can enhance
the moiré superpotential strength in a controlled way by decorating graphene with
metallic nanoclusters (quantum dots QDs). As demonstrated in Ref. [258], deposition
of Ir atoms on Gr/Ir(111) at room temperature leads to self-assembly of stable Ir QDs of
uniform size in the specific valleys of the moiré pattern. Similar behavior was observed
for other noble metals as well, such as Pt [332, 333| and Rh [334]. It was shown that
such metallic QDs locally pin graphene to the Ir(111) substrate and cause sp?> — sp?
rehybridization 332, 335|, that leads to stronger deformation of the graphene sheet and
enhancement of the superpotential amplitude. This effect can be tuned by changing the
size of QDs that is directly related to the amount of the deposited material.

In our experiments we have performed a decoration of Gr/Ir(111) by Ir nanoclusters
of two different sizes corresponding to 0.1 and 0.2 ML of nominal Ir thickness (smaller
and larger QDs, respectively). STM measurements reveal that indeed deposition of
submonolayer amounts of Ir at room temperature leads to the formation of well-ordered
QD arrays with narrow size distribution, Figure 4.18(b) presents the STM image of
Gr/Ir(111) after deposition of 0.2 ML of Ir.

The influence of the clusters on the electronic band structure of Gr/Ir(111) has
been investigated by ARPES [Fig. 4.18(c-h)|. First of all, we observe that the width
of the minigaps (E,,) at the crossings of DC replicas, caused by an umklapp effect of
the moiré pattern of graphene, increases with increasing size of Ir QDs [Fig. 4.18(c—¢)|.
In our experiments the widths E,, were ~ 180 meV, 320 meV and 420 meV for clean
Gr/Ir(111), smaller QDs and larger QDs, respectively. This effect is known from the
literature and it is attributed to an enhancement of the moiré superpotential by the
QD arrays [141, 194]. Despite this, the positions and overall shape of ScR features
remain the same after QD deposition [Fig. 4.18(f-h)]|, but their intensity changes. The
narrow ScR features NL nearly vanish already after deposition of small clusters, WL
features are also strongly suppressed, however they remain visible even after deposition
of large nanoclusters. Of course, the deposited Ir clusters cover a part of the graphene
surface, but the ScR suppression cannot be attributed exclusively to such shadowing of

electrons emitted from below the clusters, since we are able to observe the band structure
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Figure 4.18: Effect of Ir nanoclusters on electron scattering resonances ScR in Gr/Ir(111).
(a,b) STM of Gr/Ir(111): (a) as-prepared and (b) after deposition of 0.2 ML of Ir (well-
periodic array of quantum dots (QDs) is formed through decoration of the moiré pattern
by Ir adatoms). (c-h) ARPES spectra of Gr/Ir(111) taken with hv = 62 eV without QDs
(c,f), after deposition of 0.1 ML Ir (d,g) and 0.2 ML Ir (e,h). Higher amount of Ir leads to
larger nanocluster size and at the same time larger moiré-induced umklapp minigaps F,,
(c—e), indicating enhancement of the moiré superpotential. At the same time ScR features
(f-h) become strongly suppressed already after deposition of 0.1 ML Ir. Insets in (f-h)
show preserved Ir(111) surface state.

of graphene and the Ir(111) surface state is preserved [270] [see insets in Figs. 4.18(f-
h)]. On the other hand the observation of suppressed ScR is in line with Ref. [336],
where the screening of the n = 1 image potential state in Gr/Ir(111) decorated by Ir
nanoclusters was investigated. The authors observe a rapid non-linear decay of the IPS
intensity with increasing nanocluster coverage of graphene and the IPS disappears at
coverages above 50%. This effect is attributed to a non-uniform variation of the surface
potential across the surface due to clusters and the same explanation is applicable in
our case. Indeed, the global work function of Gr/Ir(111) with large cluster coverage
is significantly larger than that of bare Gr/Ir(111) ((5.5 £ 0.1) ¢V and (4.4 +£0.1) €V,
respectively [336]), whereas even small variations in the position of E,,. may destroy
the part of the ScR close to the threshold (including narrow lines NL) by averaging
the fast-oscillating part. Broad lines WL, in contrast, are more stable against such
perturbations.

The results of this experiment once again highlight the importance of the shape

of the surface potential barrier for scattering resonances and show that suppression of
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NL due to variations in work function masks the possible effects of the superpotential
enhanced by the nanoclusters. Therefore, there are still many open questions related to
the influence of nanoscale corrugation on ScR, e.g. what is the effect of it on the WL

structure at very low kinetic energies and do superstructural replicas of ScR exist?

4.4.3.2 Hydrogenation

A more delicate way to enhance the strength of the superpotential in Gr/Ir(111) is
hydrogenation. Atomic hydrogen deposited on Gr/Ir(111) acts in many aspects simi-
lar to Ir clusters: it binds to carbon atoms preferentially at the valleys of the moiré
pattern and changes the hybridization of these atoms from sp? to sp3 [265, 337]. This
leads to deformation of the flat graphene sheet and formation of alternating bonds to
hydrogen and iridium, the latter pin graphene to the substrate enhancing the nanoscale
corrugation.

The important difference from deposition of clusters is that hydrogenation disturbs
the surface topography to less extent, which is beneficial for a uniform surface potential.
Another point to consider is the variation of the work function ®(z,y) across the sample
that was crucial in the case of clusters. There are experimental evidences that room
temperature hydrogenation leads to a single-sidedly hydrogenated graphene, in contrast
to the symmetric "graphane" structure with hydrogen on both sides [338|. This means
that in hydrogenated areas a surface electric dipole appears that might affect ®(x,y).
Unfortunately, the information about a change of the work function due to hydrogena-
tion is very scarce, however there are theoretical indications that this value is on the
scale of 0.1 eV [339]", much smaller than ~ 1 €V in the case of clusters.

To study the influence of hydrogenation on the ScR features in Gr/Ir(111) an ARPES
experiment was conducted. Figure 4.19 demonstrates ARPES spectra taken with hy =
62 eV along I'M and covering kinetic energies of both ScR and valence band features.
The first panel presents reference data from clean Gr/Ir(111) and the following three
were measured after sequential steps of hydrogenation. The degree of hydrogenation
(percent of carbon atoms in graphene bonded to atomic hydrogen) in each step was
controlled by the time of exposure to the atomic hydrogen (the ratio of total exposures
in steps 1-3 is 1:2:4).

First of all, with increasing exposure time we observe broadening of the Gr/Ir(111)
bands (indicative of increase in electron scattering rate), but not radical changes in their
dispersion that would be expected in case of double-sidedly hydrogenated graphane
(|340]). At the same time we observe opening of the band gap at the K point after
hydrogenation (Fig. 4.20) in agreement with Ref. [265], which confirms that hydrogena-

tion of the surface takes place. The maximal exposure used in the experiment (37
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Figure 4.19: ARPES data (dI (B, k)) of Gr/Ir(111) measured with hv = 62 eV along TM
showing the effect of hydrogenation on NL and WL of ScR. Initially (left) ScR features
are pronounced and they fade with each step of hydrogenation (middle). After annealing
hydrogen desorbs from the surface and ScR features are recovered (right). The horizontal
lines that appear in the spectrum after hydrogenation and stay after annealing are identified
as 4f core levels of Ta in different oxidation states and are attributed to evaporation of small
amounts of filament material on the sample surface.
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Figure 4.20: ARPES spectra of the Dirac cone in pristine (a), hydrogenated (b—d) and re-
covered by annealing (e) Gr/Ir(111) measured with hv = 62 €V. Second derivative (dzé(%k))
of the corresponding spectra is presented below (f-j). Wave vector kj is given relative to
K. One can see that the apex of the cone (blue dash) moves to higher binding energies
indicating the opening of a gap at K. Minigaps (green arrows) at the crossings of the main

Dirac cone with replica cones (R) are also enhanced.

step) results in a very strong broadening of the Dirac cone [Figs. 4.20(d,i)| which nearly
vanishes.

The effect of hydrogenation is also observed in the STM data presented in Fig. 4.21.

*Calculated for coronene, a small graphene-like organic molecule, on a SiO2 substrate.
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The measurements were performed on a pristine Gr/Ir(111) sample [Fig. 4.21(a) shows
a typical moiré pattern, inset — its atomically resolved image| and samples treated
equivalently to the 15 and the 3¢ hydrogenation steps in the ARPES experiment, i.e.
low and high exposure. Already after low hydrogen exposure [Fig. 4.21(b)| one can
see separate "donut"-like protrusions that correspond to locally hydrogenated sites in
agreement with the literature [265]. High exposure in turn results in a very non-uniform
surface topography with large and unevenly shaped hydrogen islands [dark areas in
Fig. 4.21(c)]. Hydrogenated areas measured with a low bias voltage |Fig. 4.21(c)| appear
dark, that indicates a reduced local density of states close to the Fermi level in agreement
with the gapped Dirac cone observed by ARPES. It is also important to note that STM

did not reveal any traces of filament material, confirming that its amounts are small.

Figure 4.21: STM characterization of hydrogenated Gr/Ir(111). (a) Moiré pattern of
pristine graphene/Ir(111) (inset — atomically resolved image). (b) After first hydrogenation,
separate "donut"-like protrusion appear. (c) After third hydrogenation, the surface is
inhomogeneously covered with hydrogen (black areas). I channel, tunneling parameters
(I;,Up): (a) 0.45 nA, 0.1 V; inset to (a) 2.1 nA, 2 mV; (b) 0.4 nA, 0.4 V; (c) 0.4 nA, 2 mV.

At the same time with each step of hydrogenation the ScR features are gradually

suppressed, while the details of their structure remain the same. After the 3" step
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of hydrogenation ScR nearly vanish everywhere except for very low kinetic energies.
Interesting is that in contrast to the case of deposition of Ir clusters, NL and WL features
disappear simultaneously. This indicates that the formation of ScR is disturbed by a
different mechanism than the work function stability which should in the first place
influence the visibility of NL. Another crucial factor for ScR formation is the long-range
surface order that is responsible for the elastic scattering involved in the interference
model. This order might be compromised by large areas rehybridized toward sp3. This
explanation is in line with the strong broadening observed in the valence band and is also
confirmed by atomically-resolved STM data shown in Fig. 4.21(c). STM imaging reveals
spatially disordered islands of hydrogen leading to a substantial lateral inhomogeneity of
the moiré superpotential of graphene. Finally, hydrogenation can be thermally reversed
at temperatures above 450°C, as it was demonstrated in Refs. [341, 342]. Indeed, after
annealing at 740°C both Gr/Ir(111) band structure and the ScR features were recovered
[Figs. 4.20(e,j) and Fig. 4.19, right|. This demonstrates that the suppression mechanism
is directly related to hydrogenation.
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4.5 Summary of conclusions

In this chapter we have studied scattering electron resonances as they occur in ARPES
using graphene on a variety of substrates as a versatile model system. We start by
presenting a detailed description of the unusual features observed in our ARPES exper-
iments at low kinetic energies and prove their equivalence to the VLEED fine structure.
The results are in a good qualitative agreement with the existing theory, as verified by
our calculations in the framework of the interference model. All the main properties
of ScR get a simple explanation in this model: the complex line shape with wide and
narrow peaks, the overall geometry and robust free-electron-like parabolic dispersion.
By a systematic study of graphene on a wide range of chemically differing substrates
we demonstrate that the energy position of the resonances is in a direct relation to the
magnitude of charge transfer between graphene and the substrate. This gives a key to
control over the position of the resonances. Moreover, we have shown that the scattering
resonances in Gr/Ir(111) can be suppressed by nanopatterning either by a superlattice
of Ir nanoclusters or by atomic hydrogen. We attribute these effects to strong local
variations of the work function accompanied by local sp? — sp? rehybridization and/or
destruction of long-range order of the graphene lattice. However, an unambiguous proof
requires advanced theoretical analysis.

The possibilities of engineering the scattering resonances described in this chapter
can be applied for optoelectronic devices based on graphene. However, ScR appear not
only in graphene, but at all crystalline surfaces. The results of this study expand the
general understanding of this phenomenon and are applicable to many other materi-
als. They can help to obtain precise information about the structure and the surface
potential barrier of the studied materials during the ARPES experiments.

The scattering resonances have been studied for five decades, but only now they
become acknowledged in ARPES and there are plenty of open questions left for future
research, such as the deviations from the behavior predicted by the interference model
that are observed at very low kinetic energies; determination of exact ScR energy posi-
tion for graphene on strongly interacting substrates; the possibility of replica-formation
in ScR due to a strong superpotential (substrates with larger natural moiré corrugation
of graphene can be tested, such as Ru(0001)); spin-dependent effects in ScR caused by
a spin-polarized surface potential barrier in graphene on ferromagnetic materials.

The main results of this chapter were published in the journal Applied Physics
Letters (Ref. [343]).
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Summary

The current thesis is focused on the properties of graphene supported by metallic
substrates and specifically on the behaviour of electrons in such systems. Methods
of scanning tunneling microscopy, electron diffraction and photoemission spectroscopy
were applied to study the structural and electronic properties of graphene. The purpose
of the first part of this work is to introduce the most relevant aspects of graphene physics
and the methodical background of experimental techniques used in the current thesis.

The scientific part of this work starts with the extensive study by means of scanning
tunneling microscopy of the nanostructures that appear in Au intercalated graphene
on Ni(111). This study was aimed to explore the possible structural explanations of
the Rashba-type spin splitting of ~ 100 meV experimentally observed in this system —
much larger than predicted by theory. It was demonstrated that gold can be intercalated
under graphene not only as a dense monolayer, but also in the form of well-periodic
arrays of nanoclusters, a structure previously not reported. Such nanocluster arrays
are able to decouple graphene from the strongly interacting Ni substrate and render it
quasi-free-standing, as demonstrated by our DFT study. At the same time calculations
confirm strong enhancement of the proximity-induced SOI in graphene supported by
such nanoclusters in comparison to monolayer gold. This effect, attributed to the re-
duced graphene-Au distance in the case of clusters, provides a large Rashba-type spin
splitting of ~ 60 meV.

The obtained results not only provide a possible mechanism of SOI enhancement in
this particular system, but they can be also generalized for graphene on other strongly
interacting substrates intercalated by nanostructures of heavy noble d metals.

Even more intriguing is the proximity of graphene to heavy sp-metals that were
predicted to induce an intrinsic SOI and realize a spin Hall effect in graphene. Bismuth
is the heaviest stable sp-metal and its compounds demonstrate a plethora of exciting
physical phenomena. This was the motivation behind the next part of the current
thesis, where structural and electronic properties of a previously unreported phase of
Bi-intercalated graphene on Ir(111) were studied by means of scanning tunneling mi-
croscopy, spin- and angle-resolved photoemission spectroscopy and electron diffraction.
Photoemission experiments revealed a remarkable, nearly ideal graphene band structure
with strongly suppressed signatures of interaction between graphene and the Ir(111)
substrate, moreover, the characteristic moiré pattern observed in graphene on Ir(111)
by electron diffraction and scanning tunneling microscopy was strongly suppressed af-

ter intercalation. The whole set of experimental data evidences that Bi forms a dense
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intercalated layer that efficiently decouples graphene from the substrate. The interac-
tion manifests itself only in the n-type charge doping (~ 0.4 €V) and a relatively small
band gap at the Dirac point (~ 190 meV). The origin of this minor band gap is quite
intriguing and in this work it was possible to exclude a wide range of mechanisms that
could be responsible for it, such as induced intrinsic spin-orbit interaction, hybridization
with the substrate states and corrugation of the graphene lattice. The main origin of
the band gap was attributed to the A-B symmetry breaking and this conclusion found
support in the careful analysis of the interference effects in photoemission that provided
the band gap estimate of ~ 140 meV.

While the previous chapters were focused on adjusting the properties of graphene
by proximity to heavy metals, graphene on its own is a great object to study various
physical effects at crystal surfaces. The final part of this work is devoted to a study of
surface scattering resonances by means of photoemission spectroscopy, where this effect
manifests itself as a distinct modulation of photoemission intensity. Though scattering
resonances were widely studied in the past by means of electron diffraction, studies
about their observation in photoemission experiments started to appear only recently
and they are very scarce.

For a comprehensive study of scattering resonances graphene was selected as a ver-
satile model system with adjustable properties. After the theoretical and historical
introduction to the topic of scattering resonances follows a detailed description of the
unusual features observed in the photoemission spectra obtained in this work and fi-
nally the equivalence between these features and scattering resonances is proven. The
obtained photoemission results are in a good qualitative agreement with the existing
theory, as verified by our calculations in the framework of the interference model. This
simple model gives a suitable explanation for the general experimental observations.

The possibilities of engineering the scattering resonances were also explored. A
systematic study of graphene on a wide range of substrates revealed that the energy
position of the resonances is in a direct relation to the magnitude of charge transfer
between graphene and the substrate. Moreover, it was demonstrated that the scatter-
ing resonances in graphene on Ir(111) can be suppressed by nanopatterning either by
a superlattice of Ir nanoclusters or by atomic hydrogen. These effects were attributed
to strong local variations of work function and/or destruction of long-range order of
the graphene lattice. The tunability of scattering resonances can be applied for opto-
electronic devices based on graphene. Moreover, the results of this study expand the
general understanding of the phenomenon of scattering resonances and are applicable

to many other materials besides graphene.
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Zusammenfassung

Die vorliegende Arbeit beschéftigt sich mit den FEigenschaften von Graphen auf
metallischen Substraten und speziell mit dem Verhalten von Elektronen in solchen Sys-
temen. Methoden der Rastertunnelmikroskopie, Elektronenbeugung und Photoemissi-
onsspektroskopie wurden angewendet, um die strukturellen und elektronischen Eigen-
schaften von Graphen zu untersuchen. Ziel des ersten Teils dieser Arbeit ist es, die
wichtigsten Aspekte der Graphenphysik und den methodischen Hintergrund der in der
vorliegenden Arbeit verwendeten experimentellen Techniken vorzustellen.

Der wissenschaftliche Teil dieser Arbeit beginnt mit der umfassenden Untersuchung
von Nanostrukturen, die in Au-interkaliertem Graphen auf Ni(111) auftreten, mittels
Rastertunnelmikroskopie. Diese Studie zielte darauf ab, die méglichen strukturellen Er-
klarungen der experimentell in diesem System beobachteten Rashba-Spin-Aufspaltung
von ~ 100 meV zu untersuchen — die viel grofler als theoretisch vorhergesagt ist.

Es wurde gezeigt, dass Gold unter Graphen nicht nur als dichte Monolage inter-
kaliert werden kann, sondern auch in Form von exakt periodischen Anordnungen von
Nanoclustern, einer Struktur, die bisher nicht beschrieben wurde. Solche Nanocluster-
Arrays kénnen Graphen von dem stark wechselwirkenden Ni-Substrat entkoppeln und
es quasi freistehend machen, wie unsere Dichtefunktionaltheorie-Studie zeigt. Gleichzei-
tig bestétigen die Dichtefunktionaltheorie-Rechnungen eine starke Erhéhung der durch
Proximity induzierten Spin-Bahn-Wechselwirkung in Graphen durch solche Nanocluster
im Vergleich zu einer homogenen Gold-Monolage. Dieser Effekt, der im Falle von Clus-
tern auf den verringerten Graphen-Au-Abstand zuriickgefiihrt wird, liefert eine grofse
Spinaufspaltung vom Rashba-Typ von ~ 60 meV.

Die erhaltenen Ergebnisse liefern nicht nur einen moglichen Mechanismus zur Erho-
hung der Spin-Bahn-Wechselwirkung in diesem speziellen System, sondern kénnen auch
auf Graphen auf anderen stark wechselwirkenden Substraten verallgemeinert werden,
die mit Nanostrukturen von schweren Edelmetallen interkaliert sind.

Noch faszinierender ist die Nahe von Graphen zu schweren sp-Metallen, von denen
vorhergesagt wurde, dass sie einen intrinsischen Spin-Bahn-Wechselwirkung induzie-
ren und einen Spin-Hall-Effekt in Graphen realisieren. Wismut ist das schwerste sta-
bile sp-Metall und seine Verbindungen zeigen eine Vielzahl aufregender physikalischer
Phénomene. Dies war die Motivation fiir den néchsten Teil der vorliegenden Arbeit, in
dem strukturelle und elektronische Eigenschaften einer bisher nicht beschriebenen Phase

von Bismuth-interkaliertem Graphen auf Ir(111) mittels Rastertunnelmikroskopie, spin-
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und winkelaufgelGster Photoemissionsspektroskopie und Elektronenbeugung untersucht.
Photoemissionsexperimente ergaben eine bemerkenswerte, nahezu ideale Graphenband-
struktur mit stark unterdriickten Wechselwirkungssignaturen zwischen Graphen und
dem Ir(111)-Substrat. Auferdem wird das charakteristische Moiré-Muster, das fiir Gra-
phen auf Ir(111) mit Elektronenbeugung und Rastertunnelmikroskopie beobachtet wur-
de, nach der Interkalation stark unterdriickt. Die gesamten experimentellen Daten bele-
gen, dass Bi eine dichte interkalierte Schicht bildet, die Graphen effizient vom Substrat
entkoppelt. Die Wechselwirkung manifestiert sich nur in der Ladungsdotierung vom n-
Typ (~ 0,4 V) und einer relativ kleinen Bandliicke am Dirac-Punkt (~ 190 meV). Den
Ursprung dieser kleinen Bandliicke zu ermitteln ist sehr komplex, und in dieser Arbeit
konnten eine Vielzahl von Mechanismen ausgeschlossen werden, die dafiir verantwort-
lich sein kénnten, wie etwa induzierte intrinsische Spin-Bahn-Wechselwirkung, Hybridi-
sierung mit den Substratzustdnden und Riffelung des Graphen-Gitters. Der Hauptur-
sprung der Bandliicke wurde einem Bruch der A-B -Symmetrie zugeschrieben, und diese
Schlussfolgerung stiitzte sich auf eine eingehende Analyse der Interferenzeffekte bei der
Photoemission, die eine Abschétzung der Bandliicke von ~ 140 meV lieferte.

Wiéhrend sich die vorherigen Kapitel auf die Anpassung der Eigenschaften von Gra-
phen durch die Ndhe zu Schwermetallen konzentrierten, ist Graphen allein ein grof-
artiges Objekt, um verschiedene physikalische Effekte an Kristalloberflichen zu unter-
suchen. Der letzte Teil dieser Arbeit befasst sich mit der Untersuchung von Oberfli-
chenstreuresonanzen mittels Photoemissionsspektroskopie, wobei sich dieser Effekt in
einer deutlichen Modulation der Photoemissionsintensitdt manifestiert. Obwohl Streu-
resonanzen in der Vergangenheit hdufig mittels Elektronenbeugung untersucht wurden,
erschienen einige wenige Studien iiber ihre Beobachtung in Photoemissionsexperimenten
erst vor kurzem.

Fiir eine umfassende Untersuchung der Streuresonanzen wurde Graphen als vielsei-
tiges Modellsystem mit einstellbaren Eigenschaften ausgewéahlt. Nach der theoretischen
und historischen Einfiithrung in das Thema Streuresonanzen folgt eine detaillierte Be-
schreibung der ungew6hnlichen Merkmale, die in den in dieser Arbeit erhaltenen Pho-
toemissionsspektren beobachtet wurden, und schlieklich wird die Aquivalenz zwischen
diesen Merkmalen und Streuresonanzen bewiesen. Die erhaltenen Photoemissionsergeb-
nisse stimmen qualitativ gut mit der bestehenden Theorie iiberein, wie unsere Berech-
nungen im Rahmen des Interferenzmodells belegen. Dieses einfache Modell liefert eine
geeignete Erklarung fiir die gesamtheit der experimentellen Beobachtungen.

Moglichkeiten, die Streuresonanzen zu modifizieren wurden ebenfalls untersucht. Ei-
ne systematische Untersuchung von Graphen auf einer Vielzahl von Substraten ergab,
dass die Energieposition der Resonanzen in direktem Zusammenhang mit der Grofe des
Ladungstransfers zwischen Graphen und Substrat steht. Dariiber hinaus wurde gezeigt,

dass die Streuresonanzen in Graphen auf Ir(111) durch Nanostrukturierung entweder
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durch ein Ubergitter von Ir-Nanoclustern oder durch atomaren Wasserstoff unterdriickt
werden konnen. Diese Effekte wurden auf starke lokale Variationen der Austrittsar-
beit und/oder die Zerstérung der langreichweitigen Ordnung des Graphengitters. Die
Abstimmbarkeit von Streuresonanzen kann fiir optoelektronische Bauelemente auf der
Basis von Graphen verwendet werden. Dariiber hinaus erweitern die Ergebnisse dieser
Studie das allgemeine Versténdnis des Phanomens der Streuresonanzen und sind neben

Graphen auch auf viele andere Materialien anwendbar.
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