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Abstract

The exponential expanding of the numbers of web sites and Internet users makes WWW the most
important global information resource. From information publishing and electronic commerce to
entertainment and social networking, the Web allows an inexpensive and efficient access to the
services provided by individuals and institutions. The basic units for distributing these services
are the web sites scattered throughout the world. However, the extreme fragility of web services
and content, the high competence between similar services supplied by different sites, and the
wide geographic distributions of the web users drive the urgent requirement from the web man-
agers to track and understand the usage interest of their web customers. This thesis, ”X-tracking
the Usage Interest on Web Sites”, aims to fulfill this requirement. ”X” stands two meanings:
one is that the usage interest differs from various web sites, and the other is that usage interest
is depicted from multi aspects: internal and external, structural and conceptual, objective and
subjective. ”Tracking” shows that our concentration is on locating and measuring the differences
and changes among usage patterns.

This thesis presents the methodologies on discovering usage interest on three kinds of web
sites: the public information portal site, e-learning site that provides kinds of streaming lectures
and social site that supplies the public discussions on IT issues. On different sites, we concentrate
on different issues related with mining usage interest.

The educational information portal sites were the first implementation scenarios on discov-
ering usage patterns and optimizing the organization of web services. In such cases, the usage
patterns are modeled as frequent page sets, navigation paths, navigation structures or graphs.
However, a necessary requirement is to rebuild the individual behaviors from usage history. We
give a systematic study on how to rebuild individual behaviors. Besides, this thesis shows a new
strategy on building content clusters based on pair browsing retrieved from usage logs. The dif-
ference between such clusters and the original web structure displays the distance between the
destinations from usage side and the expectations from design side. Moreover, we study the prob-
lem on tracking the changes of usage patterns in their life cycles. The changes are described from
internal side integrating conceptual and structure features, and from external side for the phys-
ical features; and described from local side measuring the difference between two time spans,
and global side showing the change tendency along the life cycle. A platform, Web-Cares, is de-
veloped to discover the usage interest, to measure the difference between usage interest and site
expectation and to track the changes of usage patterns.

E-learning site provides the teaching materials such as slides, recorded lecture videos and ex-

ix



ercise sheets. We focus on discovering the learning interest on streaming lectures, such as real
medias, mp4 and flash clips. Compared to the information portal site, the usage on streaming
lectures encapsulates the variables such as viewing time and actions during learning processes.
The learning interest is discovered in the form of answering 6 questions, which covers finding the
relations between pieces of lectures and the preference among different forms of lectures. We pre-
fer on detecting the changes of learning interest on the same course from different semesters. The
differences on the content and structure between two courses leverage the changes on the learning
interest. We give an algorithm on measuring the difference on learning interest integrated with
similarity comparison between courses. A search engine, TASK-Moniminer, is created to help the
teacher query the learning interest on their streaming lectures on tele-TASK site.

Social site acts as an online community attracting web users to discuss the common topics
and share their interesting information. Compared to the public information portal site and e-
learning web site, the rich interactions among users and web content bring the wider range of
content quality, on the other hand, provide more possibilities to express and model usage interest.
We propose a framework on finding and recommending high reputation articles in a social site.
We observed that the reputation is classified into global and local categories; the quality of the
articles having high reputation is related with the content features. Based on these observations,
our framework is implemented firstly by finding the articles having global or local reputation,
and secondly clustering articles based on their content relations, and then the articles are selected
and recommended from each cluster based on their reputation ranks.

Long Wang
December 8, 2009



Chapter 1

Introduction

I never waste memory on things that can easily be stored and retrieved
from elsewhere.

Albert Einstein (1879 - 1955)

Microsoft has made an investigation in 04.2007 1: over 200 students in Germany from differ-
ent facilities, were asked their remarks on the usage of their universities’ web sites. 90%

percent students said that the web sites from their universities are very or partly useful, but only
7% students gave the positive feedback or the high remarks on the web sites from their univer-
sities. Figure 1.1 shows the results on this investigation: 82.6% students wanted online-Test and
online exercise, but only 6.1% said they had such services; 47.4% students needed a virtual com-
munication with other students, however, only 5.7% said they had such facility. The value of this
investigation is not only the revealed result that the big gap between the students’ expectations
and the supplied services of the web sites, but the huge hardness of finding proper ways to collect
and understand the online usage requirements from the students.

This direct investigation made by Microsoft reveals much valuable usage interest on the uni-
versity web sites, however, for other educational sites, government or public portal sites, how
can they retrieval the usage feedback on their services? Although the importance of knowing the
usage interest on web sites is already well recognized, for most web sites, especially the public
information portals, on which it is not known who are the right visitors, the direct investigation
on the usage feedback can not be economically implemented. In this case, we can only seek other
ways to discover the usage interest on the web sites.

Generally, there are direct and indirect ways to investigate the usage interest or patterns on
a web site. Since the direct and indirect investigation have different strengths, they can be best
considered as complements rather than replacement to each other (Yi 1989).

The direct way is the traditional approach, and might include:

1. observation of user interaction on a web site in a usability laboratory or in a field setting, us-
ing video and audio taping of free-form and/or predetermined tasks, recording navigation
patterns and user comments for observers; and

2. using online or offline questionnaires such as the one by Microsoft mentioned above, or
telephone interviews.

The primary advantage of the direct way is directness: the purpose is clear, the responses
are straightforward, and the corresponding rules between consumer satisfaction and measure are
unequivocal. While the disadvantages are:

1http://www.microsoft.com/germany/presseservice/detail.mspx?id=531887
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Figure 1.1: Investigation by Microsoft on German Universities’ Sites

1. incompleteness: compared with the population of accessing the web site, the number of at-
tendants in the direct investigation is small, which could overlook the great variance among
the visitors;

2. possible fraud: an attendant in the direct investigation could distort, hide and forge his/her
real behavior and preference, this is even much possible in the investigation on private
information like incoming and family status;

3. low unexpectedness: the design of questionnaires and interviews is subjective, and the un-
expected information or knowledge unknown before could not be found by the direct in-
vestigation; and

4. high expense: the expense of the direct investigation is a big financial and time burden for
the web site.

The indirect ways are the methods of analyzing the visitors’ interest from their usage history
on a web site. The usage history records the interactions between users and the site and is usually
stored as usage logs. Based on the location, the usage logs are classified into server-side and
client-side logs. The usage logs are the history on how and what did the visitors interact with the
web site, which remedy the disadvantages ”incompleteness” and ”possible fraud” of the direct
investigation. Moreover, from the usage logs, it gives the possibility to discover the detailed,
hidden and unexpected knowledge about usage interest, which can not be fulfilled by the direct
investigation.
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The big requirement on discovering the usage interest from usage logs, drives the birth of
Web Usage Mining. Web usage mining is the automatic discovery of patterns in clickstreams
and associated data collected or generated as a result of user interactions with one or more Web
sites (Mobasher 2006). Web usage mining is the application of data mining in the web usage
area. Data mining or KDD (Knowledge Discovery in Database) process is ”the nontrivial extraction
of implicit, previously unknown, and potentially useful information from data” (Piatetsky-Shapiro and
Frawley 1991). The information discovered by data mining is represented as patterns, models or
relations.

1.1 Related Works

A large number of work related to data mining has been conducted by various researchers. Much
work in this area may be divided into two major categories: supervised learning and unsuper-
vised learning. Supervised learning aims at discovering relationships between attributes and
a response variable. In other words, it can be used to classify and predict unknown outputs
corresponding to the known categories. On the contrary, unsupervised learning aims at creat-
ing groups that share common characteristics even though the collected data do not have pre-
classified categories. Another branch of unsupervised learning is associate rule mining, which
includes the frequent structures mining like sequences, trees and graphs. This section lists the
related systems and methodologies on web usage mining.

WebTrends and Weblizer are two simple and commercial web analysis tools providing graph-
ical reports on how frequently web sites are accessed. However, they focus on volume-level anal-
ysis (ex: ”how many hits did this WWW page get?”) rather than on the analysis of individual
user-level data (ex: ”how did one user navigate the site?”). In addition, most of these tools do not
support the filtering mechanism in order to clean and select the target data for analysis.

Perkowitz investigated the problem of index page synthesis, which is the automatic creation
of the pages that facilitate a visitor’s navigation of a web site (Perkowitz and Etzioni 2000). By
analyzing the web logs, their cluster mining algorithm finds collections of pages that tend to co-
occur in visits and puts them under one topic. They then generate the index page consisting of
links to the pages pertaining to a particular topic.

Nakayama and his colleagues tried to discover the gap between the web site’s designer’s ex-
pectations and visitors’ behaviors (Nakayama et al. 2000). Their approach uses the inter-page
conceptual relevance to estimate the former, and the inter-page access co-occurrence to estimate
the latter. They focus on the web site design improvement by using multiple regression to predict
hyperlink traversal frequency from page layout features.

An algorithm was given on automatically finding pages in a web site whose location is differ-
ent from which the visitors expect to find (Srikant and Yang 2001). The key assumption is that
the visitors will backtrack if they do not find the information where they expect it: the point from
which they backtrack is the expected location for the page.

”Web utilization miner” was proposed to find interesting navigation patterns (Berendt 2005).
The interestingness criteria for navigation patterns are dynamically specified by the human expert
using a mining language which supports the specification of statistical, structural and textual
criteria.

As will be explained later in this thesis, the usage interest has a huge scope, which means that
the usage interest varies on different services, has different forms, differs on individuals and is
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described by multiple aspects. The difficulties and challenges web usage mining faces are:

1. diverse web content and services: web x.0 covers various types of content from text, picture,
voice and video, which supply different services such as information portals, e-learning,
online-shopping, or online social communities. Users behave different ways in searching
and browsing the different formats content and services;

2. weak relations between user and site: visitors could access the web site at any time from
any place through any path. And during their visiting, they even do not have any clear
idea about what they want from the web. On the other hand, it is not easy for the site to
discriminate different users. WWW brings great freedom and convenience for users and
sites, and great varieties among them as well. So the relation between supply and demand
becomes weak and vague; and

3. complicated usage behaviors: hyperlink and back tracking are the two important charac-
teristics in web navigation, which make users’ activities more complicated. For the same
visited content, different users can access them with different patterns. On the other hand,
the users’ behaviors are recorded as visiting sequences in web logs, which can not exactly
and directly reflect the users’ real behaviors and web site structures.

1.2 Contributions

In this thesis, we investigate the methodologies on discovering the usage interest on three differ-
ent kinds of web sites. The sites are introduced in the followings:

• public information portal site: a portal site is used by a university, government or com-
pany to present the publics information about their organizations, services or products.
Such web site supplies very few interactions between users and web site. We take HPI site
(www.hpi.uni-potsdam.de) and ECCC site (eccc.hpi-web.de) as the examples of tracking us-
age interest. HPI site is an educational portal site for Hasso Plattner Institute, and ECCC site
is an electronic journal on ideas, techniques, and research in computational complexity;

• e-learning site: it supplies the teaching materials in forms of slides, videos to the students
via a web site. The content is always organized based on the structure of the courses or
the events. The learning interest from online students is shown from their staying time and
actions during the learning processes. We implemented the learning interest mining method
on tele-TASK site (www.tele-task.de), which provides the lecture videos in different formats
and is proved as an efficient e-learning platform; and

• online social site: web 2.0 witnesses plenty of social sites and online communities, in which
the interactions between users and content and among groups of users bring the new fea-
tures and frameworks to discover the usage interest. We discuss this problem based on
IT-Gipfelblog site (it-gipfelblog.hpi-web.de), which is a webblog in German discussing the
topics on information and communication technologies.

Three projects have been implemented to discover the usage interest on different kinds of web
sites: Web-Cares, TASK−Moniminer and Re−Blog. The contributions of this thesis are listed:
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1. to solve the problem of recovering individual navigation behaviors in browsing an informa-
tion portal site, which is the necessary premise for the posterior usage pattern mining;

2. to give a general and unified method on tracking the changes of web navigation patterns,
which not only locates the nearest version of a pattern in posterior time spans, but measures
its internal and external variances from the structural and semantic side;

3. to model the learning interest on browsing kinds of streaming lectures and to discover the
learning interest by answering several questions;

4. to measure the changes of learning interest on the same courses from different semesters,
which integrates the variance of usage interest and the difference of the courses in different
years; and

5. to present a framework on evaluating and recommending high reputation articles in a social
site, which is based on the proof that the reputation the articles received is classified into
local and global categories. The proposed framework considers the balance between the
concept and usage feedback, between the interest from major users and minor users.

1.3 Thesis Structure

This thesis illustrates the topic on ”X-tracking the Usage Interest on Web Sites” using three parts:

1. Part I is ”Discovering the Changes of Usage Interest on a Portal Site”, which answers the
question of discovering usage interest on a public information portal site, such as HPI site
(www.hpi.uni-potsdam.de) and ECCC site (eccc.hpi-web.de);

2. Part II is ”Mining the Learning Interest in a Web-Streaming E-learning Site”, which discusses
mining the learning interest on the e-learning site such as tele-TASK; and

3. Part III is ”Recommending High Reputation Articles in a Social Site”, which provides a
framework on evaluating and recommending high reputation articles in a social site by
using the example ”IT-Gipfelblog”.

Every part starts with a chapter introducing the project on implementing the mining method-
ology on one kind of web site, and proceeds by the chapters explaining the modeling and al-
gorithms on measuring usage interest and mining usage patterns, and ends with the chapter
discussing the experiments and the findings of our projects.





Part I

Discovering the Changes of Usage
Interest on a Portal Site





Chapter 2

Web-Cares: A Platform to Track the Web Usage
Interest

Web-Cares is a GUI-based platform aiming to mine usage interest on a portal site, to track
the changes of usage interest over a period of time, and to discover the gap between web

structures and usage patterns. Such information will help web managers to know the interest of
their web visitors and to further optimize their web structures and services.

Chapter Organization In Section 2.1 we give the data resource that Web-Cares processes. We
describe the outputs and the work flow of Web-Cares in Section 2.2. We present the summary of
this chapter in Section 2.3.

2.1 Input of Web-Cares

The main source data web-cares takes are the usage log files on the server side recording the
information requests from its web visitors. We concentrate on the log files confirming to the
W3C Common Log Format extended by the Agent Log and the Referee Log. Figure 2.1 gives an
example of a client HTTP request recorded in server logs, it tells that when, who and how was
the request on ”willkommen.html” asked: a user found this page from Google search engine by
using ”hasso plattner potsdam uni” keywords, and his client browser is Mozilla and 200 is the
return code showing that this request was successfully answered. Every request is written as a
unique line in a chronological order in the server log files.

In our system, we treat ”willkommen.html” in Figure 2.1 a pageview. A pageview is an aggre-
gate representation of a collection of Web objects contributing to the display on a user’s browser
resulting from a single user action (such as a click-through). Thus, each pageview can be viewed
as a collection of Web objects or resources representing a specific ”user event,” e.g., reading an
article, viewing a product page, or adding a product to the shopping cart. In the server logs, after
this logline as in Figure 2.1, there are other requests on the images and formats for displaying the
page ”willkommen.html” on the client side, but we don’t treat the requested images and format
files as pageviews. For simplicity, pageview is replaced by ”page” in this thesis. A logline on a
page request is an access, which describes who, when, what and how was a page requested. We
call a number of accesses asked by the same user within a time period (e.g. 30 minutes) a session.

Figure 2.1: An example: a client HTTP request recorded in logs
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Figure 2.2: Data preparation: log filtering and session reconstruction

2.2 Work Flow of Web-Cares

Generally, data mining includes four steps: data preparation, pattern mining, and pattern analysis
and pattern application. As an implementation of data mining, Web-Cares obeys this process.

Step 1: Data Preparation To discover the usage interest, Web-Cares firstly cleans the server logs
and reconstructs the sessions of human visitors. The target sessions are selected by setting the
constraints of IP or URLs and other conditions. This step generates the target session set for
usage mining, in which a session can be simply described as a sequence of web pages visited by
a user. Figure 2.2 shows the interface of data preparation in this step. Figure 2.3 helps us to query
the usage history of a single user.

Step 2: Usage Pattern Mining Usage behavior can be described in different usage models, de-
pending on the aspects of interactions between the visitors and web pages. For example, if the
frequently co-accessed pages are to be discovered, association rules need to be used; when the
frequently click sequences are asked, sequence patterns satisfy this requirement; if our target is to
find the pages leading to different navigation paths, frequent tree structures should be modeled;
if we want to extract the user clusters having similar navigation interest, clustering is the choice.
Web-Cares fulfills these possibilities, as shown in Figure 2.4.

Step 3: Pattern Investigation The mined patterns are greatly condensed and restructured com-
pared to the original log files. However, mining algorithms only give the possibility to find these
condensed and structured information, interesting and useful patterns need to be further inter-
preted and filtered. To judge if a pattern is useful, a friendly query and intuitive display are
needed. Web-Cares tries to bridge the gap between the patterns and human understanding. Fig-
ure 2.5 displays the usage patterns in a graphic way.
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Figure 2.3: Individual usage activity

Figure 2.4: Usage pattern mining

A web manager may need to be aware of the gap between his web site structure and the
commonly used navigation structures, Web-Cares presents this functionality. To display this gap,
Web-Cares fetches the web site structure as shown in Figure 2.6. Figure 2.7 gives a view on investi-
gating the difference between site structures and navigation patterns: selecting a URL, Web-Cares
displays the pages linked to and from this URL, as well the pages usually visited by users before
and after this URL.

To understand the concepts of mined patterns, Web-Cares gives the interface for URL annota-
tion. Though the keywords used in computing conceptual difference are extracted automatically
from web pages by our parser, Web-Cares still gives the manual annotation interface. This is
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Figure 2.5: Frequent usage patterns

Figure 2.6: Structure crawling

especially necessary to investigate the semantic dependency among web pages, as displayed in
Figure 2.8.

Step 4: Pattern Application After the useful usage patterns have been understood and accepted,
the next step is pattern application. Usually, there is little distance before making the strategy on
implementing the acceptable patterns and suggestions, because it would cause the deletion, mod-
ification and optimization on the current organization and service. And this will cost some extra
expense and may have some risks. It is an acceptable way to reach the compromised solutions by
the intern negotiation within a team.
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Figure 2.7: Difference between usage behavior and site structure

Figure 2.8: Annotating semantics for URLs

2.3 Summary for This Chapter

This chapter gives a brief view on Web-Cares. Web-Cares is designed for those sites that are
unauthenticated for the human visitors, for example, for the educational and public information
sites, in which the usage data are stored as server logs. The algorithms and models used in Web-
Cares can be easily adapted in other scenarios like online shops and communities, by adapting the
relations between visitors and pages to the customers and goods or topics. Manipulating Web-
Cares needs some auxiliary work such as setting proper thresholds and selecting right keywords
for URL annotation. Finding interesting patterns and information is an iterative process affected
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by subjective personal understanding, though the main target of data mining is to automatically
and directly discover the hidden information from the large data. In the following three chapters,
this thesis will discuss in details the data preparation, models and algorithms used in Web-Cares.



Chapter 3

Data Preparation in Web Usage Mining

The log data on the web server side are the most common resources for web usage mining,
as they are easy to collect. They contain the useful data from which a well-designed data

mining system can discover beneficial information, unfortunately, raw sever side data contain
much noise and are usually incomplete. In most cases, a log entry is automatically added each
time when a resource request reaches the web server. Though this may reflect the actual use of
the resource on a site, it does not record the real behaviors like frequent backtracking or frequent
reloading of the same resource when the resource is cached by the browser or a proxy; moreover,
the log sequence can not be directly mapped to the site structure. These drawbacks of logs are
primarily attributed to the specifications of the HTTP protocol, which uses a connection for every
file requested from the web server.

The target of data preparation is to rebuild access sessions for human visitors from server
logs. A user session, according to the definition in W3C, is a delimited set of user clicks across
one or more Web servers. Tanasa stated that two thirds of data mining analysts consider that
data cleaning and preparation consume more than 60 percent of total analysis time (Tanasa and
Trousse 2004).

Chapter Organization We briefly describe the tasks of collecting server logs in Section 3.1.
Robots removal and sessions reconstruction are discussed in Section 3.2 and Section 3.3 sepa-
rately. We focus on rebuilding individual accessing behaviors in Section 3.4. After these, to help
understand the final mined usage patterns and interest, URL annotation is presented in Section
3.5. Finally we give the summary of this chapter in Section 3.6.

3.1 Collecting Server Logs

A web site may be allocated physically in multi servers, which means that the requests within
the same user session would be fulfilled by the distributed servers. In this case, the log files from
different servers have to be mixed and realigned in a chronological order.

In most cases, the web pages are requested and delivered to web users via HTTP protocols and
these requests are recorded on the server side as HTTP server logs. However, the HTTP server
logs include all the HTTP requests, which do NOT have to be the requests on web pages.

Moreover, the URL in an HTTP request may be an invalid or an outdated URL for a web page.
So uniforming URLs is another task in collecting server logs. It is inevitable that some different
URLs have exactly the same web content, and the reasons are possibly:

• URL redirection: a URL ending with ”/” is automatically redirected to a default index page;

• URL updating: server logs always span over a period, during which the same web page
could have different URL versions; and
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• multi copies for the same web content.

In this step, the URLs sharing the same web content are replaced by one unique valid URL.

3.2 Robots Removal

The most important step of log data cleaning is the removal of robot accesses from the log data.
We use the term ”robot” to refer to any programmable software agent that does not access a site
interactively. These requests can mislead the analyst, because these sequences do not reflect the
way human visitors navigate the site. To exclude these accesses, we employed several heuristic
methods based on the indicators of non-human behaviors. These indicators are:

• a time interval between two requests is too short to apprehend the content of a page;

• the referee URLs that a series of requests from one host are empty; and

• the ”client agent” name is recognized as a robot in the robot database.

Though these techniques can be used to remove the noise made by robots, recognizing robots
and their activities is time consuming and controversial. In the implementation of data prepara-
tion, robots removal is executed before log realignment, and this will reduce greatly the time com-
plexity on data cleaning. In our investigation, we found that conservatively 80% visits recorded
on the server side are NOT performed by human visitors, and the percentage could be even higher
on public portal sites.

3.3 Sessions Reconstruction

Analyzing the sites that are free to unauthenticated access, we cannot rely on cookies or other
similar measures to identify unique visitors. In this case, IP address, agent and version of OS
and browsers are used to identify users. A session can be interpreted as a visit performed by a
user from the time she enters the web site till she leaves. There are two fundamentally different
methods of reconstructing sessions: by duration and by structure. However, the second is less
appropriate because it is based on an assumption that a user has the semantical target during his
session. The first method of time-based limitation of a session’s duration is the only feasible way.

Two time criteria are offered for this reconstruction: time spent on visiting a page Timeoutl,
and time on the whole session Timeoutg . The first is more appropriate for the applications where
visitors may spend a long time on the content of a page, such as online video watching or banking;
while the second is intended for the web sites where browsing through pages or data items is a
usual activity, for instance, 30 minutes.

3.4 Rebuilding Individual Accessing Behaviors

A session stores the URLs a user requested in a chronological order, but hides the actions like
circular moves, query refinements. Hence, it is the necessary step to rebuild diverse individual
accessing behaviors from usage sessions before pattern mining. The diversity of individual be-
haviors and the reconstruction technologies have been recognized by (Herder and Juvina 2004)
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and (Graff 2005) as well. In our research, depending on the target usage patterns, the individ-
ual user behaviors through the web site can be discovered into five different categories: granular
accessing behavior, linear sequential behavior, tree structure behavior, acyclic routing behavior
and cyclic routing behavior. In this section, we give the different algorithms for rebuilding these
behaviors. This work is refereed in (Wang and Meinel 2004) and (Wang et al. 2005). The experi-
mental studies will be discussed in Chapter 5.

3.4.1 Problem statements

To model the individual accessing behaviors, we firstly give the basic definitions of the terms that
will be used in this section:

• W - the set of URLs of a web site;

• U - the set of visitors;

• T - a time span, for instance, from 01.01.2008 to 31.12.2008;

• L - the usage logs of U on W during T ;

• S - the set of sessions reconstructed from L;

• l - one logline, or request in L;

• s - one session from S.

We use l.visitor to denote the visitor of l, and l.time to name the request time of l, and l.url to
represent the requested URL in l. It is obvious that for each l, l.visitor ∈ U , l.time ∈ T , and
l.url ∈W .

1. DEFINITION (SESSION). A session s is a set:

s = {l1, . . . , lm} : l ≤ i < j ≤ m, li.visitor = lj .visitor, li.time < lj .time.

And also s should satisfy the following conditions:

∀i(1 ≤ i < m) : li+1.time− li.time ≤ Timeoutl, lm.time− l1.time ≤ Timeoutg.

T imeoutl and Timeoutg are the two time criteria to identify sessions discussed in section 3.3. As
the same definition of l, we also use s.visitor to name the visitor of s, and s.length is the number
of URLs in s.

The session set S is a mapping from web logs L, for each l ∈ L, l belongs to exactly one session,
and this ensures that S partitions L in an order-preserving way. We go on giving the necessary
definitions to describe the individual accessing behaviors.

2. DEFINITION (REPEATED URLS IN A SESSION). Set of repeated URLs in a session s is defined:

RepeatedURLs(s) = {url1, . . . , urln},
∀k(1 ≤ k ≤ n),∃i, j(1 ≤ i <> j ≤ s.length) : li.url = lj .url = urlk.

3. DEFINITION (UNIQUE ACCESSED URLS IN A SESSION). Set of unique accessed URLs in a session
s is defined:
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UniqueURLs(s) = {url1, . . . , urln},
∀i, j(1 ≤ i <> j ≤ n),∃i′, j′(1 ≤ i′ <> j′ ≤ s.length) :

li′ .url = urli, lj′ .url = urlj , urli <> urlj .

4. DEFINITION (AN ACCESS SEQUENCE IN A SESSION). An access sequence in a session s is:

Sequence(s) = {url1, url2, . . . , urln},
∀i, j(1 ≤ i < j ≤ n),∃i′, j′(1 ≤ i′ < j′ ≤ s.length) :
li′ .url = urli, lj′ .url = urljandli′ .time < lj′ .time.

5. DEFINITION (AN ACCESS PATH IN A SESSION). An access path in a session s is:

Path(s) = {url1, url2, . . . , urln},
∃i′(1 ≤ i′ < s.length),∀i, j(1 ≤ i <> j ≤ n) : li+i′ .url = urli, lj+i′ .url = urlj , urli <> urlj .

The differences between an accessed sequence and a path are:

1. the URLs in a sequence are accessed in the same time order as in the original session, while
in a path, all the URLs must be continuously accessed one by one as the order in the session;

2. a sequence could have repeated URLs, while a path has no repeated URLs.

An access path can be seen as a special sequence. Path is defined to find the URLs at which
a user turned back to the previously accessed ones. This helps to investigate the deepest click
streams over visitors, and is called as well Maximal Forward Reference (Chen et al. 1998).

It is well acknowledged that a web site is a complex graph, web pages are the vertices and the
hyper links among them are edges. A visit of a user can be seen as a continuously or a broken
roaming on this graph, and the history he requested web pages is stored in a session in a time
sequence. The researchers determined that the users in their study interacted in a small area
of a web site and frequently backtracked (Burton and Walther 2001). Tauscher and Greenberg
reported on the patterns of user revisitation to web pages: user revisit web pages at a rate of 58%
(Tauscher et al. 1997).

Thus, a sequential session could hide much information about the web graph, such as tree
structure which characterized by the pages trigging different pages accessed afterwards. Corre-
sponding the definition of a path, a tree structure hidden in a session must have a URL diverting
different access paths. We call such tree structure relationship ”divert paths tracking”. Moreover,
in the routing on a graph, it is possible that there are multi paths between two pages, which looks
like a rhombus structure. We call this structural navigation ”parallel path tracking”.

6. DEFINITION (A DIVERT PATHS TRACKING IN A SESSION). A divert path in a session s is:

DivertPath(s) = {Path(s)1, . . . , Path(s)k},
∀i, j(1 ≤ i <> j ≤ k) : urli1 = urlj1, url

i
1 ∈ Path(s)i and urlj1 ∈ Path(s)j .

7. DEFINITION (A PARALLEL PATHS TRACKING IN A SESSION). A parallel paths tracking in a ses-
sion s is:

ParallelPath(s) = {Path(s)1, . . . , Path(s)k},
∀i, j(1 ≤ i <> j ≤ k) : urli1 = urlj1, url

i
|Pi| = urlj|Pj |.
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|Pi| and |Pj | are the lengthes of Path(s)i and Path(s)j .

The definitions above reveal the diversities of individual activities endowed with backtrack-
ing, circular moves, query refinement, bookmarks and so on. It is possible for an individual
accessing session to be interpreted with one of these definitions or the combination of several
definitions, which is far more than object sets and sequences patterns as discussed in (Cooley
et al. 1999)(Pei et al. 2000). A plain term ”Action” is used to uniform these 6 different basic func-
tions, because each of them characterizes the unique activity performed by a visitor on some
objects in a session.

We now give the definition of individual access behavior: An individual accessing behavior is
the combination of several actions performed by a visitor during his session with the web server(Wang
et al. 2005).

3.4.2 Algorithms on rebuilding individual access behaviors

An individual access behavior is the combination of actions extracted from a session and displays
not only the accessed web pages and part of site structure, but also the concept hierarchies and
the routing activities on these pages.

Individual access behaviors can be discovered by several techniques. The choice of proper
discovering methods depends on what kind of access patterns will be mined. From simple to
complex, we show here some strategies of behaviors discovery. For example, if the sets of pages
usually co-accessed are asked, unique accessed URLs need to be filtered firstly from every session;
if the frequently clicked pages leading to different paths are the mining targets, divert paths track-
ing should be built for all sessions. We illustrate this problem by using a session reconstructed
from server logs. Every URL is titled with its ID and this session is simplified as the following:

s = {0, 292, 300, 304, 350, 326, 512, 510, 513, 512, 515, 513, 292, 319, 350, 517, 286}

0 and 286 were accessed separately as entrance and leaving pages, and the repeated URLs are:

RepeatedURLs(s) = {292, 350, 513, 512}.

Any piece of the session without repeated pages can form a path, for example:

Path(s)1 = {300, 304, 350, 326, 512}, and Path(s)2 = {512, 515, 513, 292}.

3.4.2.1 Rebuilding simple behaviors

This strategy overlooks all the repeated pages in a session. The behavior of this visitor can be
simply discovered into the largest set of accessed URLs, and the longest access sequence. These
two kinds of behaviors are the extensions of the definitions of ”unique accessed URLs” and ”ac-
cess sequence” in section 3.4.1; and the former is defined as UniqueURLsL(s) and the latter is
SequenceL(s). To get the largest set of accessed URLs, the repeated URLs have to be removed; the
longest access sequence equals to the session itself. In some work from other researchers (Agrawal
and Srikant 1995), the repeated URLs are not allowed in forming an accessing sequence. With or
without repeated URLs in a sequence depends on the concrete applications and personal under-
standing. For the above session, we remove the 10th, 12th, 13th, and 15th pages:

UniqueURLsL(s) = {0, 286, 292, 300, 304, 319, 326, 350, 510, 512, 513, 515, 517}.
SequenceL(s) = {0, 292, 300, 304, 350, 326, 512, 510, 513, 512, 515, 513, 292, 319, 350, 517, 286}.
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Figure 3.1: Tree Structure behavior

We can see that any sub set of UniqueURLsL(s) is one of the sets of accessed URLs by this
visitor. Any subsequence of SequenceL(s) is one of the accessed sequences in this session. Moti-
vated by other data mining applications in (Agrawal and Imielinski 1993)(Agrawal and Srikant
1995)(Pei et al. 2000), given a large group of accessed URLs and sequences, the set of most popu-
larly accessed pages and the most popularly accessed page sequences can be mined.

3.4.2.2 Rebuilding tree structure behaviors

The tree structure behavior is characterized by divert paths in a session defined in section 3.4.1.
From this definition, some paths in a session can form a diverged path because they share the
same start accessed URL. Though all the accessed URLs are ordered by timestamp in a sequence,
we can find those repeated URLs that lead to different target objects. Tree structure behavior not
only displays the visiting patterns, but also reveals some conceptual hierarchy on site semantics.

During forming the tree structure t from a session s, a pointer pr is used to point to the last
read URL in t. Every URL is read in the same order as in s and is inserted as the child node of
pr if it firstly happens in t; but if the same URL already exists in t, we do nothing but letting pr
pointing to this existing URL in t.

The tree structure behavior for the above session can be discovered with our strategy as the
Figure 3.1. Based on this algorithm, there is some property in a discovered tree structure behavior:

Property 1: Given a discovered tree structure behavior, the nodes that lead to diverged paths are the
repeated objects in this session.

The diverged paths in this session are:

DivertPath1(s) = {< 292− 300− 304− 350 >,< 292− 319 >},
DivertPath2(s) = {< 350− 326− 512 >,< 350− 517− 286 >},

DivertPath3(s) = {< 512− 510− 513 >,< 512− 515 >}.

The recovered navigation tree structures form the base to mine frequent tree structure access
patterns (Zaki 2002) and frequent maximum forward references (Chen et al. 1998), which will be
discussed in Chapter 4.

3.4.2.3 Rebuilding acyclic routing behaviors

”Acyclic routing behavior” means that in a session, there exist at least two different pages between
which there are at least two different access paths. This kind of behavior is characterized by
the parallel paths in a session. It shows that a visitor can access the same target object from
the same start object but via different paths. This kind behavior happens frequently in the web
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Figure 3.2: : Acyclic routing behavior

sites supplying rich interactions between users and web content such as online shopping, query
refinement and formula submitting. With acyclic routing behaviors, we can further query the
shortest path and most popular path between two pages.

The final discovered behavior is like a lattice structure defined as l, and pr is used to point to
the last read URL in l. The URLs are read in the same sequence as in s, and for every URL, we
check if the same URL exists in l. If this URL firstly happens in l, we insert this as a new child
node of pr, and let pr point to this new node. If this URL already exists in l, there are four possible
relations between this URL and the last read URL:

• This URL is the same as pr:

1. Do nothing.

• This URL can be backward tracked from pr:

1. Set pr point to this URL.

• This URL can be forward tracked from pr:

1. Build a new directed edge from pr to this URL, if there is not directed edge from pr to
this URL;

2. Set pr point to this URL.

• This URL can not be tracked from pr:

1. Build a new directed edge from pr to this URL,

2. Set pr point to this URL.

Figure 3.2 shows the recovered acyclic routing behavior from the above session. It is clear
that if an acyclic routing behavior can be discovered from a session, the session must have the
following property:

Property 2: An acyclic routing behavior can be recovered from a session s iff there exist urli, urlm,
urlj , urlv , urlk and urlw(1 ≤ i < m < j < v < w ≤ s.length) in s, and urli==urlv ; urlj==urlw;
urlm <> urlk.

The parallel paths in this session are:

ParallelPath1(s) = {< 292− 300− 304− 350 >,< 292− 319− 350 >},
ParallelPath2(s) = {< 512− 515− 513 >,< 512− 510− 513 >}.
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Figure 3.3: Cyclic routing behavior

3.4.2.4 Rebuilding cyclic routing behaviors

If there are revisited objects in a session, directed links will be built from every revisited object
to one of its source object. From the semantic level, we think these two objects can be mutually
heuristically evoked. Such individual behavior can be discovered as cyclic routing behavior and
is characterized by the circle path hidden in the session.

The strategy for discovering cyclic routing behavior is similar to discovering acyclic routing.
The following Figure 3.3 gives the cyclic routing behavior discovered from the same session.

The circle paths in this session are:

CirclePath1(s) = 292− 300− 304− 350− 326− 512− 510− 513− 292,
CirclePath2(s) = 512− 510− 513− 512.

Cyclic routing behavior describes individual activities more colorful than simple behavior,
but increases the complexity on judging the existence of such behavior. On the other hand, from
simple behavior to cyclic routing behavior, the more complicated a usage model is defined, the
lower possible it is to find enough support over a user group. Chapter 4 will discuss mining
different usage patterns from the rebuilt individual access behaviors.

3.5 URL Annotation

Another data preparation work is URL annotation. Every URL is annotated with the most signif-
icant contexts extracted from its corresponding web document. These annotations are necessary
for understanding the semantic information one usage pattern has in the next mining steps. Ex-
tracting representative topics from the documents has been explored in language processing and
information retrieval: a document is represented as a term vector, where each term (usually word)
is a basic concept, and each element of the vector corresponds to a term weight reflecting the im-
portance of the term. There are three kinds of methods to index terms for documents: full-text
indexing, keywords indexing and human indexing. Tf*Idf characterized by computing term fre-
quency is the big algorithm family to weight terms in documents. However, in web hyperspace,
the information contained in the anchor texts, meta-tags, header or title, capitalization, query logs
(tau Yih et al. 2006) and in-linked or out-linked web pages (Sugiyama et al. 2003) effects greatly
the weights of the terms of web pages.

The feature selection differs due to the characteristics of the web documents from the target
web site, and in some cases, it is necessary to have a domain-specific taxonomy dedicated to a
web site influencing the keywords extraction. The weight for one term o in a web document d is
computed by:
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w(o) = tf(o) · idf(o) · b(o)

where

1. tf(o) is the term frequency of o in d,

2. idf(o) is the inverse document frequency for o in d, and computed by idf(o) = log(N/df(o))
in which N is the total number of documents and df(o) is the frequency of documents in
which w appears.

3. b(o) encapsulates the boosts of the features that strengthen the importance of o to d, and can
be simply computed as: b(o) =

∑
(βi · o.has(fi)), in which

o.has(fi) =

{
1, o has the feature fi
0, o does not has the feature fi

βi is the boost for the feature fi and
∑
βi = 1.

Based on the weight computation, a web document d is represented as a vector of K terms:
d =< w(o1), ..., w(oK) >. However, the dimension of the vectors has to be reduced due to the
possible large lengths of web documents and the redundancy of extracted terms. The selection on
”K” dimension is equal to that on the semantically discriminative terms of web documents, and
on the other hand, it is the compromise between the representability of the terms and the compu-
tations on the semantic distances among web documents. Because the creation of web documents
is subjectively free work though a well designed web site has the clear intention on it services,
we pursue the restricted site semantics having their relatively clearly boundary to compute the
semantic similarities among web documents. The restricted site semantics are represented by a
relatively stable set of terms.

3.6 Summary for This Chapter

In this chapter, we gave the necessary work in data preparation, but in reality, the data preparation
is not restricted to those tasks listed above. Rebuilding individual accessing behaviors is one light
spot in this thesis. The data preparation is the most time consuming work in the whole data
mining process, which highly depends on the manual work in most cases, on the contrary, pattern
mining process consumes the fewest time. Data preparation is highly related with the quality of
the final discovered patterns. The whole data mining process is a cycle process, which means that
the quality of the mined patterns decides if it needs re-preparing data or not.

Internet is an open environment, in which most web sites supply the unauthorized access to
the Internet users. This helps to attract as many as possible visitors for the web sites, however,
it produces large usage information having low quality. The data preparation becomes much
harder and more important in web usage mining than those in other applications. Data prepa-
ration highly depends on the concrete applications, and this thesis will also give the related data
preparation in tele-teaching and social communities in part II and part III.





Chapter 4

Modeling and Discovering Usage Patterns

In Chapter 3, we have discussed the data preparation in usage mining, especially the necessary
work on rebuilding individual access behaviors from server logs. Various usage patterns are

to be mined from the rebuilt individual behaviors. A pattern is ”an expression in some language
describing a subset of the data or a model applicable to that subset”(Fayyad et al. 1996). But pattern
is not equal to knowledge, only if a pattern is interesting (according to a user-imposed interest
measure) and certain enough (again according to the users criteria), though a pattern is expressed
in a high level language. In the area of web usage mining, the navigation patterns, which are
extracted in a nontrivial way (as defined in Chapter 1) and can be further interpreted and accepted
by the people, are the discovered usage interest. So in the high level, the goal of data mining is to
discover the patterns that can be interpreted into knowledge.

Chapter Organization This chapter begins with the theoretical principles drawn from four sce-
narios in Section 4.1. And then the methods on mining different patterns are discussed in Section
4.2. We propose a content clustering based on pair browsing in Section 4.3. Section 4.4 presents
our work on discovering the changes of usage patterns. The necessary interpretation and evalua-
tion of usage patterns are discussed in Section 4.5. Finally, Section 4.6 gives the summary of this
chapter.

4.1 Starting from Four Scenarios

Scenario 1 A web master wants to know the pages that are frequently co-accessed but not hyper linked
with each other.

Most web browsers supply the ”back” button for the users to access their previously vis-
ited pages stored in local cache during one session, however, such usage information maybe not
recorded in server logs until a new page is requested. Thence, this newly requested page is not
directly linked to the last page before ”back” button was clicked, but two requests are successively
neighbored in server logs. To find the frequently co-accessed but not linked pages, co-accessed
relationship among pages is modeled for navigation behaviors.

Scenario 2 A professor wants to know how did the students apply bachelor studies from online.
Let’s assume that filling and submitting online application are within the same page A and A

is hyper linked by several pages. A student could reach A via following different pages: directly
from the homepage of department; from the project introduction page related with bachelor posi-
tion; from the page about student life; or from the external search engine. So one solution for this
question is using navigation sequence to model this usage behavior, in which all the pages along
the navigation to A form a sequence in a time order.
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Scenario 3 A manager wants to grasp the mostly used cliques of the web graph.
Web graph is formed with the pages as nodes, and links among pages as edges. The linkage

information among pages could be the hyperlinks in the web graph or the consecutive usage
clicks in a session. Filtering out the effect of backward references which are mainly made for
the ease of web navigation, the session having repeated accessed pages could be transformed to a
tree structure based on the techniques discussed in Chapter 3, and this tree structure is an efficient
way to describe the clique that one user navigated on web graph.

Scenario 4 A teacher wants to get the variance of the students’ learning interest on the same lectures in
different years.

In first three scenarios, co-accessed, time sequence among pages and tree structures are used
to model the web usage navigations. In Scenario 2, ”time sequence” functions as a ”pattern tem-
plate” for pattern discovery, and the mined concrete traversal sequences ending with A are ”pat-
terns”. However, in this scenario, the ”changes” are measured on the multi aspects of a pattern.
For example, if the learning interest on the lecture is depicted by the number of attendants who
viewed the lecture, the time that the attendants spent on the lecture and the actions such as pause,
stop and replaying, we can measure the changes computing the variance of learning interest from
three aspects.

From the above four scenarios, we can see that the usage patterns differ in the form and tem-
plate, and the selecting appropriate pattern template depends on the applications. Pattern tem-
plate, or pattern type(Rizzi et al. 2003), represents the form of patterns, giving a formal description
of their structures and relationships within the source data.

Generally, discovering usage patterns (in mining step) obeys the following steps:

Step 1:

filtering the sessions which satisfy the defined

constraints, for example, in Scenario 2, the sessions

without page A are removed because they are not related

with bachelor application;

Step 2:

reorganizing the relationships among pages based on

"pattern template" (co-accessed page set, sequential model

or tree structure) for every session;

Step 3:

designing the strategies to scan the rebuilt individual

behaviors and computing the popular traversal patterns with

the comparable parameters defined by the pattern template,

for example, the frequency of one pattern in the session set;

and

Step 4:

interpreting and selecting useful patterns and displaying

them in a user-understandable way.

Within one visit of a user, there may exist more than one different access patterns. Even for the
same access pattern, there may be more than one explanation. Access patterns are the reflection
of the site content and structures and must be interpreted by them. For the same page set but with
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User ID Session
100 abdac
200 eaebcac
300 babfaec
400 afbacfc

Table 4.1: A database of sessions

different user behaviors, we can get different access patterns. This thesis focus on the structural
usage patterns, which are described by the dependency relations among web pages during users’
visits. Due to the complicated structure of web site and the varieties in user behaviors, it is the
challenging work to numerate all the kinds of access patterns. The simplest is to ignore all link
information in the sessions, and to mine only the frequent sets of pages co-accessed by users. If
considering the entire forward accesses of a user, frequently access subtrees or subgraphs are to
be mined. In this thesis, the structural usage patterns can be grouped into frequent page sets,
sequential access patterns, tree structures and more complex graphic patterns.

4.2 Mining Usage Patterns on a Web Site

Data preparation process generates a set of individual behaviors transformed from the session set
based on the pattern template, which covers the first two steps shown in section 4.1. Then types
of patterns {X1, ..., Xm} are mined from the set of individual behaviors {b1, ..., bk}:

{b1, ..., bk}f(∆)
−−−→

{X1, ..., Xm}.

f(∆) represents the strategies on mining set of patterns, and a pattern X is defined as:

X = {i, e, p, t},

where i is a composition of data items (pages) integrating the hidden semantics with structures;
e is the external description of i such as form size, depth, width, in- or out-degree of node; p is
the set of values of parameters convincing the precision and assurance like support, confidence or
interestingness; t is the valid time span denoting the temporal and space source dataset for X . e
and p are decided by i, while the semantics of items are decided by the composition of the pattern
which includes two parts: the items (pages) and the dependency among them. The semantics can
be extracted by URL annotation after or before pattern mining in a separate process, which was
discussed in Section 3.5.

In this section, we will give the used algorithms on mining frequent page sets, sequential
patterns and tree structures, which fulfill the tasks in the first three scenarios separately. These
three algorithms are the classic algorithms, we adopted them by modifying the conditions for
stoping the iteration of scanning during mining process. For the convenience of understanding
the algorithms, we use a synthesized example.

Example 1 Let {a, b, c, d, e, f} be a set of five pages, and a set of 4 sessions is shown in Table 4.1.
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User ID Session Accessed Pageset Subpageset with frequent pages
100 abdac a,b,c,d a,b,c
200 eaebcac a,b,c,e a,b,c
300 babfaec a,b,c,e,f a,b,c
400 afbacfc a,b,c,f a,b,c

Table 4.2: Accessed pagesets transformed from sessions

4.2.1 Mining frequently co-accessed pages

Based on the definition of ”pattern”, a page set is assigned as:

Xpageset = {{p1, ..., pn}, n, sup, time},

where pi is a unique page in the pageset, n is the size of this pageset, sup is the support of the
pageset measuring its frequency in the dataset and time is the valid period.

Two types of classical algorithms are widely used to mining frequent pagesets: apriori algrithm
(Agrawal and Imielinski 1993) and FP-tree-based algorithm (Han et al. 2000). The difference be-
tween the both is with or without candidate generation during mining process: the former gener-
ates n-page length pattern candidates from combining (n−1)-page length frequent patterns and
then scans the dataset to select the n-size length patterns having sup larger than a threshold, this
process iterates until there is no more n-page patterns discovered; the latter adopts an extended
aggregated tree structure to store the sup information for frequent patterns by once scanning and
discovers n-page length pattern by forming this aggregated tree structure iteratively. This novel
tree structure holds the condensed information: any path (a pattern candidate) from root to a leaf
keeps the co-occurrence relations among pages in sessions, and the sup of any path is defined
by the sup of the leaf. This tree structure successfully avoids scanning dataset during forming
every candidate, which is the mostly time and storage costly step in apriori algorithm, especially
when finding long patterns. However, for any of both algorithm, memory is the crisis with the
increasing of session size and lowing of sup threshold.

Both algorithms discover frequent pagesets from 1-page length to n-page length, and there
would be cover-set relations among these patterns. In our application, we try to mine the Max-
imum Frequent Patterns (Bayardo and Roberto 1998): the longest frequent pagesets (a frequent
pattern X is a maximal frequent if there is no frequent pattern X ′ such that X ′ is a sub pattern of
X). As will be explained in next section, the common step between apriori and FP-tree is the first
scanning dataset to find frequent 1-page patterns and refine every sessions. In Example 1, {a, b, c}
is the 100%-pageset because it happens in all the sessions, while {f, c} is the 50%-pageset because
it gets supports from user 300 and 400. If we set 75% the sup threshold, which means a pageset
is taken as a frequent pattern only if it is performed in at least 3 sessions, the first scanning filters
out d, e and f for every session which is shown in Table 4.2.

To find the co-accessed but no-linked pages asked in Scenario 1, the discovered frequent page-
sets by above techniques need to be refined based on the hyperlink infomation among pages in
the target site. The web structure can be easily retrieved by crawlers, as discussed in Section 2.2.
The post processing for the mined patterns will be discussed in later sections.
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User ID Session Sequence without repeated pages Subsequence with frequent pages
100 abdac a→ b→ d→ c a→ b→ c

200 eaebcac e→ a→ b→ c a→ b→ c

300 babfaec b→ a→ f → e→ c b→ a→ c

400 afbacfc a→ f → b→ c a→ b→ c

Table 4.3: Accessed sequences transformed without repeated pages

User ID Session Sequence with repeated pages Subsequence with frequent pages
100 abdac a→ b→ d→ a→ c a→ b→ a→ c

200 eaebcac e→ a→ e→ b→ c→ a→ c a→ b→ c→ a→ c

300 babfaec b→ a→ b→ f → a→ e→ c b→ a→ b→ a→ c

400 afbacfc a→ f → b→ a→ c→ f → c a→ b→ a→ c→ c

Table 4.4: Accessed sequences with repeated pages

4.2.2 Mining frequently accessed page sequences

A frequent page sequence depicts the time dependency among pages in a session and is an up-
dated version of a frequent pageset: a time sequence is definitely a co-accessed relation, while
the reverse is not. Similar to the algorithms on mining frequent pagesets, aprioiri (Agrawal and
Srikant 1995) and FP-tree based (Pei et al. 2000) algorithms are used in mining frequent sequen-
tial patterns. Apriori algorithm promotes a generate-and-test method: first generating a set of
candidate patterns and then testing whether each candidate may have sufficient support in the
database (i.e., passing the minimum support threshold test). Reducing the size of pattern candi-
dates at each iteration is the most costly work during mining. FP-tree algorithm, orWAP -tree (Pei
et al. 2000), scans the access sequences twice and builds a tree structure in which access sequences
with same prefix will share the same upper part of the path from the root. The height of this tree
structure is one plus the maximum length of the frequent sequence, and the width is bounded
the number of access sequences. Moreover, apriori removes the repeated happenings of the pages
in every session, this is due to its item-growing nature by which n-length sequence candidates
are formed by adding one different frequent item over (n − 1)-length frequent sequences; while
FP-tree keeps the original access sequences in every session and allows the repeated pages in the
final frequent sequences.

Let’s consider Example 1, 75% is set as the sup threshold to find the frequent access sequences.
First scanning gets {a}, {b}, {c} three frequent 1-page sequences and removes pages d, e and f

as shown in Table 4.3. Apriori and FP-tree algorithm transform every session into a personal
sequence composing by a, b or c, but Apriori only keeps the first happening of a repeated page in
very session, for example, the second a in user 100 is removed.

The mining process of Apriori forms a lattice structure shown in Figure 4.1. 2-page sequences
are generated by adding on page over 1-page sequences: {a → b} combines {a} and {b}; while
candidate {b → a} is removed due to its few 25% sup as the only support from user 300; the
only 3-page sequence candidate is {a→ b→ c} because all its 2-page subsequences are frequent.
{a→ b→ c} is the only maximum frequent sequence having 75% sup from user 100, 200 and 400.

The tree structures generated by FP-tree algorithm during discovering process are shown in
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Figure 4.1: Discovering process of Apriori

Figure 4.2. FP-tree mining keeps the repeated pages within every session during the mining
process as shown in Table 4.4. Firstly, it inserts the sequence abac into the initial tree with only
one empty root node. It builds a new node a : 1 (1 is the happening in the position) as the child of
the root, and then creates the directed path following a : 1 ”(b : 1)→ (a : 1)→ (c : 1)”. Secondly,
it inserts the second sequence abcac at the root. Since the root has already a child named a, a’s
happening is increased by 1, a : 2 now. Similarly, b : 1 is increased to b : 2. The next, c, does
not match the existing node a, and a new child of b is built c : 1. The left sequences are inserted
iteratively in the same way. After reading all the four sessions, the original FP-tree is built, as the
left one shown in Figure 4.2.

So now let’s start finding the frequent sequences ending with c: the conditional sequences of c
are listed from Figure 4.2 are:

(aba : 2), (ab : 1), (abca : 1), (ab : −1), (baba : 1), (abac : 1), (aba : −1)

The fourth sequence ab’s happening is -1 because it is already included in the third sequence abca,
and both are contributed from the same sessions. A conditional sequence must have 3 sup to be
qualified as frequent. Hence, the conditional frequent sequences ending c are (a : 4) and (b : 4), c
is removed due to only 2 sup. A conditional FP-tree structure, a, b|c is created as the middle one
in Figure 4.2. Recursively, the conditional sequences ending ac are built: (ab : 3), (bab : 1) and
(b : −1). When the conditional FP-tree a, b|ac is created, as the right one in Figure 4.2, it has only
one branch with (a : 4) and (b : 3). So one maximum frequent sequence is discovered: abac : 3.

The choice between with and without repeated pages in a sequence depends on the applica-
tion: in online shopping web site, repeated operations in shopping process are necessary; while
the repeated happenings of pages in a session should be removed if web master wants to inves-
tigate the most effective sequence reaching one page, such as finding how did the students apply
the bachelor study in Scenario 2.

Another family in sequential pattern is Maximal Forward Reference (Chen et al. 1998). How-
ever, such sequential patterns are mined based on rebuilding individual navigation tree structure
for every session, we classify this work in tree structure mining.
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Figure 4.2: Discovering process of FP-tree

4.2.3 Mining frequently tree structures

Scenario 3 (seen in Section 4.1) gives the requirement to mine the frequent usage tree structures
on web graph. As discussed in Section 3.4.2.2, every session, if possible, must be transformed into
a tree structure by removing the backward references before discovering tree structures. Such
rebuilt tree is a rooted, ordered and labeled tree: the first accessed page is the root node, the
children of each node are siblings but ordered from 1th to kth child and each node has a unique
label.

For efficient subtree counting and manipulation, a string representation is introduced by (Zaki
2002). A tree is denoted τ , and initialized τ = ∅. Depth-first pre-order tracking starts at the root,
adding the current node’s label x to τ . Whenever we backtrack from a child to its parent we
add a unique symbol −1 to the string. This string encoding is simpler to manipulate rather than
adjacency list, matrix or trees for pattern counting. The recovered tree structures in Example 1 are
further transformed into string representations given in Table 4.5.

After transforming into a string encoding, each node (page) in a tree has a well-defined num-
ber, i, according to its position in a depth-first (or pre-order) traversal of the tree. Considering
user 100 in Example 1, a is the 0th node and c is the 3th node. The Scope of a node nl is given
as [l, r], where l is the position of this node and r is the position of its right-most leaf node in the
subtree rooted nl. Still considering user 100, the scope of a is [0, 3] since its right-most node is
c numbered 3; and the scope of c is [3, 3] while its right-most node is itself. To discriminate the
scopes for the same node in different trees, we add the tree label for every scope: the scope of a
in user 100 is 100, [0, 3] and 200, [1, 1] in user 200. The scopes for the nodes in different trees for
Example 1 is shown in Table 4.6.

The scope idea plays important in enumerating tree frequency, because the sibling, ancestor
or descendant relations between nodes are judged in constant time by comparing their scopes:
let sx = [lx, ux] and sy = [ly, uy] are the scopes for sx and sy in the same tree, sx and sy can only
be siblings if ux < ly , while sx is the ancestor of sy if and only if lx ≤ ly and ux ≥ uy .
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User ID Session Individual Tree Structure behavior Transformed into string encoding

100 abdac a, b, d,−1,−1, c,−1

200 eaebcac e, a,−1, b, c,−1,−1

300 babfaec b, a, e, c,−1,−1,−1f,−1

400 afbacfc a, f, b,−1,−1, c,−1

Table 4.5: Accessed tree structures

User ID a b c d e f
100 100,[0,3] 100,[1,2] 100,[3,3] 100,[2,2] X X
200 200,[1,1] 200,[2,3] 200,[3,3] X 200,[0,3] X
300 300,[1,3] 300,[0,4] 300,[3,3] X 300,[2,3] X
400 400,[0,3] 400,[2,2] 400,[3,3] X X 400,[2,2]

Table 4.6: Scope-Lists

The detailed mining subtree strategy was discussed in (Zaki 2002). In Example 1, if 50% sup

threshold is set, two frequent sub trees are mined finally: a, b,−1, c and e, c,−1.
String encoding and scope are the two key ideas in mining frequent subtrees. Such trans-

formation from a complex structure into a labeled sequence plays as well an important role in
mining subgraph structures. Some efforts have been paid on mining more complex frequent us-
age graphs (Berendt 2005). In traditional frequent itemset discovery (pageset or sequences), the
links between items are modeled in linear relationship, for example, the items can be sorted in
a lexicographic order in discovering itemsets and in a chronological order in mining sequences.
Clearly, this is not applicable to trees or graphs. To get total order of graphs, canonical labeling is
used. A canonical label is a unique code of a given graph (Fortin 1996)(Shenoy et al. 2000), which
should be always the same no matter how graphs are represented, as long as those graphs have
the same topological structure and the same labels of edges and vertices. Intuitively, canonical
labeling transforms a graph structure into a linear labeled sequence. Another challenge for dis-
covering frequent graphs is expensively isomorphism testing, we don’t discuss this topic in this
thesis.
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Short Discussion on Pattern Mining We refereed the classical algorithms on discovering fre-
quent pagesets, sequences and trees, these techniques compress greatly the original dataset and
depict the frequent usage behaviors in structural and comparable ways. More constraints are set
on forming a frequent patterns, fewer patterns are discovered. Given the same session set with
the same sup threshold, the number of mined frequent pagesets is larger than that of frequent
sequences, and the frequent trees are fewest reversely. Considering Example 1, with 50% sup,
the mined sequence abac is naturally a tree structure while the mined tree structure e, c,−1 is a
sequence as well; if the link relations between nodes are removed, every frequent sequence and
tree structure is a frequent itemset. As will be discussed in Chapter 5, the mined frequent tree
structures are the events of relatively low possibility and the depth of them are in average be-
tween 3 and 4. This shows that, the increasing diversity of usage patterns with the increasing of
the constraints to form a pattern template, on the other side, strengthens the hardness on finding
the usage interest from patterns.

During the mining process, it is noted that the frequent patterns are very sensitive, which
means that small changes on the compositions of sessions could generate great different fre-
quent patterns. Considering user 100 in Example 1, if original session abdac is changed to abdec,
{a, b, e, c}will be the maximum frequent pageset with 75% sup and aecwill be as well a maximum
frequent sequence with 75% sup. This sensitivity could be even worse with the increasing of the
complexity of a pattern template. Moreover, the tiny adjustment in selecting sup threshold could
as well affect the composition of the frequent patterns, and this problem will be discussed in the
experiment Chapter 5. The reason for this fragility is the cutoff between frequent and infrequent
items, which means that one item could contribute to the final patterns only if it is frequent! An-
other characteristic of frequent pattern mining is the overlap on the compositions among patterns,
and this is decided by the property that each subpattern of a frequent pattern is frequent as well.
Considering the frequent trees in Example 1, a, b,−1, c and a, e, the overlap between both is a. The
overlaps between patterns bring the chaos in deciding the domain(pattern) that one page belongs
to. On the other hand, the overlap helps to find the expected position of one page, which will be
explained as a case study in Chapter 5.

So besides item-counting mining algorithms, there are other models used to investigate web
usage patterns, such as semantic usage patterns(Berendt 2005), usage profiles clustering (Heer
and Chi 2002), navigation model based on Markov Chain (Sarukkai 2000) or Bayesian Networks.
These techniques produce groups of usage profiles or models and play well in the scenarios like
locating potential users and advertisements. However, the web master sometimes concentrates
much on the general navigation graph. In this navigation graph, each node corresponds to a page
and the weighted linkage between two nodes is computed based on number of hpyerlinks or
navigation referees. In the next section, we focus on building navigation graph based on page
pairs from usage logs.

4.3 Page Clustering based on Pair Browsing

The usage traversals from users produce a graph structure, which reflects or distorts the original
graph generated by web pages and hyperlinks among them. The motivation of this section is to
investigate the difference between two graphs: one is web graph created by the site designer, and
the other is the navigation graph generated by visitors.

Page pair, the binary relationship between pages, acts as the edge to form a graph. Each edge



34 4. Modeling and Discovering Usage Patterns

is assigned a weight measuring the closeness of two pages, hence the web graph can be divided
into clusters in which the inter-cluster edges are weighted higher than than intra-cluster edges.
The methods to model the binary relationship between two pages includes two categories: one
is on site design, and the other is on usage feedback. Based on the former category, the binary
relationship is modeled as the ”similarity” or ”authority distribution” (Kleinberg et al. 1999) de-
scribed on the conceptual characteristics or ”linkage” (Page et al. 1999) defined from web expert’s
or designer’s side. The page clusters built on such methods display the initial organization of
web content. On the latter category, the binary relationship is modeled from usage behaviors,
which depict the seasonal and positional relations between two pages. In such cases, co-accessed
(Nakayama et al. 2000) and accessed-after (Perkowitz and Etzioni 2000) relations are used to calcu-
late the binary relations in web usage, which is the central part in personalized recommendations
and improving content organization.

However, we model the binary relations by computing the distance of their accessed posi-
tions in usage sessions. We use this model based on the following assumption: the lately accessed
content depicts the intentions and behaviors of one visitor more exactly than the early accessed
content, and the lately accessed content is greatly targeted by its last previously accessed content.
We use ”heuristic importance” to depict the importance of one page to attract visitors to access an-
other page. In a page cluster built on such page pairs, a web page is closely linked by those pages
that have ”higher” heuristic importance to it.

4.3.1 Heuristic importance within a page pair

A page pair is named as Pair(ph, pt) and the heuristic importance is noted as Hr(ph, pt), where
h < t. We use |s| to name the length of a session s, and there are at most |s| different pages
accessed in s, and Pos(p, s) is used to denote the position of the page p in a s: 1 ≤ Pos(p, s) ≤ |s|.

8. DEFINITION (POSITION RELATION). Within a session s, the position relation from a page ph to an-
other page pt is named as:

Ms(ph, pt) =
√
Pos(ph,s)Pos(pt,s)

|Pos(pt,s)−Pos(ph,s)|+1 .

9. DEFINITION (HEURISTIC IMPORTANCE WITHIN A PAGE PAIR). Over the session set S, the heuris-
tic importance from ph to pt in Pair(ph, pt) is defined as:

Hr(ph, pt)=
∑n
i=1Msi

(ph,pt)

n ,

where n is the number of sessions in the session set S.

In a session s, for every page pair, its position relation is 1√
|s|
≤ Ms <

|s|
2 , which shows that

the later a page pair is accessed in a session, the higher position relation the page pair has; and the
heuristic importance within a page pair measures the mutual relation between two pages over the
whole session set. If there are multi happenings of the same page pair within a session, we use
the highest position relation for this page pair. Extremely, when there is only one session in the
session set, the heuristic importance for any page pair is equal to its position relation in a session.

We also use other methods to model page pairs (binary relation) from usage view, which will
be used for comparing and evaluation.
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Method 1 (SUP) In this model, a page pair is symbolized as two adjacently accessed pages in a
session, and the support of these two adjacently accessed pages over the whole sessions is used to
measure the binary relation. This support is computed as the number of happenings of this page
pair in the session set divided by the size of the session set. This measurement is used as well in
computing the happenings of 2-item sub-sequences in session set, which has been discussed in
section 4.2.2.

Method 2 (IS) A page pair is symbolized as two adjacently accessed pages in sessions. (Tan and
Kumar 2000) used

Br(ph, pt) = Pr(phpt)√
Pr(ph)Pr(pt)

to compute the binary relation between page ph and page pt. In this formula, Pr(ph) is the possi-
bility of the happening of ph in session set S, which is the same to the sup of ph over S. So does
Pr(pt). Pr(ph, pt) is defined as the support of 2-item sub sequence including adjacent pages phpt
over S, which is as the same as that shown in Method 1.

Method 3 (CS) The binary relation is characterized by the conditional possibility:

Br(ph, pt) = Pr(ph|pt).

This measurement is also named as confidence in data mining and n-Markov chain and is used in
personalized recommendation and adaptive web sites (Sarukkai 2000).

Surely, there are other methods to model the mutual information of two objects from usage
view, as will be shown in Figure 4.4 in Section 4.5, but we only use the above three methods
which are suitable and widely used in web usage mining.

4.3.2 Clustering method

The mutual relation computed based on heuristic importance is asymmetric, because pt is ac-
cessed after ph in a session, though the values are the same between Hr(ph, pt) and Hr(pt, ph).
The clustering method that finds the related page communities from page pairs is introduced in
this section. A general clustering process is given in follows:

1. recovering sessions from web usage logs;

2. scanning the recovered sessions

and building page pairs by computing heuristic importance;

3. creating the directed graph based on

the heuristic importance matrix for page pairs; and

4. finding the clusters in the directed graph.

The clustering process looks very simple, but the most expense consuming is to cluster in step
4. Generally, clustering (partitioning) over a directed or undirected graph is formulated as an
optimization problem, which is NP-complete. A general point of view on clustering is to create
clusters that balancing the criteria between inter-cluster (i.e. between clusters) and intra-cluster
(i.e. within clusters). This is also a strong criterion for a good clustering, which guarantees strong
connectedness within the clusters. However, the clustering method based on heuristic importance
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is different from and could not directly use theK−means clustering or hierarchical agglomerative
clustering, because the binary relations in the former are asymmetric while those in the latter are
symmetric.

The heuristic importance matrix H is a typical asymmetric n × n matrix (n pages) with real,
non-negative elements, and H forms a labeled, weighted and directed graph G. Hr(pi, pj) rep-
resents the heuristic importance from page pi to page pj with i, j ∈ {1, 2, ..., n}. Besides, based
on the support number for a page pi over the session set, we denote by Di > 0 the normalized
support value functioning as the stationary probability for pi and by D the diagonal matrix with
Di, i ∈ {1, 2, ..., n} on the diagonal. One clustering family over affinity matrix is based on graph
cut. The clusters found in this directed graph will be seen as a partition over the page set P , and
we use C = {C1, ..., CM} to note a clustering of P over H .

Two clusters CK and CK′ (1 ≤ K 6= K ′ ≤M) of P , such that CK ∩CK′ = ∅ and CK ∪CK′ = P

(in our case CK ∪ CK′ ⊂ P ), define a cut in graph G. A real function cut(CK , CK′) based on
heuristic importance between the pages from two clusters CK and CK′ represents the value of a
cut:

cut(CK , CK′) =
∑
pi∈CK ,pj∈CK′

Hr(pi, pj).

Various cut criteria, such as minimum cut (Gomory and Hu 1961), normalized cut (Shi and Malik
1997) and weighted cut (Meila and Pentney 2007), can be used for measuring the goodness of a
clustering. To balancing of the cluster size and the closeness within a cluster, we use normalized
cut:

Ncut(CK , CK′) = cut(CK ,CK′ )
DK

+ cut(CK ,CK′ )
DK′

,

with DK =
∑
pi∈CK Di.

Given a predefined cluster number M , the best clustering is reached by minimizing the nor-
malized cut criterion:

NcutM = Ncut(C1, P − C1) +Ncut(C2, P − C2) + ...+Ncut(CM , P − CM ).

Before clustering, we have to obtain a symmetric matrix H∗ from the original asymmetric ma-
trix H by applying kinds transformations, such as H∗ = H + HT . In order to reduce noise, we
apply one threshold to remove the pages receiving lower support numbers. Further to reducing
the clustering cost, we add the following constraints: any directed path created by pairs can be
seen as the dispersion of heuristic importance along this chain, so it is reasonable to remove the
loop paths and keep the heuristic importance reducing during clustering. Another convincible
observation is that with the increasing of sessions, the dimension of page pairs is much control-
lable than that of a session set.

4.3.3 Site modeling

As written at the beginning of section 4.3, our goal is to build content clusters on page pairs from
usage view, and to discover the difference between visitors’ expectations and designer’s inten-
tions. The difference between two sides for the same page helps greatly to improve the content
organization. This requires modeling page relations within a web site, including or excluding
certain parts of a web site.

Web has been modeled by many ways, most of which are based on the graph theory. PageRank
(Page et al. 1999) and HIT (Kleinberg et al. 1999) are the two famous methods. Besides the graph
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model, role-based model was used in (Srivastava and Cooley 2000), in which each page can be
classified into navigation page or content page. In personalized recommendation system, the
page relations are modeled by an n-Markov in which one page accessed by a visitor is decided by
the n previous accessed pages(Sarukkai 2000)(Huang et al. 2004).

Our task here is to reveal the designer’s intentions on designing a web site from the structure
side. We used PageRank to model the site, which is easily to handle by the crawler introduced in
Section 2.2. And the work on URL annotation discussed in Section 3.5 helps to understand the
web graph from conceptual side.

Short Discussion on Page Clustering The work discussed in this section is refereed in (Wang
and Meinel 2006), however, we further made improvements such as on clustering algorithm and
site modeling. Page clustering based on pair browsing describes in the high level the usage in-
terest on the web site, which is reflected by the binary page relation during browsing. Compared
with the frequent usage patterns, the differences of clustering based on pair browsing are:

1. the former is sup centered, while the latter is relation centered, which means that the pages
in a frequent pattern are loosely connected, while the pages in a clusters are closely con-
nected; and

2. a page could exist in multi frequent usage patterns, but belongs to at most one cluster.

Because of the close relations among the pages within a cluster, it is the direct requirement to
investigate the difference between visitors’ expectations and designer’s intentions. Visualization
on usage pattern is another topic in data mining (Liu et al. 2002)(Chen et al. 2004)(Youssefi et al.
2004). In this thesis, we use a simple but intuitive page centered way as shown in Figure 2.7 in
Chapter 2, ”page view-based”, to show the difference: the binary relations from usage view and
designer’s view are displayed when a page is selected. The clustering results will be discussed in
Chapter 5 together with the other usage patterns.

From the frequently co-accessed page sets, page sequences, and tree structure patterns to page
clustering based on pair browsing, we have discussed the methods on discovering different kinds
of usage pattern types. These patterns are tracked on a dedicated time span, which did not con-
sider the time factor during mining process. However, the usage interest varies with the time
changing due to the changes of Internet users and the Internet content in different periods. In
next Section, we will give the methodology on detecting the changes of web navigation patterns.

4.4 X-tracking the Changes of Usage Patterns

To mine the same patterns, different algorithms output the same results and differ on the time and
space consuming during mining. Though the novel strategies for economic mining are always
necessary, we concentrate more on the post application after pattern mining. We think the inter-
pretations and post applications of mined patterns are the bottle neck for the further acceptance
of patterns. In this section, we discuss discovering the changes of usage patterns from different
time spans. This work is refereed by (Wang and Meinel 2009).

We propose an X-tracking method to detect the changes of web navigation patterns. This
method describes the changes on two layers: microscopic and macroscopic layers. The former
concerns the differences on the composition of content and structure between single patterns,
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Figure 4.3: X-tracking Changes

while the latter is dedicated on the changes in the underlying populations of navigation patterns
along the time line. On microscopic layer, we use ”internal” change to depict the difference syn-
thesizing the content and structure, and ”external” change to consider the varying of its form.
The changes on macroscopic layer have two views: ”local” change depicts the change of the pop-
ulation coverage of a single pattern between two time spans, while ”global” change models the
life cycle of a pattern against all time spans. Intuitively, the relations among these four kinds of
changes are represented by an X-shape structure in Figure 4.3.

Firstly, we define the basic terms used in the following sub sections:

• ti: the ith time span along the entire time line T , and T = {t0, ..., tn};

• Ui: the usage data collected at ti;

• ζi: the set of navigation patterns discovered at ti based on a defined pattern template (or
pattern type);

• X : one navigation pattern, and Xi is one pattern in ζi mined at ti.

As defined in section 4.1: a pattern is a quadruple X = {i, e, p, t}, where i is a composition
of data items integrating hidden semantics with structures; e is the physical description of i such
as form size, depth, width, in- or out-degree of node; p is the values of parameters convincing
the precision and assurance like support, confidence or interestingness; t is the valid time span
denoting the temporal and space source dataset for X .

In our method, the changes are described from two layers: microcosmic and macroscopic
layers. On the microcosmic layer, two kinds of changes are defined:

• Internal Change: refers to the internal difference synthesizing the content and structure
between two patterns.

• External Change: considers the varying of the external form of a single pattern.

On the macroscopic layer, we depict the changes of underlying populations from two aspects:

• Local Change: concerns the changing of popularity of a single pattern between two consec-
utive time spans.

• Global Change: models the change of popularity over the whole time line.
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4.4.1 Measuring internal change

Internal change shows the structural and conceptual difference between two patterns from differ-
ent time spans. We use an edit distance approach integrating the structures with the conceptual
relatedness of elements to compute the internal difference. Edit distance is widely used in com-
puting structural similarity ranging from string-to-string difference (Wagner and Fischer 1974) to
tree structure comparison (Zhao et al. 2004). Originally, edit distance between two structures is
computed based on the smallest sum of cost of the basic edit operations that change one structure
to the other. The basic edit operations are often defined as insertion, deletion and updating.

Navigation patterns have different structural formats depending on the type of models rang-
ing from frequent page sets (associate rules), sequential navigation paths, tree structures to other
directed graph based structures. Computing edit distance for these structures are bit different:

• frequent page sets: edit distance is computed by comparing the appearance or disappearance
of web pages from one pattern to the other;

• sequential navigation paths: such case is similar to string-to-String correction problem refer-
enced in (Wagner and Fischer 1974); and

• tree and directed graph structures: tree or directed graph structure firstly has to be transformed
into a unique sequence representation by introducing position labels based on depth or
width searching as discussed in Section 4.2.3; and then computing edit distance between
two unique sequences is same to that between two navigation paths. Transforming tree and
directed graph can be refereed in (Zaki 2002) and (Fortin 1996) separately.

In order to amend the precision and the accuracy of pattern changes, we integrate the semantic
distance in the structure-based similarity algorithm. Semantic distance that one node changes to
the other, or the distance between two different versions of the same labeled node, is used in
our algorithm as the cost for the basic changing operation. As explained in section 3.5, each
web page d is represented by a term vector composed by the extracted keywords with their Tf-Idf
values plus additional annotation values like appearances in page header or title, anchor texts
and query logs. Computing similarity recursively has also been explored in the specific context
of database schema-matching (Melnik et al. 2002).

10. DEFINITION (SEMANTIC DISTANCE). The semantic distance between two web documents d1 and d2

from two patterns in different spans is computed as:

sDist(d1, d2) = 1− sSim(d1, d2),

where sSim(d1, d2) is the semantic similarity between d1 and d2.

We use the cosine to compute the semantic similarity between two vectors of d1 and d2:

sSim(d1, d2) =
∑K
i=1 wd1,i·wd2,i√∑K

i=1 w
2
d1,i
·
√∑K

i=1 w
2
d2,i

,

where wd1,i and wd2,i are the weights of ith word in web pages d1 and d2 respectively.

11. DEFINITION (INTERNAL DISTANCE). Let X1 and X2 be two navigation patterns, the internal dis-
tance iDist(X1, X2) between X1 and X2 is computed as the edit distance integrated with the semantic
distances between the pages from two patterns.
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In computing internal distance, we use the following rules:

• the cost for one updating page p1 with p2 is the semantic distance from p1 to p2;

• the costs for deletion and insertion are 1 because the semantic distance between a web page
and an empty is 1; and

• we overlook the effect of domain-specific taxonomy on computing importance similarity
between two keywords, however, this taxonomy can be defined with the help of domain-
experts (Eirinaki et al. 2003).

12. DEFINITION (INTERNAL DIFFERENTIAL). The internal differential between two patterns X1 and
X2 is computed as:

DiffI(X1, X2) = iDis(X1,X2)
max(iDis(∅,X1),iDis(∅,X2))

,

where iDis(∅, Xi) (i ∈ {1, 2}) is the internal distance of building the entire Xi from empty based on the
basic edit operations.

Here DiffI(X1, X2) is the percentage of nodes that have changed from X1 to X2 against the max
number of nodes from X1 and X2. Internal differential quantifies the gap between two patterns
in their structure and semantic composition, and its value is between 0 and 1.

13. DEFINITION (SIMILAR PATTERN). Given Xi and Xj , we call Xj a ”Similar Pattern” for Xi in ζj ,
if DiffI(Xi, Xj) < θs, where θs is a defined threshold for the internal differential.

14. DEFINITION (MOST SIMILAR PATTERN). GivenXi andXj , we callXj ”Most Similar Pattern” for
Xi in ζj , if Xj is one similar pattern for Xi, and ¬∃X ′

j ∈ ζj that DiffI(Xi, X
′

j) < DiffI(Xi, Xj), and
we use MXiaζj to represent the most similar pattern for Xi in ζj .

From this definition, Xi could have more than one most similar patterns in ζj . Based on the
definition of most similar pattern, we give the definitions of ”internal unchanged” and ”emerged”
pattern.

15. DEFINITION (INTERNAL UNCHANGED PATTERN). GivenXi and its most similar patternMXiaζj ,
we call Xi ”internal unchanged” pattern iff DiffI(Xi,MXiaζj ) < θu, where θu is the unchanged thresh-
old. MXiaζj is called jth ”version” of Xi, and Xi is called the ith ”version” of MXiaζj .

16. DEFINITION (EMERGED PATTERN). Xi is called ”emerged pattern” if no version of Xi is found in
the pattern sets from ζ0 to ζi−1.

Mining emerging patterns was discussed in (Dong and Li 1999)(Zhao and Bhowmick 2004),
in which a pattern is considered as ”emerging” if its support is over a threshold, while not con-
sidered as its conceptual and structure. From the definitions above, it is drawn that an ”internal
unchanged” pattern is discovered by being compared with the patterns in its posterior time spans,
while an ”emerged” pattern is concluded based on the patterns in its prior time spans. Given two
pattern sets ζi and ζj (i < j), detecting internal unchanged patterns in ζi is based on locating the
most similar patterns in ζj for the patterns of ζi. All the detected internal unchanged patterns
from ζi form a subset of ζi, and we use ζi . ζj to denote this subset and Mζi.ζj to represent the
subset of ζj which is composed by their corresponding most similar patterns in ζj .
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ζi .ζj andMζi.ζj give the internally stable elements from ζi to ζj . On the other hand, ζi−ζi .ζj
and ζj−Mζi.ζj are the internal differential between ζi and ζj . Based on our definitions, no element
in ζi − ζi . ζj can find its most similar pattern in ζj −Mζi.ζj , it is composed by all the ”emerged”
patterns in ζj . Further, we call the patterns in ζi − ζi . ζj ”perished patterns” from ζi to ζj .

For internally unchanged patterns, their stable internality could cover the prominent changes
in their external features like form size and the variations of their hidden popularity along the
time line. This pushes us to investigate the changes in other aspects. For perished and emerged
patterns, however, the changes on external and popularity features will not be discussed in the
following sections because they have no internal related patterns to compare.

4.4.2 Measuring external change

External change is the variation of the physical features. Here we concern the change of pattern
form size in different time spans. The form size is the basic symbol showing the information
quantity of one kind of patterns.

Form size of pattern X , named as |X|, is the happening number of pages in X , including
requests that involved revisits.

17. DEFINITION (EXTERNAL DIFFERENTIAL). The external differential on form size between two pat-
terns X1 and X2 is computed by:

DiffE(X1, X2) = |X1|−|X2|
max(|X1|,|X2|) .

The external change for pattern Xi at time span tj is measured as the differential on form size
betweenXi and its most similar pattern at tj , which isDiffE(Xi,MXiaζj ). There are two possible
variations of external feature of Xi in ζj :

• the pattern expands: if DiffE(Xi,MXiaζj ) > 0.

• the pattern shrinks: if DiffE(Xi,MXiaζj ) < 0.

4.4.3 Measuring local popularity change

In these two sub sections, we discuss the changes of local and global popularity for a pattern. The
local concerns the popularity difference between two time spans, while the global is for that over
the whole history.

The popularity support Sup hidden behindXi has two forms: support number and support ratio.
The former is the absolute number of transactions (or sessions) that compromise Xi in Ui, while
the latter is support number against the size of Ui.

18. DEFINITION (LOCAL POPULARITY CHANGE). The local popularity change for Xi from ti to tj is
computed by:

DiffL(Xi,MXiaζj ) =
Sup(MXiaζj )−Sup(Xi)

Sup(Xi)
.

A larger positive value of the local popularity change implies a more significant increasing
number of visitors that acted as that pattern in his/her navigation behavior. Given a pre-defined
positive threshold θl for local popularity change, a pattern suffers local popularity change in two
directions:
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• the pattern floats: DiffL(Xi,MXiaζj ) > θl.

• the pattern sinks: DiffL(Xi,MXiaζj ) < −θl.

Based on the local popularity change, we model the life cycle of a pattern to gain the insights
on the evolution of the population against the entire time spans, which reflects the global change
of its popularity.

4.4.4 Measuring global popularity change

We give the following definitions based on the local popularity change.

19. DEFINITION (DEGREE OF FLOATS). Let < ζ1, ζ2, ..., ζn > be the sets of navigation patterns mined
at n time spans. Suppose a pattern Xi and the time span ti when Xi firstly emerged, the degree of floats is
defined as:

DoF (Xi, θl) =
∑n
j=i+1 dj

n−1 ,

where dj =

{
1, ifDiffL(Xi,MXiaζj ) > θl

0, ifDiffL(Xi,MXiaζj ) ≤ θl

20. DEFINITION (DEGREE OF SINKS). Let < ζ1, ζ2, ..., ζn > be the sets of navigation patterns mined at
n time spans. Suppose a pattern Xi and the time span ti when Xi firstly emerged, the degree of sinks is
defined as:

DoS(Xi, θl) =
∑n
j=i+1 dj

n−1 ,

where dj =

{
1, ifDiffL(Xi,MXiaζj ) < −θl
0, ifDiffL(Xi,MXiaζj ) ≥ −θl

Degrees of floats and sinks for a pattern reflect the changes in two directions over the history.

21. DEFINITION (GLOBAL POPULARITY CHANGE). The global popularity change for a pattern is mea-
sured by the pair of its DoF and DoS under threshold θl:

DiffG(Xi, θl) = (DoF (Xi, θl), DoS(Xi, θl)).

4.4.5 Algorithms for X-tracking the changes

From the previously discussions, we can see that changes depicted in an x-view are discovered
based on the locating most similar pattern for a pattern in a different time span. Suppose that Xi

firstly emerged at ti, the pseudo-code algorithm for X-tracking the changes of Xi in the rest of
time spans is shown in Algorithm 1.

Before tracking the changes of a pattern, the time span in which it was firstly emerged has to
be detected. This process is related with locating the most similar pattern and can be constructed
as a corresponding set-covering problem. Generally, the set-covering problem is an NP problem
if without any a priori background information. However, the changes of a pattern are tracked
against the whole history, and a pattern needs to compute its internal differentials with all the
patterns before finding its most similar pattern from another time span. Scanning the patterns in
a posteriori time span for a priori pattern distinguishes the newly emerged patterns in a posteriori
time span. On the other hand, the final formation of the subset Ei of newly emerged patterns at
ti (Ei ⊆ ζi) is purified and decided by all the sub sets of newly emerged patterns before ti:
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Algorithm 1 Tracking the Changes for a newly Emerged Pattern
1: Given Xi firstly emerged at ti and n pattern sets < ζ1, ζ2, ..., ζn >,
2: DoF (Xi, θl) = DoS(Xi, θl) = 0
3: for j = i+ 1 to n do
4: locate Most Similar Pattern MXiaζj for Xi in ζj
5: if MXiaζj 6= NULL then
6: compute DiffI(Xi,MXiaζj )
7: compute DiffE(Xi,MXiaζj )
8: compute DiffL(Xi,MXiaζj )
9: if DiffL(Xi,MXiaζj ) > θl then

10: DoF (Xi, θl) = DoF (Xi, θl) + 1/n
11: else if DiffL(Xi,MXiaζj ) < −θl then
12: DoS(Xi, θl) = DoS(Xi, θl) + 1/n
13: end if
14: end if
15: end for
16: compute DiffG(Xi, θl)

Ei =

{
ζ1, i = 1

F (E1, ..., Ei−1), i > 1

The accumulation of such scanning reduces the expense on tracking the changes for the pat-
terns firstly emerged in a posteriori time span. The following algorithm gives the formation of
the subset of newly emerged patterns Ei at ith time span.

Algorithm 2 Formation of newly Emerged Patterns at ith Time Span
1: Given n pattern sets < ζ1, ζ2, ..., ζn >

2: Initialize E1 = ζ1, E2 = ζ2, ..., En = ζn
3: for i = 2 to n do
4: for j = 1 to i− 1 do
5: Ei = Ei −MEj.Ei

6: end for
7: end for

In Algorithm 2, MEj.Ei is the subset of Ei, in which each element is the most similar pattern
for one pattern in Ej (j < i). Based on the definition on locating most similar pattern, it can not
be guaranteed that every element in Ej could find its most similar pattern in Ei. The experiment
on the algorithms will be discussed in Chapter 5.

4.5 Pattern Interpretation and Evaluation

The pattern mining is the process of extraction, compression and re-organization over the large
quantity source data. This process inevitably generates the new formation and the information
unknown before, which requires the further steps on comparing, filtering and interpreting. To
assess the difference and validity of usage patterns, evaluation standards from three different
categories are used: technique standard, expert standard and task oriented standard.
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Figure 4.4: Objective Interestingness Measures for Patterns

4.5.1 Objective: Technique standard

The objective measure includes ranking patterns based on statistics computed from data, such as
the 21 measures (Geng and Hamilton 2006) shown in Figure 4.4.

From the above measurements, the effect of different models is closely related with the choos-
ing proper thresholds. The best measure for the success of web structure improving is the direct
positive feedback from the visitors, though this task is uncontrollable in reality.
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4.5.2 Subjective: Expert standard

Although there are technique standards to evaluate the mining results, judging if a pattern is
interesting or useful is a relatively subjective task, different persons could have different tastes
and interpretations on the same pattern.

One kind of subjective evaluation is ranking patterns according to the user’s interpretation:
a pattern is subjectively interesting if it contradicts the expectation of a user; and a pattern is
subjectively interesting if it is actionable. (Siberschatz and Tuzhilin 1996).

In (Tan and Kumar 2000), Gold standard is named as the expert criterion in general evaluation
method that is used to find ”ideal solution” to a problem. Such evaluation is usually determined
manually by one or more experts, and sometimes it is inevitable of the happening of different
understandings and evaluations from different experts over the same patterns because of their
subjective backgrounds. The method to reduce the subjective bias from experts is trying to get as
more suitable experts as possible.

4.5.3 Task oriented standard

In web usage mining, the ideal evaluation for a content improving schema is the direct feedback
from client sides. But in web applications, especially for large quantity of unprofitable web sites,
such direct feedback is uncontrollable. We are pushed to raise three measurements to evaluate
usage models:

1. If similar patterns happen in different models,

then these patterns are useful.

2. If similar patterns happen in different periods of time,

then these patterns are valuable.

3. If a model reflects the changes of the content reorganization,

then this model is reasonable.

The first and second measurements illustrate the universality and continuity of a right pattern,
and third depicts the robustness of a model adaptive to the changing of the evolving situations.

4.6 Summary for This Chapter

This chapter started with four scenarios on discovering usage interest in different applications,
which bring the requirement on defining and extracting different usage pattern types from usage
data. We have discussed mining frequently co-accessed page sets, page sequences and tree struc-
ture patterns. We then gave our page clustering on pair browsing, which is used to detect the
gap between web designer’s expectation and users’ destination. X-tracking the changes of usage
patterns was further discussed, which aims to disclose and measure the variance of the usage
patterns from different time spans. The contributions of our work in this chapter are from two
aspects:

1. page clustering based on pair browsing;

2. tracking the changes of web navigation patterns.
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We implemented the methods of mining different pattern types on two educational portal
sites, and the experiments will be discussed in the next Chapter 5: experiment results discussion
on Web-Cares.



Chapter 5

Results Discussion on Web-Cares

The usage data for our experiment were taken from two web sites: www.hpi.uni-potsdam.de
(HPI) and eccc.hpi-web.de (ECCC). HPI site is an educational portal site, which covers the

information on the study, teaching, research and management in Hasso Plattner Institute. ECCC
(Electronic Colloquium on Computational Complexity) site is an electronic journal on ideas, tech-
niques, and research in computational complexity. The quantity of information of HPI site is
much larger than that of ECCC site, and as well the range of the content diversity of HPI site is
wider than that of ECCC site. So the usage interest could be different on the form and the content
between both sites, which will be discussed in this chapter.

Chapter Organization Section 5.1 gives the general usage statistics on both sites. We discuss
the rebuilt individual behaviors in Section 5.2, further the discovered usage patterns in Section
5.3 and cases studies are shown in this section as well. Section 5.4 concentrates on the changes
of usage patterns discovered from different time spans. Finally the summary on this chapter is
given in Section 5.5.

5.1 General Usage Statistics

The general usage statistics, such as ”how many hits did one page get in the last month” and
”the geographic distribution of IP addresses of visitors”, can be easily resolved by the existing
commercial or open source web analysis tools. So we do not present such usage statistics in
the section, however, we concentrate on finding the roles that web pages played in web usage
behaviors.

The raw usage data taken from ECCC site and HPI site spanned 14 months from 2007.01 to
2008.02. Before discovering usage interest, the raw usage data have to be cleaned, integrated
and reconstructed. Such data preparation work has been discussed in Chapter 3, which highly
depends on manually work and consumes over 60% costs in the whole data mining process. After
URL uniforming, robot removal and session construction, two sets of usage data are built. Over
80% usage data have been removed from the raw usage data due to the robots’ access, and the
noisy HTTP requests such as outdated and unrelated URLs. We use Data Set 1 (DS1) to name the
usage data from HPI and Data Set 2 (DS2) to call the usage data from ECCC.

For investigating the entrance and exit pages, we made a further data cleaning on DS1 and
DS2: the sessions having only accessed one page are removed, because the entrance page and
the exit page are the same for these sessions. These sessions covered 69.7% of all the sessions on
ECCC site (63878/91595) and 68.6% (113549/165535) on HPI site. The following Table 5.1 gives
the general information on the two usage data sets.
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Table 5.1: General information on DS1 and DS2
Requests Sessions Unique URLs

HPI Site 331526 51986 5039
ECCC Site 87617 27717 1050

Different pages could play different roles in the usage behaviors: some pages are always vis-
ited as entrance pages for sessions, some pages are much easier to be exit pages, and other pages
are as middle or navigation pages. The distribution by different roles can give us more about web
structure and usage information. For an entrance or exit page, its hit frequency against its rank
obeys Zipf’s law. The following Figure 5.1 and Figure 5.2, give the statistics on the entrance and
exit pages on HPI and ECCC sites. By analyzing the accessing information of entrance pages and
exit pages, HPI site and ECCC site have the similar distribution: there are more exit pages than
entrance pages on both sites. This shows that the exit pages may play more importance on dis-
criminating visitors from different interest. This partly proves our assumption raised in Section
4.3 for page clustering based on pair browsing: the lately accessed content depicts the inten-
tions and behaviors of one visitor more exactly than the early accessed content, and the lately
accessed content is greatly targeted by its last previously accessed content.

Figure 5.1: Entrance Page vs. Exit Page on HPI Figure 5.2: Entrance Page vs. Exit Page on ECCC

5.2 Rebuilding Individual Behaviors

In Chapter 3, we have especially discussed rebuilding individual behaviors: the diverse be-
haviors like tree structures, acyclic or cyclic navigations are reconstructed from the usage logs
recorded sequentially based on time stamps on server side. The complexity of individual behav-
iors is due to the pressing back button on browser or back tracking along the hyperlinks on web
pages, which generate the multi requests on the same page within a session. We showed that for
every session a granular behavior and a linear sequence behavior can be discovered, but to re-
build a tree structure behavior there must be repeated requests in a session, and for a semi-lattice
structure behavior, two or more different requests must be repeated. We compute the number of
the sessions with 1 or 2 repeated pages, and also the number of the sessions that can discover tree
and semi-lattice behaviors.

Simply, we use r-page to call the page that is repeatedly requested within one session: 1 r-page
means one unique repeated page in a session, which produced at least 2 requests in this session;
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Table 5.2: Information on repeated pages within a session
DS1 (HPI) DS2 (ECCC)

Unique r-pages in data set 1928 (38.7%) 535 (50%)
Sessions having 1 r-page 13079 (25%) 3324 (12%)
Sessions having 2 r-pages 6041 (10.4%) 1135 (4.1%)
Sessions having n r-pages (n > 2) 2577 (5%) 268 (1%)

and 2 r-page means that two unique pages have been repeatedly requested in a session which
generated at least 4 requests in this session.

The distribution of repeated pages is closely related with the web structure. It is clear that a
structure with many pages has more repeated pages than the ones with small number of pages.
It can be seen from Table 5.2 that ECCC site has a small number of repeated pages than HPI
site. From the same Table, we can see that a page from a site having fewer pages has a more
possibility to be repeatedly requested in a session than a page from a site having more pages. The
reason is that a visitor could have more choices in a site with more pages, which could reduce
the happenings of repeated visits. However, on the other hand, a visitor on a small site is less
possible to request the previously accessed page in a session than the one on a large site. The
ratios of sessions having r-pages on HPI site is higher than those from ECCC site. This could be
the several reasons:

1. the main content on ECCC is about the publications and reports related on computational
complexity, however, HPI site composes kinds of information covering study, teaching, re-
search, and other common resources; or

2. the site structure of ECCC is simple, while the pages on HPI site are hyper linked in a
complex way, such as navigation bar on the top and left side.

The difference of the r-pages on both sites is also proven by the length of sessions: the aver-
age of the length of sessions on ECCC site is 3.16 (87617/27717), while that on HPI site is 6.37
(331526/51986). A longer session is more possible to have repeat requests that a shorter one.

5.3 Discovering Usage Patterns

In this section, we discuss the experiment results on mining the popular and characteristic web
usage patterns from the rebuilt individual behaviors. The corresponding mining algorithms have
been explained in Chapter 4.

5.3.1 Frequent navigation patterns

We discuss the results on mining frequently co-accessed pages, frequently accessed page se-
quences and frequently accessed tree structures in this sub section. The data from DS1 and DS2
for discovering navigation patterns have been made the following completion and deletion:

1. completion: if the referred page for the first request (seen the log format in Section 2.1) in
a session came from another web site, then this referred page is inserted into the session as
the first request; and
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2. deletion: if a session has accessed only one page, then the session is removed from the data
set.

The motivation for this completion comes from the reality that a great part of visitors accessed
the web pages via Internet search engines by inputting some terms and as well via the hyperlinks
refereed by other web sites. The reason for removing the sessions having only one page is that
from these sessions we can only get the usage information like ”how many hits did one page
receive?”. The deletion is executed after the completion. After the completion and deletion, we
got 88597 sessions from DS1 and 50840 from DS2. The frequent navigation patterns are mined
from these two modified data sets.

Figure 5.3: Co-accessed pages vs. page sequences on
HPI (raw)

Figure 5.4: Co-accessed pages vs. page sequences on
HPI (maximal)

Figure 5.5: Co-accessed pages vs. page sequences on
ECCC (raw)

Figure 5.6: Co-accessed pages vs. page sequences on
ECCC (maximal)

Frequently co-accessed pages and page sequences Figure 5.3 and Figure 5.4 show the number
of mined frequently co-accessed page sets and page sequences on HPI site under different sup-
port thresholds. We can see that the number of mined patterns is decreasing with the increasing
of support threshold. The number of the mined frequently co-accessed pages is larger than that of
the mined frequently accessed page sequences under the same thresholds, and this gap is decreas-
ing with the increasing of threshold. This is because the page sequence is a strengthened version
of co-accessed page set, which means that all the pages in a page sequence were co-accessed by
sessions, however, the pages in a co-accessed page set could have multi page sequences navigated
by the sessions. On the statistics, this variance reduces the possibility for a page sequence to be
supported by enough sessions.
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Figure 5.7: Performance on mining patterns

The difference between Figure 5.3 and Figure 5.4 is that the latter is the number of maximal
patterns filtered from the former, and this ensures that there is no child-parent relations among the
patterns in Figure 5.4. Compared with frequently co-accessed page sets, the number of maximal
frequently accessed page sequences is more highly compressed. The reason for the number of
maximal frequently co-accessed page sets larger than that of the maximal accessed page sequences
is that a page sequence has at least two pages, while a co-accessed page set can have only one
page. Another observation is the number of patterns and the number of unique pages: with the
increasing of threshold, the gap between both numbers is decreasing, this is because the more
pages, the more combinations of the pages. However, the number of maximal page sequences
is lower than that of the unique pages under the same support threshold. This tells that though
some pages were visited together, but usually in different sequences. The similar observations are
found as well on ECCC site, which were shown in Figure 5.5 and Figure 5.6.

By investigating the composition of these frequent patterns on HPI site, we found that a big
part of them started from some search engines like Google and MSN, and then followed the im-
portant pages and link structures. The important pages are the pages linked in the navigation
bar or the framework of a web page, and the pages on the information about study application,
courses’ introduction, homepage of a research group, free position and the projects about com-
puter graphics, computer human interaction and security.

The time performance of mining frequently co-accessed page sets and page sequences on HPI
site is shown in Figure 5.7. On the same session set under the same support threshold, the time
consumed on page sequences is larger than on page sets, this is due to the reordering of the pages
within every session based on the bibliography before mining frequent page sets, which reduces
the consuming on generating larger candidate patterns from smaller frequent page sets. However,
the order among the pages within every session has to be kept during mining frequent sequences,
which costs not only extra storing space in memory for the same page in different positions within
the sessions, but the time on enumerating the candidate patterns.

Frequently accessed tree structures A feature of an accessed tree structure, which is different
from a co-accessed page set and a page sequence, is the existence of at least one page having
been followed by different pages. This is shown in the session set that enough sessions have
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repeatedly requested one page. However, the process of mining tree structures generates the
frequently accessed page sequences as well, and such page sequences have to be filtered after the
mining process. The differences between the original tree structures and the refined ones on HPI
site and ECCC site are shown in Figure 5.8 and Figure 5.9.

Figure 5.8: Tree structures on HPI Figure 5.9: Tree structures on ECCC

Comparing the performance on mining tree structures on HPI site and ECCC site, which are
shown in Figure 5.10 and Figure 5.11, the time consuming is not only related with the thresh-
old, but depends on the complexity of the sessions. The lower threshold, which generates more
patterns, the more time is costed on pattern mining. The complexity of a session can be simply
described by the number of the pages it has.

Figure 5.10: Performance on mining trees (HPI) Figure 5.11: Performance on mining trees (ECCC)

Short Discussion on Frequent Patterns The choice of the proper threshold for pattern mining
is a cyclic process, and the value of threshold is selected from large to small. In our experiments,
the thresholds for mining frequent page sets and page sequences on HPI site are chosen between
0.002 and 0.01, and on ECCC site between 0.005 and 0.01. The thresholds for mining frequent tree
structures are even smaller: for ECCC site between 0.00002 and 0.0001; while for HPI site between
0.00008 and 0.0004. The low thresholds tell the great variance among the individual navigation
behaviors, and with the increasing of the number of sessions, discovering the similarities and the
common interest over the whole visitors becomes a small probability event. On the other hand,
this reveals that the usage behaviors and interest are changing in different time spans, which
was discussed in Section 4.4 and the experiment will be shown in Section 5.4.

The above discussion gives the general and descriptive explanations on the mined patterns.
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Compared with the huge original usage data on the web site, these navigation patterns are greatly
compressed and structured, and they have the expressive formats which richly describe the mostly
accessed pages and their relations in some time periods. The mined navigation patterns help the
web masters from two levels: on the macro level to grasp and understand the usage preference,
and on the micro level to adjust some concrete web pages or services. However, to find more
valuable information, especially on the instruction and suggestion, we need to further interpret
and evaluate the mined patterns.

5.3.2 Content clusters based on pair browsing

As discussed in Section 4.3, the content clusters built based on pair browsing are the agglomera-
tive transformations of the binary page relations retrieved from the usage data, which in the high
level depict the usage interest on the web site. During clustering, a page belongs to at most one
cluster or is filtered out due to its lower support over the visitors and rare pair browsing rela-
tions with other pages. As mentioned in the clustering algorithm, the formation of page clusters
is decided by the threshold for support number and the cluster number K. Because the optimal
clustering is NP complete problem, we set the number of iterations I during finding K clusters,
and get the clustering result at the minimized normalized cut during I iterations.

However, we concentrate more on the difference between the two graphs retrieved on pair
browsing and site modeling. Given a page, showing its directed weighted linkage with other
pages in both graphs is our target. We use an intuitive graphic way to show this difference as
displayed in Section 2.2.

5.3.3 Case studies on frequent patterns

Here we give three case studies on the frequent patterns. They reveal and illustrate the usefulness
and significance of web usage mining from different aspects.

Case 1: Optimizing Web Service Two operations, adding and removing hyperlinks, are used
to optimize web services. But in reality, adding hyperlinks is much acceptable than removing
hyperlinks. The reason is that judging the ”unfriendly” and ”improperly” links among pages is
much controversial than finding and judging the frequent and potential useful accessed relations.

In the old version of our group web pages, the ”team page” was linked by the anchor texts
in the research page and the project page. However, it was not listed in the top navigation bar,
which means that the visitors could not reach the ”team page” directly from the home page. By
discovering the popular web navigation paths in usage logs, we found there are two prominent
paths: one ended at ”team page” starting from the home page via the research page, while the
other ended at the same ”team page” via the project page, which are shown by the solid lines in
Figure 5.12. So we prose to add a link for ”team page” in the top navigation bar on the homepage,
which is shown as the dashed line in Figure 5.12.

Case 2: Potential Commercial Model Figure 5.13 shows how the visitors found and fulfilled
their bachelor applications on HPI site. The page on bachelor application from HPI site was
accessed by groups of visitors via different paths ordered by support numbers. The top three
paths are: the page on bachelor study; the page on study in HPI which links to the pages on
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Figure 5.12: Two Frequently Accessed Sequences on how was ”team page” accessed

bachelor, master and doctor studies; and the page on teaching information. The first path tells
that some visitors accessed the bachelor study page by using Google, and after visited other pages,
they reached the bachelor application page. Before reaching the bachelor application page, there
could be some visitors accessed the teaching page after the bachelor page, however, the number
of such visitors is less than our defined support threshold.

The different ways on fulfilling the bachelor application present the different effectiveness of
different information medium. Considering that the number of applications on bachelor study is
a key indicator for the success of an institute, from the patterns in Figure 5.13, we extract a model
on evaluating the success of an e-Commerce, which is shown in Figure 5.14.

Figure 5.13: Three Navigation Sequences on how was
”bachelor application” reached

Figure 5.14: Abstracted Model on evaluating an e-
Commerce

The navigation patterns in Case 1 and Case 2 are all frequently accessed page sequences, which
describe the page orders on how did group of visitors access the pages. Case 1 answers the
question in Scenario 1 and Case 2 for that in Scenario 2 raised in Chapter 4. Different from Case 1
where an extra link is proposed to be added on the navigation bar, we do not suggest to add any
links among the pages in Case 2. This is based on the different assumptions and understandings:
in Case 1, we think the ”team page” has the same importance and plays the same role as research
page and project page in a research group; however, in Case 2, it is treated that the ”bachelor
application” should only be executed by the visitors after they view and are familiar with the
related information.
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Figure 5.15: Page Clusters base on CS and DS in March Logs

Figure 5.16: Page Clusters base on CS and DS in April Logs

Case 3: Content Cluster based on Pair Relations

P3=/lehre/vorlesungen.html, P4=/lehre/bachlor.html, and P5=/lehre/master.html.

These three pages have the same semantic importance, because they are linked from the same
source page ”/lehre.html”. This means that these three pages have no bias on the web designer’s
side. But based on page pairs modeled from usage data, these three pages have some clear bias
on heuristic importance, which show the clear difference in usage view. The following two Figure
5.15 and Figure 5.16 display the binary relations based on conditional possibility (CS) an heuristic
importance (DS) on March logs and April logs.

In the above two figures, we discriminate the different directions of heuristic importance
within a page pair by using different lines: the bold line means a higher heuristic importance
and the dashed line means a lower heuristic importance within the same page pair. From the
four page clusters in these two figures, we find P5 has a higher heuristic importance to P3 and P4

than those from P3 and P4 to P5, which happened in two different period of logs based on two
different models. Based on task-oriented evaluating measurements listed in Section 4.5, we can
naturally conclude that P3 ← P5 → P4 is a very useful page cluster, which helps for improving
content organization. This partly answers the question in Scenario 3 introduced in Chapter 4.

5.4 X-tracking the Changes of Usage Patterns

In the above sections, the usage patterns are mined on the whole data set, which overlooks the
possible changes of the usage data collected from different periods. In this section, we try to gain
the insights on the changes of how visitors browsed their information.
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Figure 5.17: Distribution of the Size of Session Sets

On Data Set 1 (DS1), the valid usage sessions are monthly split into 14 sub sets, and for each
sub set, we mined three kinds of navigation patterns: frequent page sets, frequent navigation
sequences and frequent tree structures. Maximum frequent patterns are further mined (a frequent
pattern X is a maximal frequent if there is no frequent pattern X ′ such that X is a sub pattern of
X ′). The distribution of the sizes of session sets corresponding time spans is showed in Figure
5.17.

On each sub session set, we mine three kinds of web navigation patterns under different
thresholds of support value. Figure 5.18 shows the number of patterns in different time spans.
The set of frequent accessed sequences, in 2007.05, compared with other time spans, has the
biggest number of sequences under threshold θ = 0.01, but has a relative small number under
θ = 0.02. On the other hand, we can discover the same results in (a) of Figure 5.18. The num-
bers of navigation patterns are decided by the thresholds and the types of patterns, however, the
variations or differences of these numbers are manipulated by the compositions of individual be-
haviors and such differences are multi-facets. From Figure 5.18, we can discover as well that
2007.09 time span has the biggest number of sessions, but a smaller number of navigation pat-
terns under the same threshold compared with other time spans. The variations of the numbers
of patterns could not show the difference of the compositions of patterns.

5.4.1 Site semantics extraction

Meanwhile, we keep the copies of web site for each time span, which are used for extracting se-
mantics of web pages. It is time-consuming work to track and save every change and update of
a web site, and some changes are the uselessness noise. For a static web site, in which the infor-
mation and structure are relatively stable, it is easy to keep the ”useful” changes in its content or
structure. However, for a dynamic web site, such as e-learning web site and social site providing
instant web services, in which the content of a web page with a stable URL is updated frequently
and unexpectedly, it becomes incorrect to track these changes based on fetching URLs. In such
cases, a mapping or a convertor is required to immigrate from page-unit model to item-unit (such
as news, goods, e-lectures and etc.) model, we will investigated this topic in Part II and Part III
of this thesis. The web site in our experiments is a static education web portal, its content and
structure are relatively stable, and the changes of updates and edits happened in a small scale
and were tracked by periodically crawling.
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Our intention is to extract the most important terms indicating the target web documents,
while not to supply convenience for search engines. As discussed in Section 3.5, the automati-
cally indexed terms need to be condensed and purified due to the existence of synonyms, common
terms for n-grams and mistypings. One hardness is the multi-linguistic environment, we kept the
German words for the pages written in German while removed the ”meaningful” German words
for the pages in English. Another hardness is removing the negative effects of the terms extracted
from the common areas in web pages like guiding, contact and advertising information. More-
over, due to the relatively free creations of web pages in which a term having a high weight would
be redundant for a page, the dimension of extracted terms for every pages based on these steps
has to be further reduced. The selection of representative and discriminative terms is a kind of
trivial and recursively manual work because the ”right” terms are task depended and domain
biased. However, two basic principles are obeyed for terms selection: one is that a selected term
should have a relatively high weight, which means that the common terms happening in most
documents should be removed; the other is that one selected term should have the highest oc-
currences web documents compared with its synonyms, and its occurrences should encapsulate
those of its synonyms.

We selected 2851 web pages from our target site, and Lucene generated 43126 searchable terms,
from which 20654 terms are removed as n-grams, 2640 numeric terms are out filtered. After re-
moving 6392 non-significant words including pronouns, articles, adjectives, adverbs and preposi-
tions, 13440 meaningful term candidates are extracted and the average number of extracted terms
for each page is 120. Table 5.3 shows the extracted terms for web pages about organization and
activities of a research group.

5.4.2 Frequent patterns

For the convenience to explore the changes hidden in groups of patterns from different time spans,
we use ti (0 ≤ i ≤ 13) to represent 14 time spans from 2007.01 to 2008.02, ti→i+1 (0 ≤ i ≤ 13)to
name the jump from ti to ti+1, and ti→..j for the series of jumps for from ti to tj (0 ≤ i < j ≤ 13).

As explained in Section 4.4, after detecting internal differential, the set of navigation patterns
from one time span is divided into three sub sets: emerged, unchanged and partly changed patterns.
For an emerged pattern, its changes are computed by comparing with its unchanged patterns in
posterior time spans. In this detection process, two thresholds, δs and δu, are needed: δs is for
discriminating ”similar” or ”emerged” patterns, and δu is for selecting ”unchanged” out of ”similar”
patterns. In our experiment, we set δu = 0.3 and δs = 0.5, and the distribution of emerged patterns
at different time spans is given in Figure 5.19. In this figure, the gap between the ”num raw”
and ”num unchanged” presents the number of emerged patterns at different time spans. The
high percentage of emerged patterns compared with unchanged patterns reminds the big internal
change of usage patterns, which reflects the semantical drifting of usage interest. Shown from
Figure 5.19, all patterns at t0 are newly emerged, and t8 has a highest percentage of emerged
patterns. Given a threshold on this percentage, pattern sets with the remarkable internal change
could be selected, and the most unimportant patterns are removed. This is one significance of
detecting internal changes among navigation patterns. However, only concerning the occurrence
of newly emerged patterns could not reveal their evolution in the posterior time spans and the
relationships among the unchanged patterns in different time spans. We track the life cycle of one
emerged pattern by computing its external change, local and global popularity change with its
unchanged patterns in posterior time spans.
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(a) Frequent Page Sets

(b) Frequent Sequences

Figure 5.18: Distribution of the number of different kinds Patterns

Figure 5.19: EP v.s. UP under Θ = 0.01, δu = 0.3 and δs = 0.5

The life time of a pattern Xi is the number of time spans, in which Xi has its versions. Shown
in Figure 5.20, a pattern which emerged in a priori time span has a higher possibility to have a
long life time than that emerged in a posterior time span, this is usually related to the periodic
updates of the web site. However, a pattern with only 1 life length indicates a temporal variation
of usage interest and such variation could be unexpectedly interesting, noise from robots or due
to the special events. Though t8 has the highest percentage of newly emerged patterns due to the
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Frequent Navigation Paths

Figure 5.20: Life length for emerged patterns at different time spans

Figure 5.21: An example for X-tracking

big updates on the site, these patterns did not survive after t8. In practice, the manager usually
has interest on the changing history of a runtime pattern, especially the changes on its external
form and support value suffered in its life cycle. This can be easily drawn by querying the DB
table about the relations between every emerged pattern and its versions with their external and
local popularity changes.

5.4.3 Case studies on change detections

The example shown in Figure 5.21 gives the evolution of one emerged pattern on how did stu-
dents accessed exam results and related materials. We can observe that the students accessed the
content in a periodic regular way. In t2 time span, the students usually visited the page on the
examination result, and in t4, this usage interest did not happen (because it did not get enough
support); however, again, the usage interest on examination result appeared in t5 span and dis-
appeared in t6 span. This periodical usage interest highly depends on the schedule of course and
examination in HPI. The interesting thing is that this periodical usage interest would not be dis-
covered if we implemented the mining process on the whole time line, while not separately on
different time spans.
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Figure 5.22: Time results on x-tracking in two scenarios

5.4.4 Time analysis

Here we only discuss the performance of x-tracking algorithm. The sizes of patterns and pattern
sets have great impact on the effectiveness and efficiency; and the internal differential computa-
tion between two pages relies on the dimension of the extracted terms. The biggest part of time
consuming is semantic extraction and data cleaning before mining and x-tracking, and depends
highly on the manually purifying terms and data. Two thresholds θs and θu decide the number
of emerged patterns for every time span and further affect the times on tracking the versions of
internal unchanged patterns.

We used two pattern sets to investigate the time consuming on change detections: in pattern
set 1, there are altogether 960 patterns in 14 time spans, and the average size of pattern is 5.8; while
in pattern set 2, there are 585 patterns, and an average size for a pattern is 4.4. Figure 5.22 collects
the time consuming on x-tracking changes among patterns in these two pattern sets. From this
figure, we see that x-tracking algorithm is effective in a reasonable application, though the time
consuming is theoretical O(n2), increasing with the increasing of pattern sets and their lengths.

5.5 Summary for This Chapter

In this chapter, we have discussed the experiment on discovering various usage patterns on a
portal site, on which the content and the structure of web pages are relatively stable. We started
from rebuilding the individual accessing behaviors from two session sets: one is from HPI site and
the other is from ECCC site. Based on the rebuilt individual behaviors, we explained from macro
and micro views the frequently co-accessed page sets, and page sequences and tree structures,
and we used some case studies to show the values of usage patterns. Specially, we concentrated
on the experiment discussion on the page clustering based on pair browsing and tracking the
changes of navigation patterns.

From the experiment, we conclude that the usage interest and navigation patterns on a web
site are modeled and mined in multi ways, and the usage patterns can not be restricted in a gen-
eral and universal model. The significance of usage mining is to depict and discover the usage
patterns in a more compressed, structured, direct and understandable way from the huge, un-
structured, indirect and un-interpretable usage data. However, the judge and selection of the
interesting usage patterns are highly subjective, though there exist kinds of technical measure-
ments based on statistical possibilities.

In the first part of this thesis, we emphasized the usage mining on a relatively stable web site.
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In this case, the relation between page content and page URI is unchanged within a longer time
span. However, in an e-learning site like www.tele-task.de, on which the web pages are frequently
updated with the newly recorded lectures, we have to shift to relations between the visitors and
the lectures while not the web pages. Further, the time spent on a lecture is confidently measured
and will play its importance in measuring and discovering the learning interest in an e-learning
web site. This will be discussed in the Part II: mining the learning interest in a web-streaming
e-learning site.



Part II

Mining the Learning Interest in a
Web-Streaming E-learning Site





Chapter 6

TASK-Moniminer: An Engine to Query the Learning
Interest on tele-TASK

Task-Moniminer (Monitor and Miner) concerns on discovering the students’ learning interest
from their learning history recorded as usage log data in a web-streaming e-learning envi-

ronment, which is the further and auxiliary project for tele-TASK. It supplies a search engine to
query the usage information on e-lectures in an intuitive graphic way.

Chapter Organization We shortly introduce tele-TASK system in Section 6.1, especially focus
on the attributes of e-lectures. We then give the implementation of TASK-Moniminer in section
6.2.

6.1 tele-TASK: A Web-Based e-Learning Environment

Tele-TASK (Teaching Anywhere Solution Kits) (Schillings and Meinel 2002) supplies a portable
and powerful solution for distance education. From 2001 till 02.2009, tele-TASK has recorded
over 2180 different lectures and altogether more than 3000 hours length recordings, and it has as
well served in symposiums, conferences and other public events. All the lectures, multimedia
recordings and other related materials are presented on web site: www.tele-task.de, which serves
as a web-based distance learning platform. In this thesis, we refer tele-TASK as its web site system,
while not the lecture recording system. Students and interested surfers can freely follow the live
broadcasting of the ongoing conferences or the lectures in web-streaming formats by using web
browser. All the web-streaming lectures and recordings are encoded in Real streaming format,
and every lecture is embedded in a web page for online learners to browse.

The layout of one lecture page is divided into two parts: the left part and the right part. The
left part is the outline of one whole course, which includes all the relevant lectures, and the text
of each lecture name is linked to its streaming files. In most cases, one course includes several
units (or chapters), in which there are several different lectures. The right part embeds the frame
of the Real formatted streaming lecture. The frame of one streaming lecture is characterized by
three fields: the top left field displays the ”talking head” of the teacher synchronized with audio
signal; the bottom left field writes the table of content (TOC) of the lecture, and each text line in
TOC links directly to the right position in the video that discusses the related knowledge, which
helps students to find their interesting knowledge easily and directly; the big right field shows
the presentation slides/desktop or writing pad of the teacher. The Figure 6.1 shows the snapshot
of one lecture in Real format.

Each multimedia lecture has definitive attributes after recording: Name, Live Stream URL,
Lecture Stream URL, Duration, Recorded Time, Table of Content, Course Name and other at-
tributes such as lecturer and logo.
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Figure 6.1: One Lecture View on tele-TASK

Figure 6.2: Lecture in mp4 or flash format

With the wide acceptance of the web sites on i-Pods and social medias, tele-TASK also supplies
the e-lectures in mp4, flash formats and IPTV. The layout of mp4 and flash formatted video is
different from that of Real formatted video, which removes the TOC part and sets the video in a
corner over the desktop. However, the layout and the position among the desktop and the video
can be personalized during the re-encoding after the recording. Depending on the topics listed
in TOC, a recorded lecture in Real format is cut and re-edited into several clips in mp4 and flash
formats. A 90 minutes lecture could be divided into 9 clips, each of which is 10 minutes long on
average and dedicates on illustrating one topic. A snapshot of a mp4 clip is shown in Figure 6.2.

The lectures are published on the web site in an anti-chronological order, which means the
latest recorded lecture is added at the beginning of the homepage. The main content components
of tele-task web site are courses. Every course is presented in a web page starting with a short
description and listing all the lectures it has. One lecture listed on a course page is linked to a
lecture page, which shows its TOC and icons to play the whole Real formatted lecture, or mp4
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and flash clips. A user can browse one lecture by entering the homepage, or clicking the course
page, or using the internal and external search engines. This brief introduction of the organization
of tele-task site is necessary due to the requirement on investigating the learning interest in video-
based e-learning systems.

Though the increasing of the access number on our web site and more and more recording
requests convince us that tele-TASK helps to partly satisfy the great requirements in distance
education, we do not know if the web lectures are well used by the students, and if there are
some preference on different lectures. This is the motivation for this work: we are trying to
mine students’ learning interest from their browsing behaviors, which could help us to know
the learners and their learning interest, and to optimize the organization of the web site and the
lectures.

6.2 Implementation of TASK-Monimier

Different from HPI site in which the content and the URLs of the web pages are relatively stable,
the content of the web pages on tele-TASK site is always changing because of the frequently
inserting of the newly recorded lectures and videos. This shows that method on detecting learning
interest on tele-TASK is different from that on HPI site.

TASK-Moniminer enlarges the territory of routine search engines: it not only outputs the
e-lectures related with the query terms, but shows their usage information of visitors. TASK-
Moniminer supplies two possibilities to query the usage information on e-lectures as shown in
Figure 6.3: one is by selecting one course listed in the categories from the drop-drown menu; and
the other is by inputting keywords. The former gives the usage of e-lectures included in the se-
lected course, for example, usage on the course of ”Internet Weaknesses and Targets” in summer
semester 2008, or on the recorded presentations in ”HPI Colloquium”. The latter allows querying
the usage on the e-lectures related by the input keywords, for instance, keywords ”windows se-
curity” answer the related lectures in courses ”Internet Security” and ”Operating Systems”, and
the recordings on ”lock-keeper” as well.

Figure 6.4 displays the results on querying ”TCP IP”. It gives all the videos about ”TCP/IP” in
Real, mp4 and flash format. The videos in Real format are transmitted through ”RTSP” protocol
by which clicks and staying time information can be estimated. The usage on a Real formatted
lecture includes the following aspects:

1. visitor IP distribution: the percentage of IP from the networks of HPI staff, students and
others, we can see that most of the users viewed the lectures from outer HPI;

2. average hits per access: number of clicks such as pause, sliding and stopping on one lecture;

3. average time per access: time length on viewing a lecture, for instance, the visitors from
outer HPI network spent 50 minutes on ”windows operation system” of winter semester
2007; and

4. weighted usage: usage computed based on number of visitors, hits and time, for example,
the weighted usage for the lecture ”Internet - First Introduction” is 0.242 from Figure 6.4.

The weighted usage of a lecture is computed based on the linear accumulation of number of
visitors, hits and time. The parameters for these three variables are adjustable in a configure
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Figure 6.3: Query interface of TASK-Moniminer

Figure 6.4: Query results (real media) of TASK-Moniminer

file. Besides these, first access date is showed as well for every lecture though it depends on the
lecture’s publish date.

The mp4 and flash clips related with the input keywords will be displayed as well, as shown in
Figure 6.5. However, mp4 and flash clips are delivered by HTTP protocol by which a continuous
connection could produces tens requests. And the viewing time on the clip can not be directly
retrieved.

This query engine displays the usage information in a lecture-centered way which overlooks
the relations between the lectures in online learning process. Moreover, an e-learning environ-
ment is different from other common web portal sites, in which the learning materials are videos
in plenty lengths and big part of visitors are students who have clear browsing targets. The target
of TASK-Moniminer is to investigate the learning interest in tele-teaching, which is more than
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Figure 6.5: Query results (mp4) of TASK-Moniminer

those supplied by the query engine. And the data preparation work in e-learning environment
is much trivial than processing HTTP server logs. In the next three chapters, we will discuss in
details the work on data preparation, and discovering learning interest in an e-learning environ-
ment.





Chapter 7

Issues on Mining Learning Interest in the
tele-Teaching Environment

Web-Streaming lectures overcome the space and time barriers between learning and teaching,
but bring higher requirements on the learning feedback of students when they browse the

lectures. The use of the Internet as an instructional tool in higher education is rapidly increasing.
Today, there is an increase in the development of academic course web sites with huge amounts
of learning materials imbedded within them.

Current distance education environments work mainly as the secondary supplement for the
conventional education. In conventional education, the teachers and education supervisors can
ask the students face-to-face or use anonymous questionnaires to judge if their lectures taught
in the classroom are welcomed or not. In other web services, such as online shopping or e-
communities, it is relatively easy to evaluate the success of their services by the changing number
of online bills or the number of registered members. However, in the tele-teaching environment,
there is little empirical evidence regarding the actual use of the teaching materials by the students.

In this thesis, the usage logs are used to evaluate how online content was consumed, and
to identify the individual differences on the learning content that is presented in an e-learning
site. The usage log files in particular are an intriguing monitoring technique for on-line courses.
Through these log files, we can detect how students navigated the lectures and can receive feed-
back on their learning modes. In other applications, log files also permit us to dynamically record
the portions of the student problem-solving process and use it as a feedback mechanism for the
instructor; and can even aid us in improving our standard assignments and tests by allowing us
to see how students engage these tests.

In distance education environments, especially in free and open environments only supplying
web-based streaming lectures, it becomes much more difficult to evaluate the success of online
lectures. Surely, the changing number of accessing is an important indicator, but it is not enough.
It was said that ”using hits and page views to judge site success is like evaluating a musical
performance by its volume” (Schmitt et al. 1999).

Chapter Organization This chapter presents the related work on e-learning systems in Section
7.1, and the work on the evaluation of the participation in e-learning is listed in Section 7.2. We
discuss the limitations and challenges in the evaluation in Section 7.3, and give out our mining
tasks at the end in Section 7.4.

7.1 Relate Works in Web Video-based e-Learning Environment

One primary task of e-Learning systems is to supply e-lectures for different online learners. The
embedding of streaming videos in distance learning has received great interest (Reynolds and
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Mason 2002)(Schillings and Meinel 2002)(Reisslein et al. 2005). The basic feature of a web-based
e-learning environment is to supply a number of different multimedia lectures for learners in
semesters, and the fresh lectures are presented at the prominent positions on the web, while the
lectures for the past semesters can be accessed in the archive pages. An ideal web-based e-learning
environment is that: it displays not only the multimedia lectures, but also exercises, and even
serves the final exams, which were also the requirements retrieved by Microsoft’s investigation
shown at the beginning of this thesis. But up to our acknowledge, till now there is no such perfect
e-learning environment, and the web-based distance education systems, which serve mainly on
supplying web-streaming lectures, are currently the most popular, reliable and efficient solutions.

(Reynolds and Mason 2002) studied the impact of the number of windows in web-streaming
distance education video: one window video showing either the instructor or presentation slides
/ instructor writing pad; two-window distance education video, where one window displayed
the talking head of the instructor and the second window displayed the presentation slides/writing
pad; three-window distance education interface, where a live chat window was added.

(Reisslein et al. 2005) stated that the web-streaming distance education offered today falls
mainly into the one-way video and audio profile. The class video (along with the instructor au-
dio) is typically recorded in a classroom studio (often filled with on-campus students) and posted
on the class web site a few hours after the recording. The distance learners can then view the class
video by streaming it from the class web site and interacted with the instructor asynchronously,
e.g. via e-mail or web-based discussion boards.

7.2 Related Works on Evaluating Participation in e-Learning

The web-based e-learning systems facilitate teachers and learners greatly, but they can also lead
to the frustration for both of them, because the visual and aural cues (eye contact, body language,
facial expressions and voice tone) of online learners are missing compared to the education in face-
to-face classroom. Online course evaluation is essential in order to improve the quality of teaching
and learning. As discussed in Chapter 1 on the methods of investigating the usage interest, direct
and indirect ways are required in evaluating participation in e-Learning. Several ways have been
used to evaluate the online courses and e-learning participation, such as teacher/student reflec-
tion (questionnaires), student performance in assessments (assignments, quiz and examination)
and student actions (web server log files and log databases).

It is proven that different browsing strategies are used in different types of hypertext interfaces
(McAleese 1999). Therefore it is necessary to enquire whether the type of hypertext architecture
employed has any effect on the browsing strategies of individuals with different cognitive styles.
In e-learning environments, different mediums require different ways of evaluating student par-
ticipation to ensure if the necessary knowledge or skills have been grasped during their learning.

A tool was presented aiming to track and analyze individual learner behavior during his in-
teraction with e-learning environment (Hardy et al. 2004). And they suggested the further inves-
tigation on finding interesting patterns and navigation paths over set of single routers.

An education data mining tool was developed in (Mostow et al. 2005), which listens to the
children when they read sentences and helps them learning how to read, but this application is
not suitable for free and open web-based e-learning environment in high education, where the
relationship between tutors and students is very loose and unstable.

A teacher’s questionnaire was reported to identify the needs of teachers to know their students
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and to make distance learning a less detached experience (Zinn and Scheuer 2006). They showed
that the current e-learning environments have to be improved to satisfy teachers needs of tracking
students in distance learning contexts.

Besides, summative assessment and formative assessment have been introduced in learning
performance evaluation (Torrance and Pryor 1998). The summative evaluation is generally per-
formed after finishing an instruction unit or class, while formative assessment emphasizes the
learning process.

7.3 Difficulties and Arguments on Evaluation

E-learning has been growing rapidly since the Internet and the new training technologies became
widely available in the middle of the 1990s. What needs to be investigated is whether online
teaching, training and learning have any tangible benefits in terms of improving student learning
as measured by final grades or time consuming. However, evaluating the benefits of attending e-
learning, or the participation of students is challengeable, and becomes even much controversial
in unauthorized learning portal site for high education.

The reasons for the challengeable evaluation on e-learning come from two sides: pedagogy
and technology. The challenges from pedagogic side are:

• the learning channel is not universal, which makes it harder to bounder the contributions
from different channels;

• the e-learning attendants can be trainees from enterprisers, undergraduates from universi-
ties, or students from middle schools;

• the online teaching materials have different formats: PPT slides, video lectures, practical
network-based lab, online exercises, or interactive discussions between teaching and learn-
ing; and

• compared with face-to-face classroom, e-learning system requires efficient technology to
collect and understand the feedback from learners.

The reasons listed above decide it is not realistic to find a universal methodology to evaluate e-
learning system. For instance, the evaluating method on the video-based lectures is different from
that on practical lab; the strategy on judging participation of students in online discussion does
not fit to assessing the language speaking in kinder garden. It is the efficient and economic way
to deliver the lectures to the distributed students by using web servers to publish the recorded
lectures, such as tele-TASK site. On the other hand, evaluating the e-learning benefit in this case
attracts much attention and discussion. In this thesis, we concentrate on discovering the learning
interest in unauthorized video-based e-learning systems, based on our tele-TASK platform.

Besides the common challenges for all e-learning systems, the challenges from technical side
on discovering the learning interest in unauthorized video-based e-learning systems are:

• the task on discriminating the accesses of students from no-students becomes much crucial
than in authorized e-learning systems;

• the data of students’ actions on videos is incomplete and inaccurate since the shortage of
tracking the actions on media players; and

• it is not easy to estimate the role of video-based lectures in the whole learning process.
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7.4 Our Tasks

To know the learning interest in a web-based learning environment, such as tele-TASK which pri-
marily delivers the multimedia lectures, the teachers want some methods to quantify the learning
interest. For example, the questions raised by the teachers are listed in the followings:

1. Is there any difference between viewing the live broadcasting lectures and browsing lectures after they
are recorded and edited?

2. Is there any preference on the different lectures in a course and preference on the different pieces of
one lecture?

3. Is there any favor among real, mp4 and flash formats?

4. For one lecture, is the real video viewed together with its mp4 and flash clips?

5. Do the students view other lectures when they access one lecture?

6. For the same named course supplied for different years, is there any change on the students’ interest?

7. How often do the students browse online lectures when they do their exercise?

8. How different on learning interest between man and woman?

The questions related with the learning interest could be raised more than those listed above.
Different questions need different methods, direct or indirect to find the right answers. The direct
ways are the methods such as questionnaires, participatory observations and interviews, while
the indirect way is using the tools that can discover and evaluate student on-line activity from
computer-generated log files.

However, the indirect way can not solve all the above questions, even in face-to-face classroom
where direct questioning and answering are used, knowing students correctly is always the topic
in pedagogy. In the next two chapters, we focus on answering the first six questions by different
mining methods: general statistics, associate rules and similarity comparing. The learning interest
is mined from student learning profiles, which are transformed from heterogenous usage data.
Question 7 and 8 are suitable for the direct ways like questionnaires and interviews. The work
discussed in Part II of this thesis can be refereed in (Wang and Meinel 2007a) and (Wang and
Meinel 2007b).



Chapter 8

Modeling and Discovering Learning Interest in
Different Questions

In this chapter, we discover the students learning interest from their usage data in web video-
based learning environment by using multi data mining methods. The learning interest is ex-

pressed in six questions, which were asked by the teachers. We use simple statistics, associate
rules mining, multi linear regression and similarity comparing to answer different questions. The
usage data of online learners are heterogeneous, including HTTP server logs and REAL Helix Uni-
versal logs. And before mining learning interest, these heterogeneous usage data are transformed
and uniformed into student browsing profiles.

Chapter Organization The outline of this chapter is as follows: we firstly discuss the necessary
work on data preparation in Section 8.1. In Section 8.2, we present the methods on answering the
six questions requested. We specially concentrate on finding the difference of learning interest on
the same course serving for different years in Section 8.2.6. We give the summary of this Chapter
in Section 8.3.

8.1 Data Preparation in e-Learning

This section explains how to filter and rebuild the browsing profiles of online students. We con-
centrate on this problem due to the extremely complexity and diversity of usage data in distance
learning environment, which increase the difficulties to clean usage data.

8.1.1 Cleaning and integrating learning usage data

Web-based e-learning environments usually supply heterogeneous learning materials including
text, audio and video, and store the usage data in different formats. In our case, tele-TASK web
site records the normal surfing data on HTTP server in combined log format, and at the same time
stores the usage data on streaming lectures which run on Real Helix server. Every web-streaming
lecture is embedded in one page view, which means that when a student clicks one lecture link,
two totally different usage log entries will be written on two different servers in different log
formats.

HTTP server logs related with web usage mining have been fully discussed in Chapter 3, the
useful usage information for each log entry includes: IP address, request time, request file, user
agent and referee link. To understand the web usage patterns, it is required to know the accessing
object from each log entry. In Part I of this thesis, the accessing objects are web pages, which are
relatively stable on an information portal site. Dynamical web sites, which are characterized by
generating the content of pages based on the input or the client configurations of the visitors, bring
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Figure 8.1: Helix Universal Access Log Format in Logging Style 3

much more difficulties to retrieve the accessing objects from the requested files in server logs, and
this task would be impossible if there is no extra supports, such as the site map, functionalities
between the site structure and the physical file systems or the logging mechanism that records the
detailed interactions between the server and the visitors.

For mining students learning patterns, the accessing objects such as lecture descriptions and
content table have to be retrieved from HTTP server logs. A page view usually generates several
log entries in server logs requesting different files. HTTP server logs record only the name or
the path for requested files, without the content and semantic descriptions for them. Different
requested paths may link to the same content, which is one of the most popular problems in
WWW.

The free access on tele-TASK site brings the complexity and difficulty to recognize students’
learning interest. We separate all the users into three kinds: the students, the instructors and
others such as crawlers, robots and irrelevant visitors. In order to mine the students’ learning
interest, it is necessary to filter out the last two kinds of usage data:

• instructors and administrators have the constant IP addresses, so we can easily remove the
requests sent from these IP addresses;

• recognizing the sessions made by web robots has been discussed in Chapter 3.

The lectures in real format are transmitted to the clients via RTSP protocol (Real Time Stream-
ing Protocol), while the mp4 and flash clips are delivered via HTTP protocol. Real Helix server
records RTSP requests and supplies 6 logging styles. For example, the format for logging style 3
is shown in Figure 8.1, it records the start and end time of one request, and the client actions such
as stop and pause. The requests on mp4 or flash clips are stored as HTTP server logs on server
side, therefore, one media request could generate tens log entries depending on the media size
and client actions as well.

Another problem is that one single streaming lecture could be involved by different courses,
and this happens when some courses named the same title for different semesters have some
chapters sharing the same content. This is also one of the conveniences that web-based teaching
brings. Such flexibilities cause the variant URLs for the single same accessing object in database.
To retrieve the unique accessing objects from the log entries in tele-TASK HTTP server logs, we
make use the URL generating rules written in an XML file.

8.1.2 Modeling student learning profiles

The process of browsing multimedia lectures and other relative information can be seen as the
online learning session. This learning session is depicted as: one student views one learning
object, if he finds that the knowledge from the content abstract is very familiar to him, he
stops viewing this object and goes on finding other learning objects or just leaves web site;
if he finds the learning object is his interesting target, he goes deeply on viewing this object;
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if he finds he can not understand some pieces of his learning object in one view, he repeats
viewing these pieces.

On tele-TASK site, the learning objects presented in page views are classified in two kinds:
with and without embedded multimedia lectures. The former are in Real, mp4 or flash format;
and the latter are pages dedicated on the outline descriptions for courses, colloquium or other
topic units, and they often link to the pages with embedded multimedia lectures.

The data cleaning and integrating preprocess helps to filter and translate the heterogeneous
raw usage data into a set of browsing events. Each browsing event is represented as: session,
student, learning object, type, start time, duration and operation.

Individual learning operation and duration can not be directly measured from usage logs. We
now discuss how to compute the number of operations and the duration for different kinds of
learning objects. Assuming that the right usage data have been separated for one learner from the
helix server logs and cut into different learning sessions for this learner (the detailed techniques
have been discussed in Chapter 3).

8.1.2.1 Computing the number of operations

For a real formatted lecture, as shown in the former section, the table of content field composes
several sub headlines linked to the right positions within the multimedia lecture, which facilitates
online learners to directly reach the right interesting piece, and the slide bar at the bottom of
media lecture helps learners select or repeat some piece of the lectures as well. When an online
student clicks the hyper links in the content table, jumps over some piece or repeats some piece,
stops and resumes the lecture, the server will stop the current ongoing lecture and reload the right
piece in the media file if it is not cached, and the new request on a piece of lecture will be written
as a new log entry in the helix server logs.

Such usage data help us to assess the operations of one online learner on multimedia lectures.
The operations of this learner can be estimated from the number of log entries on the same lecture
within one learning session. However, there is an exception in computing learning operations on
a lecture: when there exist several records on the same live broadcasting lecture within a learning
session, which means that the learner could not jump over or repeat some piece. The reason of
multi recordings was mainly the network overload or just the client’s clicking stop button. In this
case, we induce such records within a learning session to one record and the learning operation
is concluded as 1.

8.1.2.2 Computing the duration

Now we explain how to compute the duration of one student spent on one learning object during
one learning session:

• if the learning object is a real formatted lecture, the duration is computed by timestamp
subtracted by start time, both are recorded in real helix server log styled 3;

• if the learning object is a mp4 or flash formatted clip, which a single file request could gen-
erate several log entries in HTTP server logs, the successive log entries requesting the same
clip are compressed to 1, and the duration is computed as the gap between the time stamps
of the first and the last log entries; and
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Table 8.1: Example of Student Browsing Profile
Session Student Learning Object Type Start Time Duration Operation

... ... ... ... ... ... ...
547 736 www12 0 31/May/2006:08:48:53 00:00:20 1
548 737 www12 1 19/Jun/2006:19:27:55 00:56:33 2
548 737 TI 08 1 19/Jun/2006:20:31:55 00:21:42 6
... ... ... ... ... ... ...

• if the learning object is a normal page view like course or series description, the duration is
defined as the gap between the time stamp of this learning object and that of its next object
recorded in the same learning session; if this learning object is the last one in a session, the
duration is assigned the average duration of the learning objects from the same session; if
this learning object is the only one in the session, its duration is set 0.

The gap between the time-stamps of every two successive requests on the same lecture de-
pends on the operations that the learner makes:

1. if the operations are clicking hyper links, jumping over and repeating, the gap will last
several seconds depending on the network overloading; and

2. if the operations are stopping and resuming, the gap will be decided by the two clicks from
the client learner plus the transferring delay.

Within the same learning session, one learner with more operations displays more interest
than that with few operations: the former finds clear and concrete accessing object in the lecture,
while the later is possibly a fresh learner on this lecture. But we can not guarantee that some
operations within few learning sessions with many operations were due to the reloading of the
network or the server. The following Table 8.1 shows one piece of student browsing profiles on
tele-TASK.

Limitations During computing the number of operations and duration, we assume during one
learning session the student kept on sitting in front of his computer and concentrated on learning,
though online learners require much more maturity, more self-motivation and self-discipline than
those in traditional classrooms (Zhang et al. 2004).

The duration of viewing one media file computed by our method, in reality, estimates the
time on transmitting the pieces of media file from the server side to the client side. This time
duration is affected by the local cache and the network brand width. However, if the media is live
broadcasted, this duration is nearly equal to that the client viewed this media lecture; and if the
client makes plenty jumps on the sliding bar of the media player, this duration is much close to
the actual viewing duration.

8.2 Answering the Six Questions

Before answering the six questions showing the multi facets of online learning interest listed in
Chapter 7, it is necessary to define some parameters on learning interest from a group of users
on a lecture l, which are shown in the followings:
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• Nlive(l): number of accessing live streaming version of l;

• Nreal(l): number of accessing post edited version of l;

• Dreal(l): average time duration of viewing l;

• Oreal(l): average number of operations of viewing l;

• Nflash(l): number of accessing flash version of l; and

• Nmp4(l): number of accessing mp4 version of l;

8.2.1 Is there any difference between viewing the live broadcasting lectures
and browsing lectures after they are recorded and edited?

The comparison betweenNlive(l) andNreal(l) tells the preference between viewing the live broad-
casting and the edited lectures. The time duration of the live broadcasting of one lecture is decided
by the length of lecture’s recording, and it is usually between 60 minutes and 90 minutes. It can
be predicted thatNlive(l) is always less thanNreal(l), but we can use the changes ofNreal(l) based
on the day, week or month to find the detailed difference between Nlive(l) and Nreal(l).

8.2.2 Is there any preference on the different lectures in a course and prefer-
ence on the different pieces of one lecture?

The preference on different lectures can be computed by comparing theirNlive(l),Nreal(l),Dreal(l)
andOreal(l). One lecture with biggerNlive(l) andNreal(l) shows much more acceptance than that
with smallerNlive(l) andNreal(l). Further, one with biggerDreal(l) andOreal(l) tells that students
would like to spend more efforts on it than that with smaller Dreal(l) and Oreal(l) if there is no
big difference between two lectures on Nlive(l) and Nreal(l).

Dreal(l) can be computed as follows: Dreal(l) =
∑
duration

Nlive(l)+Nreal(l)
, where duration is the time that

one online learner spent on this lecture during one learning session and can be directly fetched
from student browsing profiles. Oreal(l) can be computed as: Oreal(l) =

∑
Operatioin

Nlive(l)+Nreal(l)
.

8.2.3 Is there any favor among real, mp4 and flash formats?

A lecture is recorded into a real formatted video, cut and further re-encoded into several mp4 and
flash clips based on the topics in its TOC. From two sides we investigate the favor of students
among real, mp4 and flash formats: one is from the single lecture, and the other is from the whole
lecture set.

On the single lecture side, Nreal(l), Nmp4(l) and Nflash(l) show the access numbers on differ-
ent formats. However, the accesses on different mp4 or flash clips from the same lecture within
one learning session should be compressed 1 due to the relation real : (mp4 + flash) is 1 : n in
our case. For a lecture, we could further find the clips that draw more attentions, which depict
the attracted topics more concretely in e-learning.

On the whole lecture set, the favor on real, mp4 and flash is measured generally by the sum-
mations of Nreal(l), Nmp4(l) and Nflash(l) of all lectures separately.
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8.2.4 For one lecture, is the real video viewed together with its mp4 and flash
clips?

This question is different from that raised in Section 8.2.3. This target is to verify if a student
accesses the mp4 or flash version after he views the real version, and vice versa. From the set of
learning sessions, the sessions having mixture formats videos could be separated from those with
homogenous formats, and further divided into two sub sets: one is composed by the sessions
on single lectures, and the other includes all the sessions on multi lectures. These proportions,
especially sampled from different periods, give the hint if the real video is co-viewed with mp4
or flash clips.

8.2.5 Do the students view other lectures when they access one lecture?

Answering this question can be formulated as mining the frequent lecture sub set of the lecture
set. Mining such relations is a typical example of mining association rules or frequent item sets
(Agrawal and Imielinski 1993)(Han et al. 2000). The implicit relations among different online
lectures could help teachers to know if they need to combine some lectures or add some content
from other courses.

We simplify a learning session s on some lectures as: s = {l1...lk}, where li is one lecture or
lecture piece regardless its format. Transformed from the set of student browsing profiles, the set
including all the learning sessions are named as P . From P , we try to mine the relations each
of which is formed as r = {l′1...l′t} : Suppr, where l′i ∈ L and Suppr is the number of sessions
that viewed all the lectures in r. The methods to mine association rules or frequent item sets
have been widely discussed. We used the mining method referred in Chapter 4, which integrates
all the learning sessions into a highly compressed extended prefix-tree structure called frequent
pattern tree stored in memory, and the complete frequent item sets can be mined from this tree
structure without candidate generation.

8.2.6 For the same named course supplied for different years, is there any
change on the students’ interest?

We discover the changes of students’ learning interest from their usage data in web video-based
learning environment. Due to the effects on each other of the changes in web students and web
lectures, we seek a method that integrates the changes from both sides to measure the changes of
learning interest.

In Section 4.4, we have explained x-tracking the changes of web usage patterns. The changes
are measured from internal and external, local and global sides. The usage patterns are in the
forms of frequently co-accessed page sets, page sequences and tree structures, which describe
the navigation on an information portal site whose content is mainly in textual format and rela-
tively stable. In an e-learning site, in which the most teaching materials are videos and updated
frequently, the learning interest and the changes of the learning interest have to be measured in
another way. However, detecting the changes of learning interest is a special case of tracking the
changes among usage patterns in Section 4.4, and the logic behind both are the same.
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Figure 8.2: Concept hierarchy of one couse

Figure 8.3: Organization of Knowledge Elements, Lectures, Chapters and Courses in XML

8.2.6.1 Statements on types of changes

One web course has its clear conceptual intensions and extensions, and it is characterized by a
set of knowledge elements. These knowledge elements will be delivered to the web students in
the form of web-streaming lectures in a suitable sequence. Further, the lectures belonging to the
same course are organized in several non-intersected sub sets: units or chapters. The knowledge
elements, lectures, units and course are organized in a tree hierarchy structure, and we simplify
this tree structure into four layers shown in Figure 8.2: course layer, unit (chapter) layer, lecture layer
and knowledge element layer.

The Figure 8.3 shows a piece of XML codes that describes part of the organizations of two
same titled lectures ”Web Programming” in courses ”Basic Technic of WWW” from different
semesters.

Suppose we have a web course C and it has m different lectures: C = {l1, l2...lm}. The knowl-
edge setK is the set comprised by all the knowledge elements inC: K = {k1, k2...kn}. The knowl-
edge elements dedicated to lecture li(li ∈ C) form a sub knowledge set of K: li = {ki,1, ki,2...ki,t},
where ki,j ∈ K(1 ≤ j ≤ t). We use U to name the set of units (chapters) that course C includes:
U = {u1, u2...up}, and ui(1 ≤ i ≤ p) is one chapter that includes some closely related lectures
from C and formed as a sub set of C: ui = {li,1, li,2...li,q}, where li,j ∈ C(1 ≤ j ≤ q).
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Similar to Section 4.4.1, we define the following basic edit operations for computing the changes
between two courses(units, lectures):

• Insert(x, y): insert an element x as a leaf element of y;

• Delete(x, y): delete a leaf element x from element y; and

• Update(x, b): update an element x in course C with the new label b resulting that C is identical to
course C ′, which means that C ′ is identical to C except that the label of x is b.

Based on the basic edit operations, a structural edit script is a sequence of basic edit operations
that convert one structure to another. Here the structure has different levels: course level, unit
level and lecture level.

22. DEFINITION (STRUCTURAL DISTANCE BETWEEN TWO LECTURES). Let l1 and l2 be two lectures,
structural distance SDl1,l2 is the number of basic edit operations in the structural edit script that can
change l1 to l2.

Similarly, we use SDC1,C2 for the structural distance between two courses, and SDu1,u2 for that
between two units.

23. DEFINITION (USAGE ON ONE LECTURE). Given a web-streaming lecture lf in format f (real, mp4
or flash), we use UGlf = (Nlf , Dlf , Olf ) to name the usage from a set of web students on lf during one
time period.

The explanations of the three parameters Nlf , Dlf and Olf are shown in Table 8.2.

.

Table 8.2: Explanations of Nlf , Dlf and Olf

Parameter Meaning
Nlf Number of accessing lf

Dlf Average time duration of viewing lf

Olf Average Number of Operations of viewing lf

24. DEFINITION (USAGE SCORE ON ONE LECTURE). Let UGlf = (Nlf , Dlf , Olf ) be the usage of one
lecture lf during one period time, the usage score of UGlf is defined as:

USlf = α×N ′lf + β ×D′lf + γ ×O′lf + δ, (8.1)

where α+ β + γ + δ = 1.
Before this computing, the original values of three parameters have to be normalized. Simi-

larly, the usage and usage score (or weighted usage used by TASK-Moniminer in Chapter 6) on a
course or a unit are named as UGC and UGu, USC and USu. Based on the definitions of usages
on different levels, we can investigate the changes of usage from one period to another period.

25. DEFINITION (CHANGES OF USAGE ON ONE LECTURE). Let UGlf and UG′l′f be two usages from
two periods, changes of usage CH(UGlf , UG′l′f ) are the increasing or decreasing of the usage parame-
ters and usage score in one time period compared to another time period.
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8.2.6.2 Measuring changes of usages

Changes of usage CH(UGlf , UG′l′f ) from lf to l′f are defined as a four-items set including the
increasing or decreasing on N , D, O and US. Changes of Usage score reveal the decreasing or
increasing of the general usage in the form of ranking, but do not reflect the changes on different
parameters. The same changes on usage score may be due to different changes of four parameters.
For simplicity, we use max(| • |) to name the max(|CHN |, |CHD|, |CHO|).

8.2.1. THEOREM. Let CHN , CHD and CHO be the changes of N , D and O from one student set on l′f

to another student set on l′f , the change CHUS on usage score is: 0 ≤ |CHUS | ≤ max(| • |).

1. PROOF. For simplicity, we use N1f , D1f , O1f , US1f and N1′f , D1′f , O1′f , US1′f to name the
usages in two time periods. Based on the computations for different changes:

|CHUS | = |
(α×N1f + β ×D1f + γ ×O1f + δ)− (α×N1′f + β ×D1′f + γ ×O1′f + δ)

α×N1f + β ×D1f + γ ×O1f + δ
| (8.2)

= |α× CHN ×N1f + β × CHD ×D1f + γ × CHO ×O1f

α×N1f + β ×D1f + γ ×O1f + δ
| (8.3)

≤ max(| • |)× (α×N1f + β ×D1f + γ ×O1f )
α×N1f + β ×D1f + γ ×O1f + δ

(8.4)

≤ max(| • |). (8.5)

8.2.6.3 Similarity comparison between two learning objects

Based on the structural distance from l1 to l2, we compute the similarity measure between l1 and l2
as:

SM(l1, l2) =
max(SD(∅, l1), SD(∅, l2))− SD(l1, l2)

max(SD(∅, l1), SD(∅, l2))
, (8.6)

where SD(∅, li) (i ∈ {1, 2}) is the structure distance of building the entire li from an empty set
based on the basic edit operations.

8.2.2. THEOREM. Let l1 = {k1,1, k1,2...k1,n} and l2 = {k2,1, k2,2...k2,m} (ki,j ∈ K) be two lectures with
their knowledge elements, the similarity measure between l1 and l2 is: 0 ≤ SM(l1, l2) ≤ 1.

2. PROOF. We use |l1| and |l2| to name the numbers of knowledge elements separately in l1 and l2;
and l1 ∩ l2 to name the intersection of l1 and l2, which includes all the same knowledge elements
between l1 and l2. It is obvious that 0 ≤ |l1 ∩ l2| ≤ min(|l1|, |l2|). So max(|l1|, |l2|)− |l1 ∩ l2| is the
number of knowledge elements in l1 that need to be updated or inserted so that l1 can be equal to
l2, and this number is right equal to SD(l1, l2). This means that 0 ≤ SD(l1, l2) ≤ max(|l1|, |l2|).

The algorithm to compute structural distance between two trees can be referenced in (Chawathe
1999). But our aim is to compute the similarity on different levels for two course structures, so we
integrate these three computations in one algorithm. Another difference is that we assign identical
costs to all the basic operations, due to our concentration on the structural difference. Though it
is easily proven from the definitions of structural similarity that computing similarity between
two trees in one level is symmetric, the similarity comparisons on all the levels are asymmetric.
Computing the changes of one unit (lecture) is the process to find the maximal similarity of one
unit (lecture) compared to all the units (lectures) of the other courses.
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Algorithm 3 Structural Similarity Algorithm
1: Initialize the set of structural similarities S as empty
2: Compute the sets of chapters and lectures sub tree structures UA, UB , LA and LB from A and

B
3: Compute Similarity(A,B) and add it in S
4: for all ui in UA do
5: for all uj in UB do
6: Compute Similarity(ui, uj)
7: end for
8: Compute Max(Similarity(ui, uj)) and add it in S
9: end for

10: for all li in LA do
11: for all lj in LB do
12: Compute Similarity(li, lj)
13: end for
14: Compute Max(Similarity(li, lj)) and add it in S
15: end for
16: Output S

8.2.6.4 Measuring changes of learning interest

The changes of usage play importance to compute the changes on interest, but they are not equal to
the changes of interest due to the effect of changes of learning objects. Our assumption is: the
changes of usage on the same or the similar learning objects are much useful than those on
totally different learning objects. A teachers could not make any decisions or improvements
on his teaching course if he found that web students spend much more efforts on ”Food Engi-
neering” than on ”TCP/IP”, because there is nearly no relations and similarities between ”Food
Engineering” and ”TCP/IP”.

Given two lectures l1 and l2, and also the usages on them UGS1,l1 and UGS2,l2 , the changes of
learning interest CHI(S1, l1, S2, l2) from l1 to l2 are computed as:

CHI(S1, l1, S2, l2) = SM(l1, l2)× CH(UGS1,l1 , UGS2,l2). (8.7)

We can further compute the changes of learning interest on unit level and course level similarly
based on the computation on lecture level. The changes on lecture level can not reveal the changes
on unit or course level, on the other hand, the stable learning interest on course level may hide the
big vibrations of the learning interest on lecture level.

Given two sets of usages on the same titled courses serving in different semesters, the prob-
lem of mining the changes of learning interest is to find the learning objects from different levels
(course, chapter, lecture) on which the learning interest is changed beyond the predefined thresh-
olds. For example, we set τu = 0.05 for US and τn = 0.08 for Nlf , Dlf and Olf to mine the lectures
on which the change on US is out of [-5%,5%] and change on any of Nlf , Dlf and Olf is out of
[-8%,8%].
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8.3 Summary for This Chapter

In this chapter, we have firstly discussed the data preparation in discovering learning interest in
web video-based systems and then presented the methodologies on answering the six questions.
The first four questions were solved by statistics, from which the sampling parameters display
the preferences on different formats, on different topics and different learning sequences. We
used association rule to discover the topics that were usually learned together, which could help
optimizing the content of lectures. To discover the changes of the learning interest on one lec-
ture/course in one year compared with the other year, we integrated the content difference with
usage divergence, in which the former difference leverages the latter divergence. The methodol-
ogy, integrating concept distance with usage and structural diversity, was used as well in tracking
the changes of web usage patterns in Section 4.4 and will be further used in finding and recom-
mending high reputation articles in a social site in Part III.

As the limitations discussed in previous Section 7.3, there are some defects to quantitatively
evaluate any distance learning environment. In unauthorized web video-based e-learning sys-
tems, evaluating becomes more controversial due to the majority of users are not students and
the lack of collecting usage actions on videos. Such problems will be further detailed in the next
Chapter 9: results discussion on TASK-Moniminer.





Chapter 9

Results Discussion on TASK-Moniminer

The mining methods used in TASK-Moniminer are implemented on our web-based learning
environment: tele-TASK, and the learning data includes: HTTP access logs and RTSP access

logs. The usage data on web pages, mp4 and flash files is written on the HTTP server, while the
requests on real formatted medias are recorded on the RTSP helix server. Moreover, the logs are
distributed on different servers physically. So in data preparation, the loglines in these logs are
integrated and sorted on their time stamps. The work on data preparation has been discussed in
Chapter 3 and Chapter 8. In Chapter 6, TASK-Moniminer has been introduced, which serves as a
search engine for teachers to query the learning interst from the online students on their courses.
Such intuitive interface is developed and implemented based on the observations, and the mined
results that will be discussed in this chapter. Moreover, this chapter gives other important find-
ings.

Chapter Organization The learning interest includes the general statistics on the whole site in
Section 9.1 and then we will answer the 6 questions listed in Chapter 8: the first 5 in Section 9.2
and the last in Section 9.3. The summary of this chapter is given in Section 9.4.

9.1 General Statistics

Figure 9.1 shows the distribution of monthly hits on different formate files on tele-TASK from
01.04.2007 to 31.03.2009. The hit number of web pages is nearly 4 times of those on real media,
mp4 and flash files, which tells that a user usually access one real media lecture or one mp4 or
flash clip after he viewed 4 web pages. Considering the back tracking in a session, this corre-
sponds to the basic tree structure of tele-task site: home page, course page and lecture page. The
summits along the curves display the intensive blowouts of visits due to some events on the site.
For example:

1. the visit blows out on web pages in July 2007 is due to the massive launch of feed mechanism
on tele-task, which attracted thousands of feed reader;

2. the reason for the drastic climbing of hits on web pages from November 2008 is the publish
of the new version of tele-task site;

3. the sudden visits summit on MP4 clips in Feburary 2009 is because of the cooperation with
iTunes, who fetched almost all the mp4 clips from tele-task.

Compared with the drastic changes of hits on web pages and mp4 clips, the visits on real media
lectures are relative stable. To further discover the learning interest on e-lectures, the negative
effects from the above events have to be removed because the big part of visitors under these
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Figure 9.1: Hits on Page, Real Media, MP4 and FLV

situations are noises. Moreover, over 90% HTTP requests recorded on the server side are asked
by robots, for instance, the frequent requests for the same resources, the extreme short intervals
between two successive requests, hundreds requests in a session, or several hours a session lasted.
Such massive noises affect discovering the learning interest from normal users, especially the
students. The relative techniques used for removing unrelated data have been discussed in the
previous Chapter 3 and Chapter 7.

TASK-Moniminer tells the geographic distribution of IP adresses of visitors of every queried
lecture: HPI employee (E), HPI students (S) and Outer HPI (O). The IP distribution on employee
and student are different on different lectures, but on average, 92% visitors are from out of HPI.
In addition, the surveys from other researchers showed as well that more users are accessing the
Web from home for educational purposes.

Data Set 3 Two kinds access logs are taken from one semester 01.04.2006∼31.07.2006 (LOGI )
and another semester 01.04.2005∼31.07.2005(LOGII ). Besides, we gathered the compositions of
courses WWW for these two semesters. WWW from 2006 includes 26 lectures, while WWW

from 2005 includes 31 lectures. Before 2007, there was no mp4 or flash clips provided on tele-
TASK.

Data Set 4 We choose the usage data from the time span between 01.12.2008 and 31.01.2009, be-
cause the content updating is relatively regular and the accesses from abusive users are relatively
few. We collected the usage on 2217 real media lectures, 2720 mp4 clips and 1376 flash clips, from
which 13217 sessions from student were rebuilt. Intuitively, we use a bit for every lecture type to
show if this kind of lecture was accessed in a session, and the usage interaction among the lecture
types is represented by 3-bits. Over these sessions, we check the general usage among theses 3
kinds of e-lectures. Table 9.1 displays the distribution of sessions on different types of e-lectures.
Every session accessed at least one type of e-lectures, the sessions having not accessed e-lectures
are not included. The usage interaction between real media (R), mp4 clips (M) and flash clips (F)
cut the set of sessions into 7 divisions. For example, RMF (010) = 8303 means that the number
of session accessing ONLY mp4 clips is 8303; RMF (110) = 316 tells that 316 sessions viewed real
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Table 9.1: General interaction usage on 3 kinds of e-lectures

R M F Number of Sessions
0 0 1 187
0 1 0 8303
0 1 1 55
1 0 0 4289
1 0 1 52
1 1 0 316
1 1 1 15

medias with mp4 clips, but without flash clips; and RMF (000) = 0 is not included.
As discussed in the previous chapters, we investigate the learning interest on every e-lecture

from hit number, viewing time and operations. The viewing time a user spent on a real media
lecture is measured in seconds, and the number of operations shows his actions such as ”pause,
stop, and sliding” on the lecture. The difference between Data Set 3 and Data Set 4 is: there were
only usage on real media lectures in Data Set 3 because no mp4 or flash clips were provided on
tele-task at that time; while Data Set 4 includes the usage on real lectures, mp4 and flash clips.

Recalling that each real media lecture has several mp4 and flash clips based on the content
structure of the lecture, the numbers of hits and sessions on different formats are not enough
to reveal the learning interest. Especially finding the difference of learning interest on different
topics or the same lecture in different years is more useful for the teachers.

9.2 Results on Answering 5 Questions

In this section, we give the answers for the questions raised in Chapter 8. We use different data
sets to answer different questions: Question 1 and Question 6 use Data Set 3; while Question 2 ∼ 5
are answered based on the Data Set 4.

Answering Q1: Is there any difference between viewing the live broadcasting lectures and
browsing lectures after they are recorded and edited? To compute the average access duration
of students on lectures, the various length of lectures have to to considered. The maximums,
minimums and average of different usages on WWW lectures is shown in Table 9.2. Spending
25 minutes on a only 30 minutes long lecture shows more learning interest than costing 35 min-
utes on a 100 minutes long lecture. In our experiments, we replaced average access duration with
(Average Access Duration)/(Length of Lecture).

Table 9.2: Maximum, Minimum and Average Usage on WWW Lectures
Nlive(l) Nreal(l) Dreal(l) Oreal(l)

Maximum 11 767 00:30:12 8.11
(IPv4) (Erst Einfuehrung) (Sicherheit Internet 2) (Sicherheit Internet 2)

Minimum 0 34 00:00:19 2.68
(TCP UDP) (HTML) (Erst Einfuehrung) (Erst Einfuehrung)

Average 7 164 00:08:37 4.2
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Figure 9.2: Usage on WWW from different aspects

The Figure 9.2 shows the statistics of usages on different lectures of WWW in 2006. We found
that very few users accessed live broadcasting lectures compared with the number of viewing
real lectures after being recorded and published. Though supplying more learning channels and
formats is the striving target for students, motivation and self discipline in attending on-site vir-
tual lecture or classroom is not only a technical but more a pedagogic question. We have been
complained from some lecturers that fewer students are present in classroom after they introduce
tele-task, but other lecturers welcome the facility that tele-task brings.

The number of accessing live broadcasting lectures is much less important than that of access-
ing the edited version due to the short active period of live streaming. So we use three variables
to evaluate the learning interest: the number of accessing edited real lectures, time spending on
one lecture and actions during viewing one lecture, which were introduced in Chapter 8.

Answering Q2: Is there any preference on the different lectures in a course and preference
on the different pieces of one lecture? From our experiments, the first two lectures have the
two biggest usage scores. Because these two lectures are showed at the beginning of the course
web page and exist longer time than others, and the first lecture displays automatically when the
course page is opened, they attract much more accesses than others.

From Data Set 3, the average time spending on a lecture from students is 487 seconds (∼8
mins) while the average length of a recorded lecture is 80 minutes. This tells that students viewed
only part of the one whole lecture. This gives us the idea and convience to cut every recorded
lecture into mp4 or flahs clips based on the content structure of one lecture.

After supplying mp4 and flash clips on tele-task, we reinvestigate the average time spending
on a real media lecture. From Data Set 4, we found 496 seconds the students spent on viewing one
real media lecture, and there is almost no change compared with that from Data Set 3. Considering
the stable number on viewing real media lectures from Figure 9.1, this shows that the user group
on viewing real media lectures are stable, and not affected by the services on mp4 and flash clips.
The latter two medias attract new users.

Answering Q3: Is there any favor among real, mp4 and flash formats? From Table 9.1, we
notice the number of sessions accessing mp4 clips is nearly double that of real media lectures,
and very few sessions visited flash clips. The reason for this big difference between mp4 and flash
clips on attracting users is probally this: mp4 has a higher market share on Internet streaming than
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flash. The former allows the users to dowload on their local machines for the further achiving and
viewing, while the latter is not so easy for downloading.

Answering Q4: For one lecture, is the real video viewed together with its mp4 and flash
clips? The interactions among these 3 formats media display the interesting observations from
Table 9.1: only 55 from 8303 (0.6%) mp4 sessions viewed flash clips, while 29.4% (55/187) flash
sessions browed mp4 clips; 27.8% (52/187) flash sessions accessed real media lectures, while 1.2%
(52/4289) real session clicked flash clips; 3.8% (316/8303) mp4 sessions viewed real media, and
7.3% (316/4289) real sessions accessed mp4 clips. This tells the few overlap between users on real
media and mp4 clips, while big overlap between users on flash and mp4, and between flash and
real as well.

Answering Q5: Do the students view other lectures when they access one lecture? On Data Set
3, we used the methods for mining frequent item sets to find if there exist some relations between
the lectures during the same learning sessions. We set the threshold of the support number 1% to
mine the sub sets of frequent lectures. We find that the first two lectures of WWW were always
viewed together, this happened as well in other courses. We find that there is no relation among
lectures belonging to different courses, and the low threshold and few mined relations suggest
us that most of the online learners have clear and singular learning object during one learning
session.

On the other hand, on Data Set 4, we still found that few students accessed two or more real
media lectures during one session, this repeats the conclusion above that students usually did
not access other real lectures after viewing one real media lecture. The situation on mp4 is bit
different: the average number of mp4 clips per mp4 session is 3.5, which means that students
usually clicked more than 3 mp4 clips in one learning session. Though free downloading mp4
clips could distort the actual learning process on viewing mp4 clips, the multiple downloads
per visit definitely reveal the learning interest on multiple targets. Further, we used frequent
item sets mining method to discover the co-accessed mp4 clips from 942 mp4 sessions which
viewed more than 1 mp4 clips, and found 66.8% (630/942) sessions have the mp4 clips from the
same lecture. This means that most students concentrated on the related clips during their online
learing processes.

9.3 Results on Detecting Difference of Learning Interest on Sim-
ilar Courses

The work on detecting the difference of learning interest on similar couses is implemented on
Data Set 3.

Figure 9.3 shows the similarity comparison between the content and organizations of two
same titled lectures ”WWW” from summer semesters 2005 and 2006. From this figure, it shows
clearly that the similarity on the course level is not linearly decided by those on the unit or lecture
levels, and also the similarity on the chapter is not linearly decided by those on the lecture level.
This further proves the necessity to compute the changes of learning interest on different levels.
On the course level, the similarity of course WWW between 2005 and 2006 is 0.75. It is interesting
that the similarity of first chapter between two years is 0.33, which is much lower than those of
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Figure 9.3: WWW course changes on lecture and chapter level

Figure 9.4: Usage Changes on WWW from 2005 to 2006

the two lectures in this chapter: 0.33 < min(0.5, 0.56). This is because there was one more lecture
in the first chapter in 2006 than in 2005. The similarity of chapter 3 is 0.9, but this hides the great
changes in the lecture ”Web Programming”, of which the similarity is only 0.27.

The changes of usage on WWW from 2005 to 2006 is shown in Figure 9.4. Due to the popular
acceptance by students on e-learning and efficient arrangement of teachers on tele-teaching ma-
terials, the lectures in 2006 attract much more learning interest than those in 2005, no matter from
any aspects of usage. The accessing number on the edited lectures raised explosively, and web
students spent much more time than before, and their interactivities with the lectures become
more active as well.

It does not show the effect of the changes on the lectures in Figure 9.4. The changes of learning
interest integrating both changes on usage and lectures are shown Figure 9.5. We can see the
difference between these two figures. Though explosively increasing of learning interest on most
of lectures, the decreasing of that on ”TCP/UDP”, ”URI” and ”Sicherheit Internet 1” helps the
teachers to think about if they know correctly the students’ mastery levels.

From our investigations on web learning, we draw that the students have already been famil-
iar to the basic knowledge such as ”HTML” and ”URI” before they choose this course from 2005 to
2006. We can adjust this course in the future: delete or compress the lectures on ”HTTP”, ”HTML”
and ”URI”, while enlarge the lectures about ”Web Services”, ”Semantic Web” or other knowledge
on the frontier of WWW. Besides of these, we also draw that the average learning duration on a
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Figure 9.5: Weighted Usage Changes on WWW from 2005 to 2006

web lecture is nearly 8 minutes, while the average length of one web lecture is about 80 minutes.
This is one of the theoritical and pratical foundations for our implementation of segmenting the
lecture into small pieces of mp4 and flash clips.

9.4 Summary for This Chapter

In this chapter, we have discussed the results on discovering learning interest on streaming lec-
tures from tele-TASK. We found that time spent on real media lecture does not change bit after
introducing mp4 and flash clips: about 8 minutes per learning session. The introductions of mp4
and flash clips attract new group of users, but the former occupies most of the new users beause of
the big market on internet streaming market. We especially illustrate the results on detecting the
changes of learning interest on the same courses from different semesters. The detecting method
combines the changes on the usage and the content.

Yet, multiple sources (log files, demographic files, academic performance files) are required
to fully assess the online participation of students. Only a repository based on multiple data
files from various sources can answer the broad range of questions teachers are likely to ask.
”Mixing” these multiple source is a tough challeng covering the techinical and administive sides.
For example, we can easily answer ”how many minutes did students spend on an online lecture”
through a straightforward and simple analysis of the server log file. However, the question ”what
other materials do the students use when viewing online lectures” can be answered only through
an analysis of data from other sources such as questionnaires and direct interviews.





Part III

Recommending High Reputation
Articles in a Social Site





Chapter 10

Re-Blog: A Mechanism to Recommend High
Reputation Articles on IT-Gipfelblog

The type of content available on the web suffers a great overturn in the recent years. From
the early 1990s onwards, a relative small amount of publishers dominated the creation of

web content, while the majority of web users were only the consumers of content. From the early
2000s, user-generated content has become increasingly popular on the web: more and more users
participate in content creation, rather than just consumption. Such user-generated content (or
social media) is scattered in blogs and online forums, bookmarking sites, medias sharing commu-
nities, as well as social networking platforms such as Xing, LinkDB and Twitter, which emphasize
on the relationships among the users of the community.

Social site’s growing underscores a transformation in the web that’s as fundamental as its
birth: rather than simply searching for and passively information displaying, users are collabora-
tively creating, evaluating, and distributing the content and information. Social media sites share
the four characteristics:

1. users create or contribute content in various media types;

2. users annotate content with tags;

3. users evaluate content, either actively by voting or passively by using it; and

4. users create social networks by designating other users with similar interest as contacts or
friends.

However, the explosively increasing information in communities brings the wide range of the
quality of user-generated content. This requires an effective mechanism to filter spam content
and find high quality content, and the moderator of a community needs this mechanism as well
to collect, recommend social content, and guide the public discussions.

Chapter Organization We firstly describe IT-Gipfelblog in Section 10.1 and then give the related
work on content filtering in social media sites in Section 10.2. Finally we give our recommenda-
tion mechanism in Section 10.3.

10.1 IT-Gipfelblog

IT-Gipfelblog is a topic-centered social community, in which the users get connected by discus-
sions on the heterogeneous topics. Though named as a ”blog”, it functions more as the public
forum on the topics of IT technologies and policies in Germany.
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10.1.1 Content of IT-Gipfelblog

IT-Gipfelblog covers the issues in IT area. The issues are classified into 4 categories and further
divided into 9 sub categories.

A registered user can post his articles, comment the articles from others, mark the tags, and
evaluate the articles by voting. Thus, overall, each user has a fourfold role: publisher, commenter,
annotator and evaluator. Before submitting some articles, a user firstly should be a registered
member getting the permission from the moderator to join the community, and getting the rights
to publish and edit his own articles, to comment, vote and rate the articles from others. A user
could go to his own profile space, to write an article and further upload it to the right interest
group or sub column (could be some personal bias). The users may be classified into different
groups having different authorities.

The central elements of IT-gipfelblog are threads. Like the definition by wiki 1, a thread is a
collection of articles, usually displayed by default from oldest to latest, although the option for
a threaded view (a tree-like view applying logical reply structure before chronological order) can
be available. We use the term article while not the post as in wiki definition to avoid the confuse
between post and comment used in the next chapters. A thread is usually a relatively conceptual
independent set of articles, and could be closed and succeeded by another sibling thread if the
article number is over a threshold.

Dedicated on IT-Gipfelblog, the articles are classified into two sets based on their dependency
relations: post set and comment set. A post is usually the first article in a thread, and is the
beginner advocating one discussion. A successful post can attract several comments showing
their positive, neutral or negative points compared to those in the post. In a social site, sometimes
the spam comments intrude the discussion, and some comments deviate the topics listed in the
beginner post. One comment within one thread could draw its own comments as well. One post
and its comments are often displayed in a tree structure.

Based on the content format, articles are divided into three sub sets: video related, text related
and hybrid of video and text. An article having only videos expresses the author’s tastes and
views in the videos, and the article in pure text sometimes could be a hyperlink to other resource.
The boundary between the video related and the hybrid of video and text is detected by several
methods, which will be discussed in Chapter 11.

In IT-Gipfelblog, each post is marked tags by the registered users, and the tags are the con-
densed text representing the content of the post. Besides, it receives an average vote submitted
by the users between 1 and 5 companying with the number of voters, where a higher vote shows
the higher approval from the voters. A comment gets no tags, but thumbs up or down from the
users.

10.1.2 Users of IT-Gipfelblog

Till the end of 2008, there are 500 registered users that have the authorities to submit posts or
comments, rate posts, or give thumbs up or down to the comments. However, most of the visitors
on IT-Gipfelbog are anonymous, which contribute their clicks on posts and comments. The click
usage is the implicit feedback information compared to the votes for the posts, or thumbs up and
down for the comments. The usage feedback is the possible metrics to evaluate the quality of arti-
cles, which could be the complementary or supplementary to the content-related evaluations. The

1http://en.wikipedia.org/wiki/Internet forum
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purpose of Re-blog is to investigate the relationship between content-related and usage-related
metrics, to find a framework combining both sides for recommending high quality posts.

Compared with other entertainment online communities, one of the tasks of IT-Gipfelblog is to
attract more young people to join the discussions on the issues about IT technology in Germany.
On the other hand, the relative stable user group avoids the spam posts and abusive comments.
This reduces the risk of the negative sentiment. And we could concentrate on the metrics from
the technology side to evaluate the quality of articles.

10.2 Related Works

Online recommendation has attracted many discussions in personalization, internet shopping
and social communities. Currently, the recommendation standards can be generally classified
into four categories:

1. Content based: in communities like Youtube, the semantically related clips (in the same
categories or having the same keywords or tags) are listed aside with the current clip;

2. Session based: this is much popular in online shops such as Amazon, in which a customer
is supplied the items frequently co-browsed or co-bought with the item he visited;

3. Vote based: the top sold or voted items are usually presented at every page for online shops
and tube communities; and

4. Relation based: in online communities like facebook and linkdb, the members having the
same interest or affiliations are linked together.

However, the wide range of content quality in a social site raises the requirement of content
evaluation before post recommendation. On the other hand, the rich interactions between users
and content supply the possibilities to find new evaluation and recommendation methods.

10.3 Implementation of Re-blog

Here we give a mechanism on finding and recommending high reputation articles in a social site:
Re-Blog. Re-Blog works in the followings:

Step 1: separating the high reputation articles

into global and local reputation groups;

Step 2: clustering the content related articles in each group;

Step 3: selecting the representative articles from each cluster;

and

Step 4: the representatives are supplied

based on the rank of their reputation.

We made our experiment on IT-Gipfelblog (http://it-gipfelblog.hpi-web.de), which is a web-
blog in German discussing the topics on information and communication technologies. Our
framework is given based on the following observations during our experiments:
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1. no strong correlation is observed between the numbers of hits, the number of voters, the
value of votes and the number of comments an article received;

2. the number of hits and the value of votes play strongly on the reputation evaluation, while
the comments have few impact on this assessment;

3. the reputation an article received can be classified into global and local categories, which
means that some articles are highly accepted by a big population, while some are highly
reputed in a small population;

4. the reputation evaluation from usage side can be proven by some aspects of the quality of
the content an article has.



Chapter 11

Tags, Keywords, Contexts and Users in a Social Site

The online communities originate from traditional public forums where users can post their
articles and feedback for the information from others, but enrich the interactions of users

such as posting videos, marking tags and votes. Moreover, the online communities reflect the so-
cial networks in real societies, in which the democracy plays hidden behind the crowds. This gives
the requirements that finding high quality articles in an online community should have not only
the features representing the semantical content, but the features embodying their popularity
and reputation from users. Generally, the features are classified into two categories: C-Features
and U-Features, which mean the content related and the usage related features respectively.

The issues that we propose to solve are:

1. is there any formal or analytic relationships between these two types of features and whether
these relationships could be explored for content representation? and

2. is there any unified framework to solve the problem of recommending good articles?

We concentrate on the first issue in this chapter: identifying a set of features of social medias and
interactions that can be applied to the quality evaluation. And the second issue will be discussed
in the next chapter. The article set, that we use to investigate the dependency among different
features, are taken from IT-Gipfelblog site.

Chapter Organization Firstly we discuss the content related features in Section 11.1; and then
the usage related features in Section 11.2. In both sections, we depict the features by using statis-
tics on IT-gifelblog. After that, we give the summary in Section 11.3.

11.1 C-Features: Tags, Keywords and Contexts

In web 2.0 online communities, users are given the convenience to express their ideas by using
types of content such as pictures, texts and multimedia. Content related features describe the
article characteristics from intrinsic side, but depend on the content type. The content features for
a picture or video post are different from those of a text post. Tagging, the meaningful feedback
from the users, enriches the features to represent the content.

11.1.1 Types of content

The basic elements published by users in an online community are articles, which are classified
into two sub sets based on the roles: posts and comments. The post and its comments are usually
displayed in a tree view or in a reverse chronological order in a page, or several pages. The
relation diagram between a post P and its comments C is illustrated in Figure 11.1.
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Figure 11.1: Relation diagram between a post and its comments

The relations among post and its comments form an ordered directed tree structure rooted
by the post, in which the comments are inter nodes and leaves. A post is the beginner for a
discussion, and a comment is the follower after a post or a comment. The arrow between two
nodes represents the dependency between post and comment, or between two comments. This
dependency has two meanings: semantic and chronological. The order among siblings represents
the time order based on their publish date. If it is reasonable that the comments play the weights
on evaluating the quality of one post, the comments on the lower level of the tree contribute
fewer than those on the higher level. On the other hand, when the depth of a subtree rooted by
one comment is deeper than that of the tree rooted by the post subtracted by this subtree, it shows
that this comment starts another related topic deviated from the beginner post.

Depending on having videos or not, the articles are classified into text-related, video-related
and hybrid. The hybrid article has a mixture content of text and video. Several methods are used
to detect the boundary between video-related and hybrid: using the length of text in the article,
using the existence of keywords, or marking manually by the editor. In IT-Gipfelblog, we use the
second method to discriminate the hybrid posts from video-only posts: the word ”Themen” or
”Thema” reveal the existence of the text abstract of a post. We collect 394 posts and 371 comments
from the launch date of IT-Gipfelblog till the end of march 2009. In 394 posts, there are 166 text-
related posts, 145 video-only posts and 83 hybrid posts. Figure 11.2 gives the distribution of the
comment number a post has.

Generally, the number of comments a post has, no matter text-related, video-related or hybrid,
obeys a Zipf-like distribution; big part of posts have 0 comments and only very few posts have
over 15 comments. However, different post type has clear preference on attracting comments
shown in Figure 11.3: the text-related posts have a higher possibility to attract comments than
the posts having videos, but there is no big taste difference between video-related and hybrid
posts on attracting comments. If the existence of videos within a post suppress the users’ drives
on writing the comments is an interesting question. Interestingly, the similar finding has been
observed by Spool et al. (Spool et al. 1998) that ”no evidence that graphics helped users to
retrieve information on a web site”.
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Figure 11.2: Distribution of post vs. comment Figure 11.3: Preference among types of posts

11.1.2 Keywords, tags and contexts

Text corpora modeling has been already widely discussed in information retrieval, and as well
in Chapter 3. The basic methodology proposed is to reducing each document in the corpus to
a vector of real numbers, each of which represents the importance of a content feature to that
document. In an online community, the features related to a post can be keywords, tags or topics.

Keywords Most of previous work on text modeling is keyword based. Keywords are stemmed
and filtered with the weights showing their importance to a post, and the weight is usually mea-
sured by tf or tf × idf approaches. Compared with tags, the keywords related with a post could
have a large scale, but each of them owns a measurable weight.

Tags Tags are marked by the readers or maintained by the editors in an online community, and
a tag is usually a singular conceptual piece formed by several words for a post. Tags are especially
indispensable to represent semantics for the posts with only videos. However, tags depend highly
on the activities of users, though they have a higher-level abstraction on the content. Recently,
discovering tag-based social interest attracted much attraction (Bateman et al. 2007)(Li et al. 2008).
Xin Li (Li et al. 2008) found user-generated tags are consistent with the web content and more
concise and closer to human understanding.

The dependency between posts and tags are shown in Figure 11.4. The distribution of the
number of posts given n tags can be modeled by Gaussian distribution. It tells that the number
of tags most posts have are in a stable scope, from 5 to 18 tags in this figure, and only small part
of posts have fewer or more tags. We can see that very few tags are frequently noted in different
posts, and big part of tags are marked only once. We noted that ”interview” are shared in 211
posts, ”IKT-Standort Deutschland” are used in 149 posts. The few overlap of tags demonstrates
the big content difference among posts. This implies that it is not sufficient to filter posts by only
using the content features. In our IT-Gipfelblog, only the posts accept the tags from users, but the
comments do not.

Contexts Here we concentrate on how to get the topics hidden in a text post. Different from tags
and keywords which are observable, the topics are latent. Latent semantic analysis (LSA) was dis-
cussed to discover the topics hidden in corpora and proven to be efficient for text modeling (Blei
et al. 2003)(Hofmann 2001,). Recently LSA is used for detecting online reviews or opinions (Lu
and Zhai 2008)(Titov and Mcdonald 2008). Topic feature has two advantages compared with tags
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Figure 11.4: Distribution of number of posts given n tags

and keywords: one is that topics are closer to the semantics of text and more closer to human
understanding, and the other is the scale of topics is much smaller than tags and keywords. Prob-
abilistic latent semantic indexing(PLSI) (Hofmann 2001,) and Latent Dirichlet Allocation (LDA)
(Blei et al. 2003) are the two representatives for topics discovering. In this thesis, we use LDA
method. Suppose there are T topics hidden in a corpora composing by |D| documents, the proba-
bility of the observed word-document pair (d,w) can be obtained by the marginalization over the
laten topics:

P (d,w) =
∑T
i=1 θd(t)ϕt(w),

where ϕt(w) is the distribution of word w in latent topic t, while θd(t) is the distribution of topic
t in document d. The difference between PLSI and LDA is that PLSI generates each document
as a mixture of T topics (Blei et al. 2003), where the mixture coefficients are chosen individually
for each document, while LDA generates a document by a word distribution ϕt(w) from a prior
Dirichlet distribtion Dir(β) for each latent topic and by a topic distribution θd(t) for a document
d from the symmetrical Dirichlet distribution Dir(α) as well.

In this thesis, we use tags, keywords and topics to represent the posts separately, and compare
the difference on post clusters.

11.2 U-Features: Hits, Comments and Votes

Besides the content representativeness, the popularity is another consideration for article recom-
mendation. In web 2.0, besides the hits (or clicks), the interactivities between the web content and
the users are supplemented by the comments and the votes.

11.2.1 Hits, comments and votes

Hits The number of hits is the basic parameter to show the popularity of one article among
the Internet users. Web usage mining, which aims to discover the users’ interest from usage
data, takes hits as a basic measurement used as support to evaluate the importance of a pattern
(Agrawal and Imielinski 1993)(Agrawal and Srikant 1995)(Pei et al. 2000) (Wang and Meinel 2009).
The usage behaviors are modeled as associate rules, sequence or other graphic patterns, but the
parameters differentiating the usage patterns are computed based on hits.
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Comments In an online community, the popularity of one article is supplemented by the num-
ber of comments and votes. We have discussed the comment in the previous section on C-
Features. The users are allowed to give ”thumbs up/down” on the comments following a post.
The users express personal ideas on a post by using comments. And their preferences on the
beginner post, good or not, are hidden in their comments.

Votes Vote is another direct feedback from users besides comment. The users express personal
ideas on a post by using comments. And their preferences on the beginner post, good or not,
are hidden in their comments. However, votes are the numerical judgements from the users,
for instance, a registered user can give his personal evaluation on a post from 1 to 5. It is the
reasonable premise that the users giving their comments or votes are included in computing the
number of hits for a post, but is there any interactions among the number of hits, the goodness of
comments and the value of votes?

11.2.2 Relations among hits, votes and comments

The scenario of users’ reading, commenting and voting a post is similar to that of attending a
research colloquium: a section starts with a presentation attracting a group of attendants; after
that, few attendants ask some questions or have some discussions; and finally some others
leave their feedback in form of questionnaires. In this process, the askers and the attendants
who give their feedback are the small part of the whole group. For the colloquium organizer,
he would evaluate the quality of a section from the number of attendants and the satisfaction
collected from the questionnaires, while the number of askers could be neglected.

On IT-Gipfelblog, we observe that there are no clear roles between a good vote and a big num-
ber of voters or a big hits number. It is found that some posts received high hits number but fewer
comments and votes, while some posts having high votes and controversial comments attracted
few hits. This shows that the two groups of users who submitted their votes and comments sep-
arately for a post are only small parts of the whole users who visited this post, and these two
groups are not overlapped. Another observation is that in many cases some comments after a
beginner post are for some comments submitted before them, while not on the original post. So
we assume that there is no dependency among the hits, comments and votes. The irrelevance
among hits, votes and comments tells that a visitor concentrates more likely on the quality of the
post itself than the reactions from others.

Going back to our work on evaluating the quality of posts from usage side, we select the
vote of a post as one U-Feature while not the numbers of voters and comments, because they are
included in and much smaller than the number of hits. Surely, the threshold for the minimum
number of voters for each post is needed. Based on this observation, the post reputation (quality)
from the usage side is measured by the linear function with the variables of the number of hits
and vote. The rest task is to finding the suitable parameters for these two variables.

11.3 Summary for This Chapter

We have discussed the possible features for finding good posts from the content and usage as-
pects: C-Features and U-Features. By investigating the feature distributions and their relations,
we select the proper features to evaluate the post quality. In the next chapter, we will discuss
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the mechanism on finding and recommending high reputation articles based on C-Features and
U-Features.



Chapter 12

Finding and Recommending High Reputation
Articles in a Social Site

One important difference between user-generated content in an online community and tradi-
tional content maintained by authoritative publishers such as companies and personals, is

the wide range of content quality: from very high-quality items to low-quality, sometimes abusive
content. This makes the task of quality evaluating in such social systems more complex than in
other domains. On the other hand, the rich feedback from user side in an online community gives
the potentiality to find an effective way of finding and filtering high quality content. Before se-
lecting proper mechanism to evaluate the content quality, the content has to be represented by the
quantified or description features: content related (C-Features) and usage related (U-Features).

However, what is the inter effect between C-Features and U-Features on ranking the content
in online communities? One shortage of U-Features is that they can not discriminate the concept
differences among content. In an online community, the balance between majority and minority
is required for selecting the top K high quality content for recommendation, which means that
top K content should not only cover the most important topics, but attract enough attentions
from the users. So the high quality of a recommended post is shown from two sides: one is its
content representing the relative topics from other posts, and the other is its acceptance from the
populations. In this chapter, we try to solve the second purpose raised in the beginning of Chapter
11: is there any unified framework to solve the problem of recommending good articles?

Chapter Organization In this chapter, we firstly present the global and local reputation in a
social site in Section 12.1. Then we discuss the algorithm clustering posts based on their content
distance in Section 12.2. We explain how to select recommended articles from each cluster in
Section 12.3. And Section 12.4 gives the summary of this Chapter.

12.1 Reputation: Global or Local?

After discussing the types of articles and the possible features used for quality evaluation, we now
discuss the relations between usage related features and content related features. We especially
in this section explain the global and local reputation. Reputation is known to be a ubiquitous,
spontaneous and highly efficient mechanism of social control in natural societies (Ghose et al.
2006).

Based on the feature analysis in Chapter 11, we suppose the number of and the content of the
comments one article received play few on measuring the reputation of an article in a social site.
We select the vote of a post as an important feature measuring the reputation of an article, and the
number of hits is another feature showing the reputation. Surely, the threshold for the minimum
number of voters for each article is needed.
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Table 12.1: Classification based on hits and vote
class hits vote
c1 high high having global reputation
c2 high low need to be improved
c3 low high having local reputation
c4 low low no interest

12.1.1 Global vs. local reputation in a social site

Over the distribution between hits and votes shown in Figure 12.1, we divide the whole space
into four partitions: c1, c2, c3 and c4. Different part represents an article class based on hits and
votes, which is explained in Table 12.1.

Figure 12.1: Posts classified by hit and vote Figure 12.2: Number of tags from 4 classes

From this table, the posts in c1 should be recommended due to the positive reactions and
those in c4 did not show their attractions to the users and should not be recommended. The post
in c3 should be noticed and recommended as well, because low hits mean it has a minor group
of visitors but high votes indicate it has a high reputation in this group. The post in c2 shows
that it has the popular information, but needs to be improved due to the low reputation. Two
methods can be used to define the boundaries between the partitions: from the expert judgement
and from the statistics. The former is the empirical judgement of the experts on separating the
four partitions and the latter gives the medium values of hits and votes on statistics.

We observed that most of the posts having high votes are accessed by small groups of visi-
tors. Compared with few posts receiving high hits, each of such posts attracted only small part
of visitors, but got very positive feedback from these visitors. Though it could be the abusive
manipulation on the high votes by few users for some dedicated posts, the massive happenings
of high votes with low hits is the reality of the discussions in online communities.

We use an example to interpret global and local reputation: assuming two posts Post 1 and
Post 2 are supplied to 100 Internet users, and Post 1 was highly ranked and accessed by 95 users
while Post 2 was highly evaluated and visited by 15 users, we call Post 1 has global reputation
and Post 2 has local reputation. Figure 12.1 shows that most of the posts receiving high votes have
local reputation, which means a minor group of users. We call this ”globally local reputation” in
a social site. Global and local reputation is the majority and minority in Internet environment.
However, a post having local reputation is mostly like the concept of ”majority minority”, which
means the topics in this post are warmly welcomed in a small group population while not in the
big rest population. The classification of posts in global or local reputation helps to filter out the
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uninteresting posts and to find the potential interesting posts in the high quality in a social site.

12.1.2 Does the reputation reflect the content features?

We further notice that the posts in global and local reputation reflect to some extent the semantic
hierarchy among the discussed topics. For example, one post about the general policy on ”Green
IT” has the global reputation, while the post on ”Green technologies in SAP” has local reputation,
which is a concrete green IT policy executed by SAP. It seems that the general plain ideas are
welcomed by massive public, while the concrete complex policy is interested by a small group.
Moreover, the reputation from the post author affects the reputation of the article as well. In
our observation, the post from ”Prof. Dr. August-Willhelm Scheer” is easily to have the global
reputation than the one from an unknown interviewer, though the latter has a higher vote than
the former.

The U-Features help to separate the posts having high votes from those having low votes, and
further classify them into two groups: one having global reputation and the other having local
reputation. However, this operation does not take account of the C-Features: if the quality of
the separated posts can be proven from the aspects of content features? As discussed before, the
content features depict the articles from the intrinsic facets. We now investigate the difference of
the content features for these four classes.

As discussed in Section 11.1 that tags play great importance in finding social interest, we in-
vestigate the tag distribution for the posts from different classes. The distribution of the number
of tags given a post from different classes is shown in Figure 12.2. Though the numbers of posts
are different from 4 classes, the distribution of the number of tags per post tells the clear prefer-
ence. For instance, the average number of tags per post from 24 posts in c4 having the lower hits
and lower votes is 10.1; while 14.3 from 37 posts in c1 receiving higher hits and higher votes. For
c3 vs. c2, the average number of tags are similar 10.8, but c3 has 133 posts much more than c2
having 7 posts. This observation ensures on some extent that evaluating the post quality from
usage features can be proven from the aspects of content features. This brings us the foundation
for finding and recommending top k high reputation posts in a social site.

12.2 Posts Clustering

To guarantee the concept independence among the recommended posts in a social site, we cluster
the posts based on their content relevances and select the representative posts from each clus-
ter. We tried two clustering methods to group the posts: one is the hierarchical agglomerative
clustering, and the other is latent topic indexing.

12.2.1 Hierarchical agglomerative clustering

The one algorithms for document clustering is hierarchical agglomerative clustering (HAC) (Frakes
and Baeza-Yates 1992). This method begins by placing each document into a distinct cluster, and
pairwise similarities between every two documents are computed firstly. Then two closest clus-
ters are merged into a new cluster. This process, computing pairwise similarities and merging the
closest two clusters, is repeatedly applied. The general HAC algorithm is given in the following
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Algorithm 4. For different applications, this iteration process stops when reaching one of two
conditions:

1. the number of clusters reaches the predefined number;

2. all the pairwise similarities between clusters are lower than the threshold.

Algorithm 4 The hierarchical agglomerative clustering algorithm
form a list of N clusters, each of which is initialized by a post Ck ← pk
for i = 1 to N − 1 do

for j = i+ 1 to N do
compute pairwise inner cluster similarity sim(Ci, Cj)

end for
end for
for i = 1 to N do

emerge the two closest clusters Ci′ and Cj′
remove the similarities related with Ci′ and Cj′
compute the pairwise similarities between this newly emerged clusters and other clusters

end for
for i = 0 to N do

compute log marginal likelihood under every iteration process
end for

Depending on how the similarity between two clusters is defined, we could obtain different
clustering results. Moreover, the pairwise similarities between every two posts are the basic com-
ponents to compute the similarity between two clusters. Cosine similarity,

sim(p1, p2) =
∑K
i=1 wp1,i·wp2,i√∑K

i=1 w
2
p1,i
·
√∑K

i=1 w
2
p2,i

,

is used when a post is represented as a vector of tf or tf × idf showing the importance of its
tags or keywords, because the post-tag or post-keyword matrix are typically sparse and cosine
similarity can be fast computed.

The most common methods to compute the similarities between two clusters are single link-
age, complete linkage and group average linkage. To differentiate the computing on clustering
similarity, we call this similarity as ”Inner Cluster Similarity”. In this thesis, group average link-
age is used to define the inner cluster similarity.

26. DEFINITION (INNER CLUSTER SIMILARITY). Given two clusters C1 and C2 generated under the
same clustering strategy, the inner cluster similarity between C1 and C2 is defined as:

simI(C1, C2) =
∑
sim(p1,i,p2,j)
|C1|×|C2| ,

where p1,i ∈ Ci and p2,j ∈ Cj .

Besides the similarity on general distribution of the number of the clusters between tags and
keywords, we investigate the difference on the composing of clusters internally. Because tags and
keywords are in different scales, and setting the same inner cluster similarity threshold for both
is not a prerequisite. So we compare the cluster composing under the same cluster number. We
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use XT and XK to name the cluster sets based on tags and keywords under the same cluster
number constraint over the post set D, note that |XT | = |XK | and each is one division over D. If
XT and XK are correlated, XT and XK likely have large overlap. Extremely, XT == XK when
|XT | = |XK | = 1 or |XT | = |XK | = |D|. Before computing the correlation between XT and XK ,
we firstly give the definition of ”Outer Cluster Similarity”.

27. DEFINITION (OUTER CLUSTER SIMILARITY). Given two clusters C1 and C2 generated by different
strategies over the same dataset, the outer cluster similarity between C1 and C2 is computed by Jaccard
similarity:

simO(C1, C2) = |C1
⋂
C2|

|C1
⋃
C2| .

Based on the outer cluster similarity between two clusters, we define the clustering similarity
between two cluster sets over the same post set.

28. DEFINITION (CLUSTERING SIMILARITY). Given two cluster sets X1 and X2 over the same post set
D = {p1, ..., pn}, the clustering similarity between X1 and X2 is defined as:

simC(X1, X2) =
∑pn
p1
simO(C1,pi ,C2,pi )

|D| ,

where C1,pi ∈ X1, C2,pi ∈ X2, pi ∈ C1,pi and pi ∈ C2,pi .

Because each post is assigned to only one cluster during any clustering strategy, this clustering
similarity measures the biggest overlap between two cluster sets.

12.2.1. THEOREM. Let X1 and X2 are two cluster sets over the same post set D. To measure clustering
similarity between X1 and X2, the times of computing outer cluster similarity between X1 and X2 is
[max(|X1|, |X2|),min(n, |X1| ∗ |X2|)], and n is the size of the post set.

3. PROOF. Suppose the two divisions of X1 and X2 on {p1, ..., p|D|} are {C1,1, ..., C1,|X1|} and
{C2,1, ..., C2,|X2|}. For every pk ∈ D, pk has a cluster assignment in X1 and X2 respectively:
pk ∈ C1,i and pk ∈ C2,j . There are at most min(n, |X1| ∗ |X2|) variations of simo(C1,i, C2,j) on D.
On the other hand, every C1,i from X1 is computed at least once with another cluster from X2.
And the same to every C2,j from X2. So there are at least max |X1|, |X2| variations on computing
simo(C1,i, C2,j).

During clustering the posts featured by tags and keywords respectively, two clusters are emerged
only if their inner cluster similarity is over the predefined threshold. Under different inner cluster
similarity thresholds, the log marginal likelihood (Meila and Heckerman 1998) is computed in
every iteration process, which measures the distance between the cluster model and data set. The
likelihood is computed as:

L(D|C1, ..., CK) =
∑K
k=1

∑
pi∈Ck logP (pi|Ck).

12.2.2 Latent topics indexing for posts

Now we discuss the cluster formation based on contexts retrieved by LDA. Base on LDA, every
post was taken as being generated from the dirichlet distribution of all topics, so the post-topic
matrix is a matrix where each cell is valued by a real number. The same situation is for topic-
keyword matrix. We follow the strategy in (Blei et al. 2003) to inference and estimate the values
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Table 12.2: Related stems in different topics
Topic Nr. Top K words for each cluster
1 arbeitslos steu kund softwar logisch design fehl statist
2 energi elektron gmbh verbrauch prozent intelligent entwickl energieversorg
3 moglichkeit programm ide user chanc global infrastruktur polit
4 themen spricht ikt it-gipfel it-gipfelblog bitkom prof scheer
5 it deutsch servic thema kund information frau
6 dienstleist anwend technisch internet inhalt sap technologi semant projekt
7 euro arbeit ausbild job unternehm steu sozialgesetz
8 internet it zukunft unternehm wirtschaft netz technik
9 polit heut firm spiel softwar unterstuetz selb
10 europa information bank erford eu elektron initiativ
11 entwickl internet technisch bereich wirtschaft produkt web
12 system management sap process plattn
13 deutschland deutsch polit initiativ blog diskussion bundesregier erst
14 comput nutzung schul einzeln elt digital
15 mensch gesetz polit unternehm deutsch welt international macht
16 function interview dr stell staat
17 recht bueger praxis branch manag staat
18 unternehm fachkraeft management ausbild international ikt erfolg staat
19 deutschland wirtschaft modern system dat basis staat polit
20 deutschland sap technologi wolfgang bundesregier

of these two matrixes. The number of topics is a huge reduction compared to tags and keywords,
and it acts the same function as the number of clusters based on tags or keywords. For every
topic, we use the top K posts based on their posterior possibilities, which forms a post cluster
for this topic related with top K ′ words as well. In this case, one post could appear in multiple
clusters, and the same to words.

The following Table 12.2 gives the top K words for each topic under T = 20. All the posts in
IT-Gipfelblog are about the ideas on information technologies from experts and professionals, so
the stemmed words are restricted in the ”expert and information” domain. By investigating the
top related stems for every topic, especially after overlooking the common stems, most of topics
have their relatively clear concept boundary. For example, ”topic 1” is about ”working position”,
”topic 2” is about ”energy problem” and ”topic 3” is on ”globalization”. However, few of them
have no clear topics, for example, ”topic 16” is about ”interview” which has no ”IT” semantics
and ”topic 9” is about ”IT company” but has no clear concept. It has to be admitted that the
discovered topics by LDA are not so semantically intuitive as those by tags-based, and this will
be further discussed in ”evaluation criteria” section in Chapter 13. The reason for this is that the
quality of selected words for each posts is highly domain biased, which is the same problem to
keyword-based clustering.

In LDA, because one post could appear in multiple clusters, for the formed clusters X =
{C1, ..., CT } representing T discovered topics, we compute the coverage of clusters X over the
whole post set D to measure its capacity.
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coverage(X,D) = |
⋃T

1 Ci|
|D| .

The low coverage indicates a high overlap between post clusters, which means that the cur-

rent topics can not discriminate each other. Similarly, |
⋃T

1 ci|
K∗T is used to measure theoretically the

percentage of unique posts against the happenings of all posts in clusters.

12.3 Potential Article Selection

A potential article for recommendation is defined as an article having global or local reputation.
The commonness between global and local reputation is the high votes, while the difference be-
tween them is the hits number. Explained in the previous section, the content quality of post is
somehow consistent with the feedback from the users, and the good feedback is classified into
two groups having global and local reputation. One threshold for votes is needed to remove the
posts having lower votes. To avoid the manipulation of high votes from abusive users, a mini-
mum number of voters is set for the posts having high votes. And the threshold for hits is further
used to classify the posts having higher votes into the posts having global and local reputation
respectively.

After post clustering, each post has been assigned a cluster composing by other conceptually
related posts. Next step is to remove the senseless clusters and select the potential clusters for
recommendation. Two factors affect the refinement of clusters: one is the number of posts in a
cluster, and the other is the reputation of a cluster. The reputation of a post cluster is composed
by the reputation of the posts it has. The number of hits that a post cluster received is far larger
than those of its comment and votes, so the reputation of a cluster can be simplified as the num-
ber of hits. The clusters having very few related posts and very little response from visitors are
definitely not proper for recommendation, though in some cases the community moderator has
to investigate the reason for the few usage feedback.

Suppose that a group of clusters are refined, now we focus on how to select a representative
post from each cluster for recommendation. We use the simple linear integration of hits and votes
each post has. The final rank of a post R(p) is decided by its hit rank Rh(p) and vote rank Rv(p)
compared with other posts in the same cluster: R(p) = α×Rh(p) + β ×Rv(p), where α+ β = 1.

12.4 Summary for This Chapter

In this chapter, we have explained our strategy of finding high reputation articles in an online
community: firstly clustering the conceptual related posts, and then selecting the representatives
from each clusters based on their popularity ranks. The selected posts by this method guarantee
the enough coverage on the discussed topics in an online community and the high quality shown
by the popularity. We will further explain the experiment in the next chapter.





Chapter 13

Further Discussion on Recommendation

In this chapter, we further discuss and evaluate the experiment results on recommending the
high reputation articles on IT-Gipfelblog.

Chapter Organization We firstly give the comparison among tags, keywords and contexts in
Section 13.1; and based on the comparison, we discuss the clustering results on different methods
in Section 13.2. Finally, the summary of chapter is given in Section 13.3.

13.1 Comparison among Tags, Keywords and Contexts

In this section, we give the comparisons between tags, keywords and contexts on post clustering.
The post clustering is implemented over 264 posts covering most IT topics, and 953 tags were
marked for these posts. After stemming and removing the common used stop words and those
happening in less than 3 posts, we got 3180 keywords from 9447 stemmed words. The tags include
the single words and pieces of combinations of words as well. Table 13.1 shows the general
statistics on tags, keywords and posts.

After stemming the tags, we found the size of intersection between tags and keywords is 386,
which means that 60% tags used are not included in the text of posts. Though both tags and
keywords reflect the post content, they are generated from differen ways: the former are from
the feedback of the users or the meta data from the moderator, while the latter come from the
post content itself and are retrieved by NLP technologies. We further investigate the difference
between clustering results from tags and keywords. Figure 13.1 gives the maximum and average
similarity of a post compared with other posts based on tags and keywords. This figure shows
that there is few dependency between tags and keywords on discriminating posts, and the big
divergence between tag set and keyword set affects greatly locating the nearest partner for a post.

Figure 13.2 displays the log marginal likelihood under different inner cluster similarity thresh-
olds based on tags and keywords. A fact should be noted that the number of posts based on tags
is larger than that on keywords, because there are some posts with only videos while without
texts, but they are marked with tags. From Figure 13.2, we explain the followings:

Table 13.1: Max, Min and Avg number: tags/post, keywords/post, posts/tag and posts/keyword
Tags/post Keywords/post Posts/tag Posts/keyword

Max. 36 314 109 117
Min. 2 1 1 3
Avg. 12 62 4 8
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Maximum similarity of a post Average similarity of a post

Figure 13.1: Post Similarity: Tags vs. Keywords

(a)Log marginal likelihood θ = 0.1 (b)Log marginal likelihood θ = 0.3

Figure 13.2: Clusters Tags vs. Keywords

1. the empty areas between 0 and the starting curves in both (a) and (b) mean that no new
clusters are emerged after some iterations under a inner cluster similarity threshold. A
lower threshold generates more clusters than a higher one;

2. with the decreasing of inner cluster similarity threshold, the maximum likelihood is caught
at the stop of iterations. If similarity threshold is set 0, the maximum likelihood is got at the
only one cluster including all the posts;

3. clusterings under tags and keywords generate the similar likelihoods distribution, only dif-
fer numerically, and vary at the points of iteration stop and the maximum likelihood;

4. the reason, why there is the great shifting of the number of clusters generated at the max-
imum likelihood from θ = 0.1 to θ = 0.3 ( 25 vs. 200 for both tags and keywords), is the
compositions of posts: some of them are highly semantically related, some are in lower
similarities, and some posts are totally in uninvolved topics; and

5. likelihood computed based on tags is always larger than that on keywords, this is because
the dimension of tags is much smaller than that of keywords which reflects a high confi-
dence on representing the concept of posts.

The higher inner cluster similarity threshold could generate more clusters, and lower thresh-
old could cluster posts more compactly. However, it makes no sense to cluster all posts in one
cluster by setting inner cluster similarity threshold as 0. In practice, the number of clusters formed
at the maximum likelihood is even far larger than the allowed recommendation space within a
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web page, is 10 usually, and 20 at most. The dimensions of tags and keywords affect greatly
selecting inner cluster similarity threshold.

HAC method merges two clusters with maximum similarity at each iteration, which means
that the number of clusters based on tags and keywords reduce in the same pace during itera-
tion process. Figure 13.3 shows the clustering similarity between tags and keywords at different
emerging steps under inner cluster similarity threshold θ = 0.0, which means that all the posts
are merged into one cluster at the last iteration step. From this figure, the clustering similarity
gets its minimum value when the cluster number is 17.

Figure 13.3: Clustering Similarity Figure 13.4: Coverage of clusters under LDA

Now we discuss the cluster results based on hidden topics retrieved by LDA. We tried setting
different number of topics and selected the top K posts to form a post cluster for every topic. Fig-
ure 13.4 gives these two coverage measurements under different topic numbers. It is noticed that
with the increasing of topic number, the coverage increases in a stable tendency (when T > 20,
and T is the number of topics). However, a high number of topics is not practical in compacting
the posts, and an idea number topics should have the ability to compact the posts effectively and
have a high coverage as well. Seen from this figure, a high coverage with a high compacting
ability is reached at T = 20, which means that partitioning the posts into 20 clusters is an ideal
choice.

We observed that the discovered topics by LDA are not so semantically intuitive as those by
tags-based, and this will be further discussed in next Section. The reason for this is that the quality
of selected words for each posts is highly domain biased, which is the same problem to keyword-
based clustering.

13.2 Criteria on Evaluating Recommendation

As discussed in Section 4.5 on pattern evaluation and interpretation, technical, expert and task
oriented standards are used to judge the usage interest. To evaluate the clustering results the-
oretically, routine technical criteria like precision and recall are usually used. These criteria are
properly necessary when clustering on huge corpus in which the independency can be regarded
in the generation of documents. However, in an online community interest oriented, where the
number of posts is controlled and the related topics are guided and maintained by the moderator,
precision and recall criteria are not practical in the post recommendation. But it is necessary to
evaluate the quality of recommended posts, especially for the discrimination between tags, key-
words, contexts and users. Here we use the human reviews to approximate this goal, which is the
combination of expert and task oriented standards.

In our experiment, 3 moderators were asked to do the following work:
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Figure 13.5: Error in clustering based on tags

Figure 13.6: Error in clustering based on top 10 keywords

1. reading through the clustering results and giving the topics for every clusters; and

2. in every cluster, marking the posts that are not properly related with the cluster’s topics

Based on the feedback of reviewers, we could evaluate the precision of different clustering strate-
gies.

Figure 13.5 gives the moderators’ reviews on the clusters based on tags under inner cluster
similarity threshold 0.1, and 21 clusters are built. The topics every cluster is related are selected
from the marked tags.

Figure 13.6 shows the reviews on the clusters based on top 10 keywords under inner cluster
similarity threshold 0.1, and 36 clusters are built. The topics every cluster has are selected from
the keywords. Definitely, we tried as well selecting top 20 and top 30 keywords to cluster posts.
The numbers of clusters by selecting top K keywords under the same inner cluster similarity
threshold are not greatly different, which is shown in Figure 13.8. When considering all the key-
words stemmed from posts into clustering, K > 61 averagely, the number of clusters is 20 under
similarity threshold 0.1. This means that the number of keywords (but must reach one value) is
unimportant to represent the content of posts. However, the compositions of clusters are greatly
different between top 10, 20 and 30 words. Moreover, it is hard to summarize the topics a cluster
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Figure 13.7: Error in clusters based on contexts

has when using top 20 and 30 keywords, this shows that the clustering error is very high. This is
due to three reasons:

1. the first is that the risk on misclassification rises wit the increasing of K statistically;

2. the second is the quality of keywords, which depends not only on tf × idf value, but also
the semantic domain; and

3. the third is the negative effect of the posts with videos, in which the text content is not
enough to describe the semantics of a post.

Figure 13.7 presents the reviews on the clusters based on contexts by LDA. The number of
topics is set 20, at which a relatively high capacity and compactness is reached. For every cluster,
we select top 10 posts based on their posterior possibilities.

Figure 13.8: Cluster numbers: top K words Figure 13.9: Error: tags vs. top 10 keywords

We compare the reviews on tags, keywords and contexts from two sides: error ratio and qual-
ity of cluster topics. The former is measured by the sum of posts divided by the number of posts
clustered in error, and the comparison is given in Figure 13.9. The error on tags is much lower
than those on top K keywords and contexts. The cluster topics based on tags are much human
understandable than those on keywords and contexts, for example, the non semantic topics like
”women”, ”interview”, ”vorstand” and ”AG” are found from keywords.

The gap exists apparently between the ”cluster topics” marked by human reviews and those
retrieved automatically by clustering or LDA, clustering based on tags supplies much intuitive
and exact results than keywords and contexts based methods.
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13.3 Summary for This Chapter

This chapter continued the discussion on our experiment on finding and recommending high
reputation articles in a social site. The evaluation criteria for expert reviewers was explained in
this chapter. The judgement from reviewers showed that HAC clustering based on tags is better
than those on keywords and hidden topics. From the work discussed in Part III, we draw the
following conclusions on finding and recommending high reputation articles in a social site:

1. global and local reputation is ubiquitous in an online community;

2. the reputation one article received can be somehow proven on its content features; and

3. HAC clustering based on tags is a suitable way to cluster the content related articles in a
social site.
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Conclusions and Future Work

Usage interest analysis is a strategic important and challenging task for online business. Dur-
ing the data mining process, the challenging tasks are: processing huge volume data, man-

aging high dimension relations, discovering potential patterns among entities and interpreting
interesting patterns.

This thesis illustrates the methodologies and shows the evidence on finding online usage in-
terest by analyzing the spontaneous, notably imperfect and greatly noisy usage data. We imple-
mented the mining methodologies on different kind of web sites: on a public portal site, on a
web-streaming e-learning site and on a social site. The contributions of this thesis are listed:

1. solving the problem of recovering individual navigation behaviors in browsing an informa-
tion portal site, which is the necessary premise for the posterior usage pattern mining;

2. giving a general and unified method on tracking the changes of web navigation patterns,
which not only locates the nearest version of a pattern in posterior time span, but measures
its internal and external variances from structural and semantic sides;

3. modeling the learning interest on browsing kinds of streaming lectures and discovering the
learning interest by answering six questions;

4. measuring the changes of learning interest on the same course from different semesters,
which integrates the variance of usage interest with the difference of the courses in different
years; and

5. presenting a framework on evaluating and recommending high reputation articles in a so-
cial site, which is based on the proof that the articles are classified into local and global
categories based on their reputation. The proposed framework considers the balance be-
tween the article concept and usage feedback, between the interest from major users and
minor users.

On different site, we have had different usage data, used different mining methods, imple-
mented different platforms and discovered different formats of usage patterns and usage interest.
However, the logic behind mining usage interest on different web sites is the same: understand-
ing the data is the key for knowledge discovery. From the work on data investigation and dis-
covery, we learnt that the significance of usage mining is to depict and discover the usage patterns
in a more compressed, structured, direct and understandable way from the huge, unstructured,
indirect and un-interpretable usage data.

This thesis concentrates on discovering the structural usage patterns from the technical side,
which belongs to the indirect investigation on usage interest. However, we have to admit that
there is still a long way on understanding the usage interest from their usage data, especially on
letting the mined information be more readable, acceptable and applicable. Because usage interest
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and patterns cover a huge scope, there is no universal template and standard to model the usage
interest, and treating the usefulness of the newly discovered information is a more subjective task.
Moreover, for the web sites discussed in this thesis, which are open and no-profit driven, there is
the lack of widely accepted standard to evaluate the exactness and success of web services and
web sites. So three directions stand in front of us for the research in the future:

1. finding other methods on pattern discovery and evaluation, especially restricted on the con-
crete mining targets;

2. making a large scale direct investigation on the web users and comparing it with the mined
results in this thesis; and

3. covering other usage data, especially the online shopping, online map search, and online
gaming site, on which the users express their interest in a more direct way.
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