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Zusammenfassung

Die Funktion lebender Zellen basiert auf Transport und Interaktion von Biomole-
külen. Zur genauen Untersuchung dieser dynamischen Prozesse in lebenden Zellen
eignen sich Fluoreszenzfluktuationsspektroskopieverfahren (FFS). Diese nutzen durch
Diffusion oder andere Prozesse auftretende Fluktuationen, um Größen auf molekula-
rer Skala durch statistische Analyse des Signals fluoreszenzmarkierter Moleküle zu
ermitteln. Insbesondere können die Konzentration der Moleküle und ihre mittlere
Verweildauer im Beobachtungsvolumen quantifiziert werden. Außerdem lassen sich
molekulare Interaktionen anhand des mittleren Signals pro Molekül, der sogenannten
molekularen Helligkeit, und der Kreuzkorrelation der Signale verschieden markierter
Moleküle untersuchen.
In der vorliegenden Arbeit wurden verschiedene FFS Methoden etabliert und zur
Erforschung biologischer Prozesse genutzt. Um Dynamiken und Bindungsvorgänge
an der Zellmembran zu untersuchen, wurde Fluoreszenzkorrelationsspektroskopie
(FCS) unter Nutzung eines linearen Scanwegs (sFCS) verwendet. Außerdem wurde
die Oligomerisierung von Proteinen mittels Number&Brightness (N&B) Analyse
räumlich aufgelöst. Verschiedene Korrekturverfahren wurden validiert und angewandt,
um die erhobenen Daten von Störquellen wie Bleichen der Fluorophore oder Hinter-
grundsignalen zu bereinigen sowie instrumentelle Größen wie Detektionsrauschen
zu kalibrieren. Darüber hinaus konnten durch spektral aufgelöste Aufnahme des
Fluoreszenzsignals sowie Analyse höherer statistischer Momente mehrere Molekülpo-
pulationen gleichzeitig detektiert werden.
Mittels Zweifarben-sFCS und -N&B wurde anschließend das Amyloidvorläuferpro-
tein APLP1 untersucht, welches an Synapsen, den Kontaktstellen von Neuronen,
lokalisiert. Mit dem verwendeten Ansatz konnte zum ersten Mal direkt in lebenden
Zellen nachgewiesen werden, dass APLP1 spezifische Bindungen an Zellkontaktstellen
eingeht. Des Weiteren konnte gezeigt werden, dass Zinkionen eine Anreicherung und
verstärkte Interaktion von APLP1 induzieren. Diese Beobachtungen unterstützen
die Hypothese, dass APLP1 die Adhäsion benachbarter Zellen vermittelt und diese
Funktion konzentrationsabhängig durch Zinkionen reguliert wird.
Zur Untersuchung von APLP1 wurde es genetisch mit Fluoreszenzproteinen wie
dem rot fluoreszierenden Protein mCardinal fusioniert. Bei der Bestimmung des
Oligomerisierungszustands von APLP1 ergaben sich unter Verwendung verschiedener
Fluorophore unterschiedliche Ergebnisse. Diese deuteten darauf hin, dass ein Teil der
mCardinal Proteine nicht fluoreszierte. Um zu einem tieferen Verständnis dieses Phä-
nomens und dessen Einfluss auf Interaktionsmessungen zu gelangen, wurden häufig
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verwendete Fluoreszenzproteine systematisch evaluiert. Auf diese Weise konnten zwei
Proteine identifiziert werden, grün fluoreszierendes mEGFP und rot fluoreszierendes
mCherry2, die den geringsten Anteil an nicht fluoreszierenden Zuständen aufweisen
und sich deshalb am besten für Interaktionsmessungen eignen. Mittels eines einfa-
chen Korrekturschemas basierend auf der experimentellen Bestimmung des nicht
fluoreszierenden Anteils konnten genaue Messungen des Oligomerisierungszustandes
von Proteinen in lebenden Zellen vorgenommen werden, was für biologisch relevante
Proteine mit bis zu 12 Untereinheiten erfolgreich gezeigt werden konnte.
Im letzten Teil der Arbeit wurden Diffusionsvorgänge in bakteriellen Biofilmen
untersucht. Biofilme werden von Bakterienkolonien gebildet, die auf Oberflächen
wachsen und beispielsweise zur Verbreitung multiresistenter Keime in Krankenhäu-
sern beitragen. Bei der Bildung von Biofilmen spielen Polymere, die von Bakterien
produziert werden, eine entscheidende Rolle. Diese füllen die Zwischenräume im
Biofilm mit einer Art Gel, der sogenannten Biofilmmatrix. Anhand von FCS und
Einzelpartikelverfolgung konnte gezeigt werden, dass Diffusion von Partikeln in einem
rekonstituierten Gel stark von deren Größe sowie der Konzentration der Polymere
abhängt. Das untersuchte System bestand hierbei aus langkettigen Zuckermolekülen,
die von Biofilmen aufgereinigt wurden und als Modellsystem für die Biofilmmatrix
dienten. Im physiologischen Konzentrationsbereich bildete sich ein Polymernetzwerk
aus, durch das sich kleine Teilchen frei bewegen konnten, größere Partikel wie z.B.
Bakteriophagen jedoch stark verlangsamt wurden. Dies lässt vermuten, dass die
Biofilmmatrix die Funktion eines größenabhängigen Filters aufweist. Zersetzung der
Polymere mittels Enzymen, die natürlich in Bakteriophagen vorkommen, führte zu
freier Diffusion auch größerer Partikel. Die gewonnen Ergebnisse deuten darauf hin,
dass solche Enzyme für Phagen eine Schlüsselfunktion besitzen, um Biofilme besser
durchdringen und somit Bakterien effizienter infizieren zu können. In Kombinati-
on mit Bakteriophagen könnten (zielgerichtet optimierte) Enzyme dieser Art eine
vielversprechende, spezifischere Alternative zu konventionellen Antibiotika bei der
Bekämpfung multiresistenter Keime darstellen.
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Abstract

Living cells rely on transport and interaction of biomolecules to perform their diverse
functions. A powerful toolbox to study these highly dynamic processes in the native
environment is provided by fluorescence fluctuation spectroscopy (FFS) techniques.
In more detail, FFS takes advantage of the inherent dynamics present in biological
systems, such as diffusion, to infer molecular parameters from fluctuations of the
signal emitted by an ensemble of fluorescently tagged molecules. In particular, two
parameters are accessible: the concentration of molecules and their transit times
through the observation volume. In addition, molecular interactions can be measured
by analyzing the average signal emitted per molecule - the molecular brightness -
and the cross-correlation of signals detected from differently tagged species.
In the present work, several FFS techniques were implemented and applied in differ-
ent biological contexts. In particular, scanning fluorescence correlation spectroscopy
(sFCS) was performed to measure protein dynamics and interactions at the plasma
membrane (PM) of cells, and number and brightness (N&B) analysis to spatially
map molecular aggregation. To account for technical limitations and sample related
artifacts, e.g. detector noise, photobleaching, or background signal, several correction
schemes were explored. In addition, sFCS was combined with spectral detection and
higher moment analysis of the photon count distribution to resolve multiple species
at the PM.
Using scanning fluorescence cross-correlation spectroscopy and cross-correlation N&B,
the interactions of amyloid precursor-like protein 1 (APLP1), a synaptic membrane
protein, were investigated. It is shown for the first time directly in living cells, that
APLP1 undergoes specific interactions at cell-cell contacts. It is further demonstrated
that zinc ions induce formation of large APLP1 clusters that enrich at contact sites
and bind to clusters on the opposing cell. Altogether, these results provide direct
evidence that APLP1 is a zinc ion dependent neuronal adhesion protein.
In the context of APLP1, discrepancies of oligomeric state estimates were observed,
which were attributed to non-fluorescent states of the chosen red fluorescent protein
(FP) tag mCardinal (mCard). Therefore, multiple FPs and their performance in
FFS based measurements of protein interactions were systematically evaluated. The
study revealed superior properties of monomeric enhanced green fluorescent protein
(mEGFP) and mCherry2. Furthermore, a simple correction scheme allowed unbiased
in situ measurements of protein oligomerization by quantifying non-fluorescent state
fractions of FP tags. The procedure was experimentally confirmed for biologically
relevant protein complexes consisting of up to 12 monomers.
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In the last part of this work, fluorescence correlation spectroscopy (FCS) and single
particle tracking (SPT) were used to characterize diffusive transport dynamics in a
bacterial biofilm model. Biofilms are surface adherent bacterial communities, whose
structural organization is provided by extracellular polymeric substances (EPS) that
form a viscous polymer hydrogel. The presented study revealed a probe size and
polymer concentration dependent (anomalous) diffusion hindrance in a reconstituted
EPS matrix system caused by polymer chain entanglement at physiological concen-
trations. This result indicates a meshwork-like organization of the biofilm matrix
that allows free diffusion of small particles, but strongly hinders diffusion of larger
particles such as bacteriophages. Finally, it is shown that depolymerization of the
matrix by phage derived enzymes rapidly facilitated free diffusion. In the context of
phage infections, such enzymes may provide a key to evade trapping in the biofilm
matrix and promote efficient infection of bacteria. In combination with phage appli-
cation, matrix depolymerizing enzymes may open up novel antimicrobial strategies
against multiresistant bacterial strains, as a promising, more specific alternative to
conventional antibiotics.
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1 Introduction

Biological processes rely on transport and interactions of biomolecules in living cells
and tissues. Classical biochemical or biophysical methods investigate biomolecules
after isolation from their native environment. The advent of high resolution light
microscopy and spectroscopy techniques has revolutionized life sciences, enabling
the direct observation of molecular processes in living systems. In particular, these
techniques not only visualize cellular components, but also provide tools to extract
quantitative information such as the concentration and stoichiometry of protein
complexes involved in biochemical reactions underlying major cellular functions. In
addition, molecular transport types and rates are accessible, contributing to a mecha-
nistic understanding of dynamic cellular processes. Such quantitative parameters form
the basis for physical models of biological systems, enabling to quantitatively predict
cellular behavior or identify key factors that could be targeted for the treatment of
certain pathologies.

1.1 Fluorescence fluctuation spectroscopy

In the last decades, FFS techniques have emerged that provide the above-mentioned
quantitative analyses. These spectroscopy techniques are based on statistical analyses
of the fluctuating signal that is emitted by fluorescent molecules. The most prominent
variant is FCS, which was experimentally realized for the first time in a seminal and
fascinating work by Magde et al. (1972) to measure diffusion and binding of ethidium
bromide to DNA. A technical comparison of nowadays standard confocal FCS setups
to the experimental system used at that time further highlights the groundbreaking
work. While sub-fL focal volumes and ns time resolution are achieved today with
high numerical aperture (NA) objectives and fast photon counting detectors, the
setup of Magde et al. had a more than 10, 000-fold larger focal volume and poor time
resolution of around 10 ms. Moreover, instead of using nowadays available dichroic
beam splitters, excitation and detection light were separated using a solution filter
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Introduction

that absorbed the excitation wavelength.
Only few years later, the same setup was used to measure lipid diffusion in planar
lipid bilayers (Fahey et al., 1977) and receptor diffusion in the PM of rat myoblast
cells (Elson et al., 1976), marking the first application of FCS in living cells. Major
advancements in microscopy technologies, e.g. the emergence of stable laser sources,
high NA objectives, and fast sensitive single-photon counting detectors promoted
the transition from a cuvette to a microscopy based technique using the confocal
scheme, which was implemented in the 1970s and 1980s.
Besides technical challenges in early years, the principle of FCS, illustrated in fig. 1.1,
is fairly simple. In the standard point fluorescence correlation spectroscopy (pFCS)
mode, the fluorescence signal F (t) of a low concentration (< 1µM) of fluorescent or
fluorescently tagged molecules moving through the focal volume is measured over
time. This signal is obtained by focusing laser light through a high NA objective
and detecting the fluorescence with high temporal resolution, e.g. using an avalanche
photo diode (APD). Then, the auto-correlation function (ACF) G(τ),

G(τ) = 〈δF (t)δF (t+ τ)〉t
〈F (t)〉2t

, (1.1)

of the signal fluctuations, δF (t) = F (t)− 〈F (t)〉t, is analyzed. The fluctuations arise
from the motion of particles through the focal spot. Finally, suitable mathematical fit
models Gfit(τ) that take the particular transport dynamics into account are applied
to extract quantitative parameters. In particular, the number of particles N that are
on average present in the focal volume and the average transit time τd are determined.
In the case of diffusion, τd is an approximate measure of how much time it takes
particles on average to diffuse through the focal volume. The particle number N is
obtained from the amplitude of the ACF, N = 1/Gfit(0) (see fig. 1.1). This relation
is a consequence of the Poisson statistics governing the fluctuations of the number of
particles present in the focal volume.
To determine absolute parameters, calibration of the focal volume dimensions is
required. Assuming a Gaussian profile, characterized by the lateral elongation ω0 and
axial elongation z0 = Sω0, where S is the structure parameter (typically between 4
and 8), the effective detection volume is given by Veff = π3/2Sω3

0 (typically around
0.5-1 fL). Using this expression, the average particle concentration and translational
diffusion coefficient can be calculated:

c = Veff

N
, (1.2)

D = ω2
0

4τd
. (1.3)
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In addition to translational diffusion, faster processes such as photophysical transi-
tions of dye molecules or even rotational diffusion dynamics can be analyzed. Another
important parameter is the molecular brightness, ε = 〈F (t)〉t/N , i.e the average
number of photons detected per diffusing molecule and unit of time. This quantity
provides a measure of molecular aggregation.

Figure 1.1: Scheme of FCS (from Chiantia et al. (2009)). The ACF G(τ) of the
detected fluorescence signal is calculated according to eq. 1.1. A mathematical model Gfit(τ)
(solid line in the graph on the right-hand side), derived for the dynamic process driving the
fluctuations, e.g. diffusion, is fitted to the ACF to extract quantitative parameters such as
the average particle number N or the transit time τd.

An important achievement for biomolecular applications was the development of
fluorescence cross-correlation spectroscopy (FCCS) by Schwille et al. (1997), who
extended FCS to two spectral channels, allowing to study hetero-interactions of
two differently tagged molecule species. The FCCS analysis is based on the spectral
cross-correlation Ggr(τ) of signals Fg(t), Fr(t) detected in two channels, as a measure
of the coincidence of signal fluctuations,

Ggr(τ) = 〈δFg(t)δFr(t+ τ)〉t
〈Fg(t)〉t〈Fr(t)〉t

. (1.4)

In this context, the application of FPs as genetically encoded protein tags provided
a key technology (Chalfie et al., 1994). In combination with FCCS, it was finally
possible to quantify biomolecular interactions directly inside a living cell (fig. 1.2).
The success of FCS/FCCS in cellular applications also results from the fact that
these techniques requires low, sub-micromolar concentrations (corresponding to few
10 s to 100 s of particles or less), thus coinciding with endogenous concentrations of
many cellular molecules.
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rescent labeling. Thanks to the inherent averaging of thousands 
of single-molecule diffusion events, fluorescence autocorrelation 
spectroscopy determines diffusion coefficients within short acqui-
sition times (usually tens of seconds) and with excellent statistics. 
Compared with fluorescence recovery after photobleaching, much 
lower probe concentrations and laser powers are used, minimiz-
ing the perturbation to the biological system. But very slow diffu-
sion processes, such as the mobility of some large receptor-ligand 
complexes in the plasma membrane8, cannot be measured reliably. 
Depending on the properties of the system of interest, FCS may be 
more convenient to apply or may provide information that is inac-
cessible by other techniques. For example, FCS has been used for 
the precise determination of diffusion coefficients of DNA mol-
ecules of different sizes in living cells, crowded solutions, cytosol 
extracts and artificial actin networks9. The results have indicated 
that the actin cytoskeleton is the cause of obstructed diffusion.

Fluorescence autocorrelation also provides a fast way for assess-
ing the binding of small molecules to membranes (Fig. 1b), as 
the free molecules can be clearly distinguished from the mem-
brane-bound molecules because they diffuse at least one order 
of magnitude faster (Box 1). The ligand molecules are allowed to 
bind to liposomes10 or to a large membrane sheet that is almost 
completely planar on the scale of the focus, that is, a supported 
lipid bilayer11, a free-standing lipid bilayer of a giant unilamel-
lar vesicle12 or the plasma membrane of a live eukaryotic cell1,13. 
Using this approach, Briddon et al.14 determined the diffusion 
coefficient D of a fluorescence-labeled antagonist and the dis-
sociation constant Kd of its binding to the A1-adenosine receptor 
(a G protein–coupled receptor), which had been introducted into 
Chinese hamster ovary cells.

The use of fluorescence autocorrelation for binding analysis, 
however, is limited to applications in which the binding event 

significantly and specifically reduces the diffusion of the labeled 
species. Otherwise, both binding partners need to be labeled and 
cross-correlation (FCCS) must be done (Box 1).

Applications of dual-color FCCS
Enzymatic cleavage. The idea of dual-color FCCS was first real-
ized experimentally by Schwille et al.15 with the use of a confocal 
microscope setup with filters for spectral separation and avalanche 
photodiodes for detection. Synthetic DNA oligonucleotides labeled 
with a different dye at each end were introduced as a test system, 
and the kinetics of oligonucleotide cleavage by restriction endo-
nucleases were monitored by FCCS16. An analogous, protein-based 
FCCS assay was developed by Kohl et al.17, who engineered fusion 
proteins consisting of a green and a red fluorescent protein and a 
peptide linker with a protease cleavage site. Proteolytic assays were 
done on purified fusion proteins in solution first and then in the 
live cell. If the linker in the fusion protein contained a caspase-3 
cleavage site, the relative cross-correlation decreased as the cells 
began to undergo apoptosis and the fusion protein was cleaved18. 
This was not noted for caspase-insensitive linkers19.

Protein-protein interactions in signaling processes. Dual-color 
FCCS has also been applied to living cells to monitor the Ca2+-
dependent binding of calmodulin (CaM)20 (Fig. 1b). Calmodulin is 
a versatile intracellular Ca2+ sensor that binds to a variety of effec-
tor molecules. Autocorrelation measurements of Alexa Fluor 633–
labeled CaM show that intracellular diffusion of the small CaM 
molecule (17 kDa) is substantially more hindered in conditions 
that promote binding (the addition of Ca2+ and ATP) than in con-
ditions of low Ca2+. By doing FCCS measurements of Alexa Fluor 
633–labeled CaM in combination with enhanced green fluorescent 
protein (eGFP)–labeled Ca2+/CaM–dependent kinase II (CaMKII), 

Figure 1 | Parameters assessed by FCS and FCCS. (a) Applications of fluorescence autocorrelation (top) and cross-correlation (bottom). FCS (top; for details 
see ref. 7) can determine both particle concentration and mobility. The latter depends on the size of the diffusing particle, on the viscosity of the surrounding 
phase, and obstacles therein. Directed transport can be distinguished from free Brownian diffusion by analysis of the shape of the autocorrelation curve. The 
eGFP protein can be used as a pH indicator by analysis of its ‘blinking,’ which is the result of reversible protonation occurring in the chromophore. In FCCS 
(bottom), the cross-correlation amplitude in conjunction with the autocorrelation amplitudes provides information on binding, enzyme kinetics or dynamic 
colocalization in small, diffusing entities (vesicles). (b) Examples of autocorrelation (top) and cross-correlation (bottom) experiments. In autocorrelation 
experiments (top), as indicated by the dotted lines, the diffusion time (τdiff) can be read from the half-maximum decay of G(τ). Based on the detection 
volume calibration, it is converted into the diffusion coefficient D (see Box 2). The membrane-bound ligand (τdiff = 1.5 ms) diffuses significantly more slowly 
than the free ligand (τdiff = 0.11 ms)8. The curves have been ‘amplitude-normalized’ by multiplication with Neff (see Box 2). In cross-correlation experiments 
(bottom; cross-correlation curves in black indicated by an arrow), a high cross-correlation amplitude relative to the autocorrelation amplitudes (as on the 
left) indicates substantial binding. A cross-correlation amplitude close to zero (as on the right) indicates an absence of binding.
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Figure 1.2: Applications of FCS and FCCS (from Bacia et al. (2006)). FCS and
FCCS have evolved to widely used in situ techniques, which have been applied to quantify,
for example, the concentration of biomolecules inside living cells, phase partitioning of
biomembranes, binding of ligands to membrane receptors, the stoichiometry of biochemical
reactions, and the kinetics of enzymatic processes.

While well suited for measurements in homogeneous solutions, pFCS has, however,
still several limitations for broad applications in cellular systems. Most importantly,
it lacks spatial information since the measurement is only performed in a small
volume at a specific location inside the cell. For comparison, the volume of a HeLa
cell is around 2, 500 fL (BioNumbers, BNID 103725), thus ca. 5, 000 times bigger
than a typical focal volume in pFCS. Moreover, pFCS in systems showing slow
dynamics, for example biomembranes, suffers from significant photobleaching. Due
to the continuous illumination, fluorophores may bleach before the tagged molecules
exhibits number fluctuations caused by diffusion.
To overcome these issues, several FCS modalities have been developed (see fig. 1.3),
such as sFCS (Petrásek and Schwille, 2008, Ries et al., 2009a, Ries and Schwille, 2006),
two-focus FCS (2fFCS) (Dertinger et al., 2007), and imaging FCS (Krieger et al.,
2015), the latter requiring fast, sensitive cameras as well as parallelized illumination
of multiple pixels, achieved through spinning disc (Sisan et al., 2006), total internal
reflection (TIRF) (Kannan et al., 2007), or light sheet illumination (Wohland et al.,
2010). Some of these techniques, e.g. sFCS and 2fFCS, exploit spatial correlations, i.e.
cross-correlation of signals detected in distinct pixels or detection volumes, allowing
to extract absolute parameters without an external focal volume calibration.
The first sFCS implementation was already presented by Petersen (1986) using the
concept of fast beam scanning. In the mid 1980s, this technology replaced the previous,
much slower scanning scheme of first confocal microscopes that moved the sample
to scan an image. For measurements on cellular membranes, sFCS perpendicular
to the PM proved beneficial. This modality provides the possibility to correct for
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lateral movement of cells and thus enables the extended acquisition times that are
required to investigate particularly slow diffusion dynamics (Ries and Schwille, 2006).
The intrinsic stability paved the way for sFCS measurements of receptor-ligand
interactions in living embryos of multicellular organisms (Ries et al., 2009c).

In addition to FCS, many more fluorescence fluctuation methods have been developed
in the last 20 years, such as raster image correlation spectroscopy (RICS) (Digman
et al., 2005), pair-correlation function (pCF) analysis (Digman and Gratton, 2009),
N&B (Digman et al., 2008), photon counting histogram (PCH) (Chen et al., 1999),
fluorescence cumulant analysis (FCA) or time-integrated fluorescence cumulant
analysis (TIFCA) (Müller, 2004, Wu and Müller, 2005), spatial intensity distribution
analysis (spiDA) (Godin et al., 2011), and image mean square displacement (iMSD)
(Rienzo et al., 2013). All these variants are mostly performed on confocal microscopy
systems. Together with two-color extensions based on cross-correlation analysis of
two distinct spectral channels they expand the FFS toolbox.

Figure 1.3: Schematic of pFCS/sFCS and imaging FCS modalities (adapted
from Weidemann et al. (2014)). Standard pFCS can be used to measure in solution,
the cell cytoplasm, and at the apical or basal PM. Point acquisition is also performed
for techniques that analyze higher moments of the photon count distribution, such as
the PCH or TIFCA. Alternatively, sFCS based on circular or linear beam scanning can
be applied to measure on the PM. Imaging FCS uses fast camera acquisition (e.g. on
an EM-CCD) combined with TIRF or light sheet illumination (e.g. for basal membrane
or intracellular measurements), providing concentration or diffusion maps via pixelwise
correlation analysis.

It is important to emphasize that the general concept underlying all FFS techniques,
i.e. detection of fluctuations of a signal that is on average constant, induced by
a microscopic, stochastic process, is based on an intrinsic equilibrium assumption.
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This assumption is often violated in biological systems, showing long-term non-
equilibrium dynamics such as a decay of the average fluorophore concentration due
to photobleaching or vesicles entering the focus via active transport in living cells.
Multiple schemes have been developed to correct for such artifacts and are explained
in the appendix (chapter 4).

1.2 Particle transport in biological systems

1.2.1 Directed transport and diffusion

In biological systems, two main modes of transport occur. First, passive transport, i.e.
diffusion, induced by random collisions of molecules with solvent or other molecules,
driven by thermal energy. Second, active transport, accomplished by energy consuming
cellular machines, e.g. molecular motors pulling cargo versicles along microtubules
inside cells. These two modes of transport follow different physical laws determining
their time evolution. An experimentally accessible quantity that can be used to
distinguish both types of motion is the ensemble mean square displacement (MSD),
i.e. the second moment of the probability distribution function P (~r, t) of a particles
position,

MSD(t) = 〈~r 2(t)〉 =
∫
~r 2P (~r, t) d3~r . (1.5)

Alternatively, the time-averaged mean square displacement (taMSD) of a single
particle moving along a trajectory ~r(t) is evaluated in many studies. For a trajectory
of length T , it can be defined as

taMSD(τ) = 1
T − τ

∫ T−τ

0
|~r(t+ τ)− ~r(t)|2dt . (1.6)

Often, an average of the taMSD over an ensemble of N trajectories is taken,

〈taMSD(τ)〉 = 1
N

N∑
i=1

taMSDi(τ) . (1.7)

For Brownian motion and sufficiently long measurement times, ensemble MSD and
taMSD are equal, 〈~r 2(τ)〉 = limT→∞ taMSD(τ), i.e. the process is ergodic.
The time dependent scaling of the MSD for different types of motion is shown in fig.
1.4.
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Figure 1.4: Time dependence of the MSD for different types of transport in
biological systems. Plotted are calculated MSDs with D = 1 (normal diffusion, eq. 1.8),
Γ = 1, α = 0.75 (subdiffusion, eq. 1.11), Γ = 1, α = 1.25 (superdiffusion, eq. 1.11), v2 = 6
(directed motion, eq. 1.9), for transport in 3D, in arbitrary units.

For normal Brownian motion with diffusion coefficient D in a d-dimensional space,
the MSD grows linearly with lag time τ ,

MSD(τ) = 2dDτ , (1.8)

whereas for purely directed motion with speed v, it scales with the square of the lag
time,

MSD(τ) = v2τ 2 . (1.9)

Thus, particularly for long-range transport, directed motion is much more efficient
than diffusion. A popular example illustrating the significance of active motion is
the transport of neurotransmitter carrying vesicles that are pulled along axons to
the synapse of nerve cells. If transported by mere diffusion, it would take vesicles
a few years to reach the synapse at a distance of 10 mm from the Golgi apparatus,
where cargo vesicles are packed and released.
In simple fluids, particles exhibit normal Brownian diffusion, characterized by the
diffusion coefficient D that depends on the temperature T and viscosity ηs of the
solvent, as well as on the size of particles (hydrodynamic radius Rh for spherical
particles), as stated by the Stokes-Einstein relation,

D = kBT

6πηsRh

, (1.10)

where kB is the Boltzman’s constant.
In more complex systems, e.g. crowded biological fluids, anomalous diffusion has
frequently been observed, showing a power-law scaling of the MSD with time,

MSD(τ) = 2dΓτα . (1.11)
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Here Γ is the generalized diffusion coefficient, having units m2/sα, and α the anomaly
exponent. Normal diffusion and directed motion are special cases of this relation
with α = 1 and α = 2, respectively.
Subdiffusion, i.e. MSD scaling with α < 1, has been observed in multiple systems.
For example, macromolecules and nanoparticles diffusing in the cytoplasm of cells
show subdiffusion (Etoc et al., 2018, Weiss et al., 2004). Superdiffusion (1 < α < 2),
on the other hand, has been attributed to a combination of directed and diffusive
motion and was observed, for instance, for the motion of microorganisms (Cherstvy
et al., 2018) and intracellular vesicle transport (Reverey et al., 2015). There are a
multitude of theoretical models that explain anomalous diffusion behaviors, such
as obstructed diffusion in highly crowded media, continuous time random walks
(CTRWs), fractional Brownian motion (FBM), or Lévy flights (Höfling and Franosch,
2013, Metzler et al., 2016, 2014, Weiss, 2014). Generally, the challenge in biophysical
research is to relate these models to the molecular nature of biological systems, and
to understand the interactions and dynamics that biomolecules undergo in such
systems.

1.2.2 Measuring particle transport with single particle tracking
and fluorescence correlation spectroscopy

A widely used technique to quantitatively investigate transport on the single particle
level is SPT. The history of SPT experiments goes back to Jean Perrin, who exper-
imentally confirmed the kinetic theory of Brownian motion by Einstein (1905) in
seminal work. By following the Brownian motion of grains in liquids and tracking
their positions over time (fig. 1.5), he was able to determine the Boltzman’s constant
with remarkable accuracy, using eqs. 1.8, 1.10, and the measured MSDs. In his nobel
lecture in 1926, he stated: "In several series of measurements I varied, with the aid
of several collaborators, the size of the grains (in the ratio of 1 to 70,000) as well as
the nature of the liquid (water, solutions of sugar or urea, glycerol) and its viscosity
(in the ratio of 1 to 125). They gave values between 55× 1022 and 72× 1022, with
differences which could be explained by experimental errors. The agreement is such
that it is impossible to doubt the correctness of the kinetic theory of the translational
Brownian movement." (Perrin, 1926)
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LAWS OF THE BROWNIAN MOVEMENT 115

We will deal first of all with the measurement of the

successive displacements (horizontal) undergone by the

same grain. To accomplish this we have only to note in the

camera lucida (under known magnification) the positions

occupied by a grain after successive equal time intervals.

In the adjoining figure three diagrams are shown, the scale

being such that sixteen divisions represent 50 microns.

These diagrams were obtained by tracing the horizontal

projections of the lines joining consecutive positions occu-

FIG. 8.

pied by the same mastic grain (radius equal to -53 ^) ; the

positions were marked every 30 seconds. It is clear from
these diagrams that the projection of each segment along any
horizontal axis whatever can readily be obtained (being

given by the abscissae or ordinates as measured by the squares
on the paper).
As a matter of fact diagrams of this sort, and even the

next figure, in which a large number of displacements are
traced on an arbitrary scale, gives only a very meagre
idea of the extraordinary discontinuity of the actual ti?a-

118 ATOMS

observed horizontal displacements in directions parallel to

themselves, so as to give them all a common origin.
1 The

extremities of the vectors obtained in this way should dis-

tribute themselves about that origin as the shots fired at a

target distribute themselves about the bull's-eye. This is

seen in the figure given below (Fig. 10), on which 500 of my
observations with grains of radius -367 ^ are recorded

;

positions of grains were noted every 30 seconds. The mean

FIG. 10.

square e2 of these displacements was equal to the square of

7-84
jit.

The circles marked in the figure have radii

e 2e 3e
, , ,

. . etc.444
Here again we have a quantitative check upon the theory ;

the laws of chance enable us to calculate how many points
should occur in each successive ring. In the table on the

following page, alongside the probability P that the end

point of a displacement should fall in each of the rings, are

given the numbers n calculated and found for 500 displace-
ments observed.

1 This comes to the same thing as considering only grains starting from the
same point.

i

Figure 1.5: SPT experiments performed by Jean Perrin (Perrin, 1916). Perrin
recorded trajectories of mastic grains of 0.53µm diameter in intervals of 30 s (left-hand
side), using a camera lucida, an instrument to record objects observed at the microscope.
Detected positions of 500 particles of 0.37µm size (right-hand side) were plotted by aligning
their initial positions to a common origin and the number of detections in equally spaced
rings counted to test the theoretical prediction for the MSD (eq. 1.8).

In a conventional fluorescence based SPT experiment, single fluorescent particles are
imaged with high frame rate on a fluorescence microscope. Then, particle trajectories
are reconstructed from the image stack by, first, localizing the central positions
of particles and, second, linking particle positions in subsequent frames. From the
trajectories, statistical parameters, such as the MSD, step lengths, or angles between
steps can be calculated in order to determine the type of motion underlying particle
dynamics, as illustrated in fig. 1.4. In biological applications, SPT measurements
often suffer from limited trajectory lengths, e.g. due to photobleaching, leading to
poor statistics for single trajectory parameters. Furthermore, particle concentrations
are required to be sufficiently low to localize single particles. The latter limitation
may be circumvented by using photoactivatable fluorophores, allowing to control
the concentration of fluorescent particles via the activation light intensity (Manley
et al., 2008). Nevertheless, the signal emitted by such fluorophores is limited and
they often suffer from poor photostability.
An alternative is provided by ensemble based FFS techniques such as FCS. They
are particularly suited for samples in which the concentration of molecules is higher
than in the single molecule regime. As illustrated in fig. 1.6, the shape of the ACF
in FCS shows characteristic differences between normal, directed, and anomalous
transport that can be exploited when fitting different transport models.

In addition, several FCS variants and FFS modalities have been developed to
quantify transport on multiple length scales, similar to MSD analysis in SPT.
These methods are based on FCS with variable focus size, e.g. spot-variation FCS
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(svFCS) (Wawrezinieck et al., 2005), stimulated emission depletion FCS (STED-FCS)
(Eggeling et al., 2009), and imaging FCS with pixel binning (Sankaran et al., 2013)
to obtain FCS diffusion laws, or exploit spatial correlations, e.g. pCF analysis (Baum
et al., 2014), iMSD (Di Rienzo et al., 2014, Rienzo et al., 2013).

Figure 1.6: Shape of ACF in FCS for different types of transport in biological
systems. ACF curves were calculated for diffusive transport in 3D (eq. 4.27), with τd = 1,
α = 1 (normal diffusion), τd = 1, α = 0.8 (subdiffusion), τd = 1, α = 1.2 (superdiffusion),
and directed motion (eq. 4.32 in 1D, d = 0, D = 0, ω0/v = 1), all with N = 1, in arbitrary
units.

1.3 Aims and content of the thesis

The central aims of this work were, first, to implement and optimize FFS techniques
for in situ measurements of molecular interactions and dynamics, and, second, to
apply these techniques to solve challenging biological questions: How do interactions
of amyloid precursor-like proteins contribute to their function at neuronal synapses?
Does the bacterial biofilm matrix provide diffusion barriers for nanoparticles, antibi-
otics, or novel antimicrobial agents such as bacterial pathogens?
To answer these questions, several FFS methods such as sFCS, pFCS and N&B were
performed in both, one-color and cross-correlation mode. Additionally, SPT was used.
The FFS techniques are introduced in more detail in the appendix, including de-
scription of data analysis workflows and results of simulations as well as experiments
validating their successful implementation. Additionally, several technical limitations,
sample related artifacts, and correction schemes are explored. In this context, it was
intended to investigate to which extent FP properties affect the quantification of
protein interactions in live cell measurements. Finally, spectral sFCCS is presented, a
technique that combines scanning fluorescence cross-correlation spectroscopy (sFCCS)
and spectral unmixing to enable multi-color sFCCS in living cells.
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1.3.1 Implementation of fluorescence fluctuation spectroscopy
to quantify protein-protein interactions mediating cell-cell
adhesion, applied to amyloid precursor-like protein 1

Cell-cell contacts are important interfaces in multicellular systems. A variety of
cell-cell interactions, e.g. adhesion or recognition, take place at such sites. On
the molecular level, these interactions are typically mediated by proteins that are
expressed at the cell surface and form complexes with proteins on neighboring cells
(trans interactions). An important type of cell-cell contacts are neuronal synapses,
where neurons transmit signals to neighboring neurons. The formation, maintenance,
and remodeling of neuronal synapses plays a key role in physiological processes such
as brain development and memory formation.
In the work presented in chapter 2.1, the neuronal type I transmembrane protein
APLP1 was investigated. APLP1 belongs to the family of amyloid precursor proteins
(APPs), which are involved in the pathogenesis of Alzheimer’s disease. In previous
work, it was shown that APLP1 has the strongest surface localization among all
APP family members (Kaden et al., 2009). Furthermore, it was found that APLP1
oligomerizes at the PM, triggered by µM concentrations of metal ions (Mayer et al.,
2014). Using N&B analysis in living cells, it could be shown in collaboration with the
Multhaup group (McGill University) that zinc ions specifically trigger APLP1 cis
interactions (i.e. APLP1 oligomerization in one cell) and induce the formation of large
protein clusters (Mayer et al., 2016). Strikingly, these clusters were found to enrich
at cell-cell contact sites (fig. 1.7). It was therefore hypothesized that APLP1 clusters
may function as neuronal adhesion complexes, as indicated by previous functional and
bulk experiments (Schilling et al., 2017, Soba et al., 2005). Nevertheless, experimental
evidence that could directly reveal the existence of such complexes was missing due
to a lack of assays capable of specifically probing trans interactions in living cells.
This provided the motivation for the work presented in chapters 2.1, 2.2 of this thesis.
Scanning FCS based on beam scanning perpendicular to the membrane is well suited
to quantify protein interactions and dynamics at cell-cell contacts of living cells. For
this purpose, pFCS acquisition, that is commonly applied at the basal membrane
of cells, has severe limitations. It suffers from lateral cell movement, i.e. cell-cell
junctions would quickly move out of a static focus. In contrast, the intrinsic stability
of sFCS, facilitated by a simple alignment correction for lateral movement, makes
it an ideal tool to investigate proteins involved in cell-cell adhesion, presumably
showing slow diffusion dynamics.
The aim of this work was to implement a specific assay to detect and monitor cis
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and trans interactions of proteins at cell-cell contact sites. To specifically probe
and resolve such interactions, two-color approaches, e.g. sFCCS or cross-correlation
number and brightness (ccN&B), should be pursued. Once established, it was aimed
to quantify the size and dynamics of APLP1 complexes using the implemented
methodology and to elucidate whether APLP1 forms trans complexes at such sites.
Finally, the role of zinc in modifying the molecular organization of APLP1 should be
explored.
As a cellular model system that is more tractable than neurons and well suited for
sFCS (see fig. 4.15 in appendix), Human embryonic kidney (HEK) 293T cells should
be used. These cells are absent of endogenous, i.e. untagged, APLP1 expression.

Figure 1.7: Proposed functions and interactions of APP family members at
neuronal synapses. Adapted from Müller et al. (2017) and Mayer et al. (2016).
The APP family members APP, APLP1, and APLP2 may undergo cis and trans interactions
(e.g. dimer formation of proteins in the same or in opposing membranes) at neuronal synapses
in a homo- or heterotypic manner (left-hand side). These protein complexes are hypothesized
to carry out important physiological functions, such as cell-cell adhesion, generation or
stabilization of synaptic contacts (Müller et al., 2017). Zinc ions mediate reorganization of
APP family members (right-hand side), e.g. protein clustering and enrichment at cell-cell
contact sites (Mayer et al., 2016).

1.3.2 Systematic evaluation of fluorescent proteins for molecular
brightness and cross-correlation analysis

The quality of FFS measurements in cells and the accuracy of quantified parameters
strongly depend on the properties of the FPs used to tag proteins of interest. In
the context of APLP1, monomeric enhanced yellow fluorescent protein (mEYFP)
and mCard were used for cross-correlation measurements. In combination with the
previously characterized APLP1-mEYFP, the red FP mCard was chosen due to
its emission in the far red spectrum, allowing to minimize cross-talk from mEYFP
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emission into the second (mCard) detection channel. In the final study, cross-talk
was, however, circumvented by implementing an alternating-laser excitation (ALEX)
scheme. Nevertheless, measurements on APLP1 revealed suboptimal properties of
mCard, observed in both, cross-correlation measurements and molecular brightness
analysis. As shown in chapter 2.1 (fig. S1) and in the appendix (chapter 4, fig.
4.12), strongly different ACF amplitudes were observed in sFCCS measurements on
mEYFP-mCard hetero-dimers, for which the same number of molecules is expected
in both channels. Similarly, the molecular brightness distributions in both spectral
channels of ccN&B measurements on APLP1 strongly differed (4.16 in appendix),
although similar distributions should be observed due to the symmetry of the system.
Therefore, it was hypothesized that many protein complexes contain non-fluorescent
mCard subunits. This phenomenon was previously discussed in a publication by
Foo et al. (2012), who presented a thorough investigation of factors affecting the
cross-correlation in FCCS measurements. Unfortunately, although of remarkable
importance for quantitative measurements, comprehensive investigations on potential
dark states of FPs were lacking in the FFS field.
Driven by these observations, it was intended to characterize the performance of FPs
commonly used in cross-correlation or brightness studies, with a particular focus on
red FPs, which often show suboptimal properties and complex photophysics (Foo
et al., 2012, Hendrix et al., 2008, Wu et al., 2009). Therefore, several novel red FPs
that have been developed in the last years should be additionally tested. To this
aim, brightness measurements on FP homo-dimers should be performed and factors
affecting their brightness relative to FP monomers systematically investigated, as
illustrated in fig. 1.8.

Figure 1.8: Effect of non-fluorescent states on molecular brightness analysis.
An ensemble of FP homo-dimers shows an average relative brightness of 2, or a brightness
between 1 and 2, depending on the absence or presence of non-fluorescent FP units (gray),
respectively.
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1.3.3 Characterization of diffusion dynamics in bacterial
biofilms

In the work presented so far, FFS techniques were mainly used as a tool to quantify
interactions of biomolecules in their cellular context. In addition, FFS allows to
accurately quantify transport dynamics of biomolecules via temporal analysis of
detected signal fluctuations. In biofilms, surface adherent bacterial communities of
typically 10 s to 100 s of microns thickness (fig. 1.9A), diffusion is the main mode
of transport. Molecules such as nutrients or ions diffuse within biofilms and in
exchange with the surrounding medium. This also applies to drugs that are used to
clear or inhibit further growth of biofilms, e.g. antibiotics and pathogens such as
bacteriophages that specifically target bacteria for replication.

Figure 1.9: Bacterial biofilm development and the biofilm EPS matrix. A: De-
velopment of a biofilm. Single planktonic bacteria attach to a surface and start to produce
EPS. Microcolonies grow over time and form a complex 3D structure, potentially incorpo-
rating secondary bacterial species. Eventually, biofilms disperse, i.e. single bacteria detach
from the biofilm and reenter the planktonic state (from Jacques et al. (2010)). B: An
electron microscopy (EM) image of E.coli cells embedded in a tightly packed EPS matrix
(here curli protein fibers) (from Serra et al. (2013)). C: The EPS of bacterial biofilms
consists of a variety of macromolecules, e.g. polysaccharides (white), fibrillar proteins (dark
blue), and extracellular DNA (light blue), filling the extracellular space (from Colagiorgi
et al. (2016)). D: Particle transport in a biofilm matrix may depend on the matrix pore
size (e.g. determined by polymer-polymer interactions) and particle-polymer interactions
(from Billings et al. (2015)).
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In contrast to liquid cultures where bacteria are easily accessible, bacteria inside
biofilms are embedded in a complex multi-component matrix of macromolecules
(fig. 1.9B,C). This matrix consists of EPS, e.g. polysaccharides, fibrillar proteins,
and extracellular DNA, forming a hydrated polymer network (fig. 1.9D). The EPS
contribute up to 90% of a biofilms dry weight, providing structural organization and
mechanical rigidity to bacterial colonies.

The aim of the presented work was to investigate particle transport in a reconstituted
polysaccharide EPS matrix system, as a model for the EPS of intact biofilms, using
quantitative diffusion measurements. This approach was motivated by the fact that
previous studies investigating diffusion dynamics directly in biofilms did not allow to
link the observed properties to the macromolecular organization and amount of EPS.
Therefore, biofilms of the plant pathogen P.stewartii were chosen as a model sys-
tem, containing one predominant EPS component, the MDa anionic polysaccharide
stewartan. It was intended to first characterize pure stewartan hydrogels and then
perform continuative investigations of intact P.stewartii biofilms at a later stage.
To this aim, complementary FCS and SPT measurements should be performed
on particles with variable size in stewartan matrices reconstituted under multiple
conditions (e.g. pH) and at different concentrations. In order to infer their structural
organization (e.g. the matrix mesh size), microscopic diffusion measurements should
be complemented with macroscopic viscosity measurements. This approach follows
several recent studies that showed a critical dependence of the rheological properties
of polymer solutions on polymer concentration via polymer chain associations and
entanglement (Ganesan et al., 2016).
Furthermore, it was intended to mimic bacteriophage transport by selecting nanopar-
ticles in a particular size range similar to the typical size of bacteriophage particles.
This was motivated by theoretical work which suggested that the mobility of phage
particles may be a key parameter that determines the dynamic equilibrium of bacte-
ria and phages in the course of infections (Simmons et al., 2018). Moreover, recent
experimental work indicated that EPS matrix, e.g. fibrillar curli proteins (see fig.
1.9B), confines the mobility of phages in biofilms (Vidakovic et al., 2018). Ultimately,
it was aimed to elucidate to which extent the stewartan matrix provides diffusion
barriers for the transport of small molecules, nanoparticles and bacteriophages.
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1.3.4 Publications

The following manuscripts constitute the main part of this cumulative dissertation:

[P1] Dunsing, V., Mayer, M., Liebsch, F., Multhaup, G., Chiantia, S.
Direct evidence of amyloid precursor-like protein 1 trans interac-
tions in cell-cell adhesion platforms investigated via fluorescence
fluctuation spectroscopy
Molecular Biology of the Cell, (2017) 28:25, 3609-3620

Author contributions: Valentin Dunsing and Salvatore Chiantia conceived
the study, with input from Magnus Mayer, Filip Liebsch and Gerhard Multhaup.
Valentin Dunsing performed all experiments, wrote analysis software, performed
data analysis and visualization. Valentin Dunsing and Salvatore Chiantia co-
wrote the manuscript.
Approved:

Prof. Dr. Salvatore Chiantia

[P2] Dunsing, V., Chiantia, S.
A Fluorescence Fluctuation Spectroscopy Assay of Protein-Protein
Interactions at Cell-Cell Contacts
J. Vis. Exp., (2018) (142), e58582

Author contributions: Valentin Dunsing and Salvatore Chiantia conceived
the work. Valentin Dunsing performed experiments, data analysis and visu-
alization. Valentin Dunsing wrote the manuscript with editing by Salvatore
Chiantia.
Approved:

Prof. Dr. Salvatore Chiantia

[P3] Dunsing, V.#, Luckner, M.#, Zühlke, B., Petazzi, R. A., Herrmann, A., and
Chiantia, S.
Optimal fluorescent protein tags for quantifying protein oligomeriza-
tion in living cells
Scientific Reports, (2018) 8(1):10634
# authors contributed equally

Author contributions: Valentin Dunsing, Madlen Luckner and Salvatore
Chiantia conceived the work. Valentin Dunsing, Madlen Luckner, Boris Zühlke
and Roberto A. Petazzi performed experiments. Madlen Luckner performed the
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Approved:
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Purely polysaccharide-based biofilm matrix provides size-selective
diffusion barriers for nanoparticles and bacteriophages
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Author contributions: Valentin Dunsing, Tobias Irmscher, Stefanie Bar-
birz and Salvatore Chiantia conceived the work. Valentin Dunsing performed
FCS/SPT experiments. Tobias Irmscher performed purification and labeling of
biological material. Valentin Dunsing wrote analysis software, analyzed and
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Approved:
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Direct evidence of amyloid precursor–like 
protein 1 trans interactions in cell–cell 
adhesion platforms investigated via 
fluorescence fluctuation spectroscopy

ABSTRACT The amyloid precursor–like protein 1 (APLP1) is a type I transmembrane protein 
that plays a role in synaptic adhesion and synaptogenesis. Past investigations indicated that 
APLP1 is involved in the formation of protein–protein complexes that bridge the junctions 
between neighboring cells. Nevertheless, APLP1–APLP1 trans interactions have never been 
directly observed in higher eukaryotic cells. Here, we investigated APLP1 interactions and 
dynamics directly in living human embryonic kidney cells using fluorescence fluctuation spec-
troscopy techniques, namely cross-correlation scanning fluorescence correlation spectros-
copy and number and brightness analysis. Our results show that APLP1 forms homotypic 
trans complexes at cell–cell contacts. In the presence of zinc ions, the protein forms macro-
scopic clusters, exhibiting an even higher degree of trans binding and strongly reduced 
dynamics. Further evidence from giant plasma membrane vesicles suggests that the 
presence of an intact cortical cytoskeleton is required for zinc-induced cis multimerization. 
Subsequently, large adhesion platforms bridging interacting cells are formed through 
APLP1–APLP1 trans interactions. Taken together, our results provide direct evidence that 
APLP1 functions as a neuronal zinc-dependent adhesion protein and allow a more detailed 
understanding of the molecular mechanisms driving the formation of APLP1 adhesion 
platforms.

INTRODUCTION
The amyloid precursor protein family members APP (amyloid pre-
cursor protein), APLP1 (amyloid precursor–like protein 1), and APLP2 
(amyloid precursor–like protein 2) are type I transmembrane pro-
teins with a crucial role in synaptogenesis and brain development 
(Coulson et al., 2000; Muller et al., 2017). Cleavage of APP via vari-
ous secretases (e.g., the α-, β-, and γ-secretases [Vassar et al., 1999; 
Selkoe, 2001; Eggert et al., 2004; Li and Südhof, 2004]) leads to the 
release of soluble protein fragments, including the Aβ-peptides 
found in amyloid plaques in the brains of Alzheimer’s disease pa-
tients (Blennow et al., 2006). APP family proteins have been shown 
to be involved also in neuron differentiation, neurite outgrowth, and 
synaptic plasticity (Heber et al., 2000; Wang et al., 2009; Weyer 
et al., 2011; Tyan et al., 2012; Shariati and De Strooper, 2013). All 
three proteins are pre- and postsynaptically expressed and up-reg-
ulated during postnatal development (Schilling et al., 2017).
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sFCS measurements at contacts between APLP1-YFP– and APLP1-
Card–expressing cells, where the proteins are colocalized and have a 
mostly homogeneous distribution (see, e.g., the continuous arrow in 
Figure 1A). To avoid cross-talk interferences, we excited and de-
tected the two spectral channels sequentially. It is worth noting that 
the large distance between the fluorophores (∼50–100 nm) would 
not allow fluorescence energy transfer measurements.

From sFCS measurements, we calculated the auto-correlation 
function (ACF; green [YFP] and red [Card] data points in Figure 1B) 
and cross-correlation function (CCF; blue data points in Figure 1B) 
of the fluorescence fluctuations and fitted a two-dimensional diffu-
sion model to the data (green, red, and blue curves). From the am-
plitude ratios of the three curves, we obtained the relative cross-
correlation, which is a measure of the correlation of fluorescence 
fluctuations in the green (APLP1-YFP) and red (APLP1-Card) chan-
nels. Relative cross-correlation varies between 0 (i.e., no red–green 
complexes) and 1 (i.e., highest number of red–green complexes). 
The decay times of the ACFs provide information about diffusion 
dynamics of APLP1s in the membrane (discussed in the next para-
graph). It is worth noting that in order to maximize the fluorescence 
fluctuation signal, cells with the lowest detectable protein expres-
sion were selected.

sFCS analysis revealed a positive cross-correlation between fluo-
rescence fluctuations in the two spectral channels, that is, evidence 
of codiffusion of YFP- and Card-labeled APLP1 (Figure 1, B and C). 
The average relative cross-correlation of 0.45 ± 0.21 (mean ± SD, 
n = 17 cells from three independent measurements; Figure 1C) is 
∼50% of the maximum relative cross-correlation detected for com-
plete binding (0.96 ± 0.18, mean ± SD, n = 14 cells from three inde-
pendent measurements; Supplemental Figure S1), as verified with 
a myristoylated-palmitoylated-mCardinal-YFP (myr-palm-Card-YFP) 
tandem construct as a positive cross-correlation control. As a nega-
tive control, we examined junctions between one cell expressing 
myr-palm-YFP and one expressing myr-palm-Card. In this case, we 
found a much lower relative cross-correlation (0.08 ± 0.10, mean ± 
SD, n = 17 cells from three independent measurements; Figure 1C 
and Supplemental Figure S2).

To estimate the stoichiometry of APLP1 complexes, we calcu-
lated the molecular brightness from sFCS data at cell–cell con-
tacts. After a normalization using the molecular brightness of a 
monomeric standard (see Materials and Methods), the normal-
ized brightness provides a direct measurement of protein multi-
merization state (e.g., a normalized brightness value of 1 indi-
cates the presence of monomers, a value of 2 indicates the 
presence of dimers, and so on). For APLP1-YFP, we obtained a 
normalized brightness distribution centered around 3.0 ± 2.9 
(Figure 2D, median ± SD, n = 17 from three independent mea-
surements). Note that sFCS brightness analysis cannot resolve 
mixtures of multimers with different sizes but, rather, provides an 
average multimerization value. In conclusion, these data indicate 
that small APLP1 oligomers (on average, trimers) on one cell 
membrane interact in trans with other small APLP1 oligomers in 
the facing membrane. It is worth noting that our technical ap-
proach cannot exclude the presence of other PM components in 
the observed trans complexes. Therefore, it might be also possi-
ble that APLP1 trans interactions are mediated by other, yet un-
identified, proteins. Furthermore, the measured average cross-
correlation value suggests that there is a significant fraction of 
APLP1 on each side of the junction that is not involved in trans 
interactions. In a simplified scenario in which only one APLP1 mul-
timeric species is present and all APLP1 is fluorescent, ∼45% of 
the protein would be part of trans complexes.

Among the three proteins, APLP1 is predominantly expressed in 
the CNS and has the highest surface expression (Kaden et al., 2009). 
Recent results from coculture assays suggested that APLP1 expres-
sion has synaptogenic activity on primary cortical neurons (Schilling 
et al., 2017). Further, we recently reported that metal ions, especially 
zinc, affect APLP1 oligomerization (Mayer et al., 2014) and trigger 
the assembly of cis dimers into large protein clusters at the plasma 
membrane (PM) and their enrichment at cell–cell contact sites 
(Mayer et al., 2016). Using a cell-substrate adhesion assay, we 
showed that zinc enhances adhesion of cortical neurons to immobi-
lized APLP1 ectodomains. This evidence, together with results from 
cell-aggregation experiments and biochemical studies, supports 
the hypothesis that APLP1 can form homo- or heterotypic trans mul-
timers mediating cell–cell interaction (Soba et al., 2005; Kaden 
et al., 2009). However, direct evidence for APLP1 trans interactions 
in living cells and the role of zinc in modifying these molecular inter-
actions have not been investigated yet.

Here, we address this issue by applying fluorescence fluctua-
tion techniques, namely scanning fluorescence correlation spec-
troscopy (sFCS) and cross-correlation number and brightness 
(ccN&B) analysis, to quantify APLP1 dynamics and protein–protein 
interactions directly in living cells. Both techniques are based on a 
statistical analysis of fluorescence fluctuations caused by the diffu-
sive motion of fluorescent molecules through the focal volume of a 
confocal microscope and can provide quantitative information 
about protein–protein interaction (Digman et al., 2008; Ries et al., 
2009; Hilsch et al., 2014; Bobone et al., 2017). Whereas sFCS is 
particularly suitable for measuring diffusive dynamics in the PM 
(Ries and Schwille, 2006), N&B analysis can map molecular ag-
gregation in space (Digman et al., 2008; Hilsch et al., 2014; 
Bobone et al., 2017). Using these techniques with two spectrally 
distinct fluorescent labels allows us to probe interactions among 
different species via cross-correlation analysis of the signals mea-
sured in two spectral channels (Schwille et al., 1997; Bacia et al., 
2006; Digman et al., 2009; Macháň and Wohland, 2014). We show 
that APLP1 undergoes trans homo-multimerization and a conse-
quent reduction in mobility at cell–cell contacts. Also, we demon-
strate that zinc induces the formation of large, APLP1-rich adhesion 
platforms characterized by strong protein–protein trans interac-
tions. Finally, we provide evidence that the cellular cytoskeleton is 
crucial for APLP1 cis and trans clustering and, as a consequence, 
for APLP1-mediated cell–cell adhesion. Our data shed light on the 
molecular basis of APLP1–APLP1 interaction and provide direct evi-
dence that this protein functions as a zinc-dependent cell–cell ad-
hesion receptor.

RESULTS
APLP1 partially interacts in trans at cell–cell contact sites
Previous studies hypothesized that APLP1 is involved in trans interac-
tions between neighboring cells (Soba et al., 2005; Kaden et al., 
2009; Mayer et al., 2016). However, whether such interactions involve 
APLP1 on one side directly or indirectly interacting with APLP1 on the 
adjacent cell (rather than, e.g., APLP1 interacting exclusively with 
other proteins) remains unclear. To investigate the existence of 
APLP1–APLP1 trans interactions, we specifically monitored the pres-
ence of homotypic trans complexes. We transiently expressed 
APLP1–yellow fluorescent protein (APLP1-YFP) or APLP1-mCardinal 
(APLP1-Card) in human embryonic kidney (HEK) cells. In both cases, 
the fluorescent labels were fused to the intracellular side of the pro-
tein to avoid interference with the extracellular binding domains 
(Baumkötter et al., 2012). The two cell populations were mixed 4 h 
after transfection. On these mixed samples, we performed two-color 
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protein composition, underlying cytoskel-
eton) between cell–cell contacts and other 
regions of the PM, we monitored the dif-
fusion of myr-palm-YFP (associated to the 
PM inner leaflet [Engel et al., 2010]) and 
GPI-YFP (glycosylphosphatidylinositol-an-
chored YFP, associated to the PM outer 
leaflet [Scolari et al., 2009]). We found no 
difference in diffusion coefficients of ei-
ther construct between the two regions of 
the PM (D ∼1 µm2/s; see Supplemental 
Figure S3). Thus, the reduction in APLP1 
diffusivity in cell–cell contacts seems to be 
due to specific interactions involving the 
protein.

Zinc induces formation of APLP1 
clusters at cell–cell contacts with 
reduced diffusivity and enhanced 
trans interactions
Recently, we found that physiological con-
centrations of zinc in the micromolar range 
trigger the formation of APLP1 multimers 
and their enrichment at cell–cell contact 
sites (Mayer et al., 2014, 2016). We hypoth-
esized that these multimers may involve 
APLP1 trans interactions and act as cell–cell 
adhesion complexes. To clarify the effect of 
zinc on APLP1 trans interactions, we per-
formed two-color sFCS experiments after 
a 20-min incubation of the samples with 
50 µM ZnCl2. After zinc addition, we ob-
served a strong colocalization of APLP1-YFP 
and APLP1-Card at cell–cell contact sites 
and the formation of large protein clusters 
within ∼2 min (see, e.g., Figures 2A and 3B 
and Supplemental Figure S4).

We performed sFCS measurements 
across these clusters for ∼10 min on several cell–cell junctions and 
obtained the corresponding correlation functions (Figure 2B), that is, 
two ACFs for APLP1-YFP (green) and APLP1-Card (red) and a CCF 
(blue) between the two channels. As anticipated, correlation func-
tions showed large decay times of ∼10 s and low signal-to-noise ra-
tios at large correlation times. The data noise, caused by the ex-
tremely slow diffusion and limited acquisition times, prevented a 
quantitative analysis of protein dynamics. Thus, diffusion coefficients 
could only be estimated to be on the order of 10–3 µm2/s (i.e., ∼100-
fold reduction compared with diffusion in the absence of zinc). On 
the other hand, we were able to calculate the cross-correlation val-
ues from the fluorescence fluctuations in both channels at short cor-
relation times (i.e., the leftmost points of the CCF in Figure 2B, blue 
data points and line). The measured average relative cross-correla-
tion of 0.8 ± 0.3 (mean ± SD, n = 17 cells) is ∼35% higher than the one 
measured before zinc treatment (Figure 2C) and close to the maxi-
mum cross-correlation measured on myr-palm-Card-YFP tandem–
expressing cells (0.96 ± 0.18, mean ± SD, n = 14 cells from three in-
dependent measurements; Supplemental Figure S1). This indicates 
that most of APLP1 is involved in trans interactions. In a simplified 
example in which only one APLP1 multimeric species is present and 
all APLP1 is fluorescent, ∼80% of the protein would be part of trans 
complexes. Note that, because of the presence of photobleaching, 
the measured relative cross-correlation might be slightly lower than 

Diffusion of APLP1 within cell–cell contact sites moderately 
decreases in the absence of zinc
If APLP1 is involved in specific interactions bridging two facing cells, 
reduced protein dynamics might be expected at cell–cell contacts 
(Trimble and Grinstein, 2015). To quantify the diffusion coefficient of 
APLP1 in living cells, we performed sFCS measurements within and 
outside junctions in HEK cells expressing APLP1-YFP and/or APLP1-
Card (see, e.g., the two arrows in Figure 1A). We did not observe 
significant differences between the dynamics of APLP1-YFP and 
APLP1-Card and, therefore, restricted our analysis to APLP1-YFP. 
From the decay times of the ACFs (Figure 1, B and D), we calculated 
the diffusion coefficients in both PM regions, as described in Materials 
and Methods. Briefly, diffusion times were obtained by fitting a two- 
dimensional diffusion model to the ACF shown, for example, in 
Figure 1, B and D. Typical observed diffusion times for APLP1-YFP 
were ∼50 ms outside junctions and ∼100 ms within junctions. Through 
calibration of the size of the observation volume, we were able to 
obtain diffusion coefficients (D). As shown in Figure 1E, we found a 
significant reduction of APLP1 diffusion in cell–cell contacts (DAPLP1 = 
0.09 ± 0.06 µm2/s, mean ± SD, n = 26 cells from three independent 
samples) compared with noncontact areas (DAPLP1 = 0.25 ± 0.09 µm2/s, 
mean ± SD, n = 17 cells from three independent samples).

To verify that the reduction in mobility is not induced by, for 
example, differences in membrane organization (e.g., lipid or 

FIGURE 1: APLP1-YFP and APLP1-Card interact in trans at cell–cell contact sites. (A) HEK cells 
expressing APLP1-YFP (green) or APLP1-Card (red). Yellow arrows represent sFCS line scans 
(solid arrow, two-color scan at cell–cell contact; dashed arrow, one-color scan outside junction). 
Scale bar is 5 µm. (B) Representative correlation functions and fit curves for two-color sFCS 
analysis of APLP1 at cell–cell contacts. Red, ACF in red channel (APLP1-Card); green, ACF in 
green channel (APLP1-YFP); blue, CCF calculated for both spectral channels. Fit curves (solid 
lines) were obtained from fitting a two-dimensional diffusion model to the data. (C) Relative 
cross-correlation from two-color sFCS measurements of APLP1-YFP and APLP1-Card mixed cells 
(n = 17 cells, three independent samples). Cross-correlation values for myr-palm-Card-YFP 
tandem–expressing cells, measured under the same conditions, are shown as positive control for 
cross-correlation (“positive,” n = 14 cells, three independent samples; see also Supplemental 
Figure S1). Cross-correlation values for mixed cells expressing myr-palm-YFP and myr-palm-
Card, measured under the same conditions, are shown as negative control for cross-correlation 
(“negative,” n = 17 cells, three independent samples; see also Supplemental Figure S1). 
(D) Representative ACF for APLP1-YFP from one-color sFCS measurement outside junction and 
fit (solid line) of a two-dimensional diffusion model. (E) Diffusion coefficients of APLP1 at cell–cell 
contacts (n = 26 cells, four independent samples) and outside junctions (n = 17 cells, three 
independent samples) calculated from ACF-derived diffusion times of APLP1-YFP. Error bars 
represent mean ± SD Asterisks indicate statistically significant differences with ***p < 0.0001 
determined with Welch’s two-sided t test.
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interaction between YFP- and Card-la-
beled molecules. Positive Bcc average val-
ues indicate the presence of an interaction 
(i.e., coordinated diffusion) between YFP- 
and Card-labeled molecules.

We analyzed several junctions of mixed 
cells expressing APLP1-YFP and APLP1-
Card in the absence of zinc (see, e.g., 
Figure 3A) or in the presence of 50 µM 
ZnCl2 (see, e.g., Figure 3B). After selecting 
the pixels corresponding to these junc-
tions as regions of interest, we calculated 
the single-channel normalized brightness 
and Bcc values pixel-wise and pooled the 
results from all measured junctions in his-
tograms for the brightness of APLP1-YFP 
(Figure 3, G and H, normalized as de-
scribed in Materials and Methods) and Bcc 
(Figure 3, D–F).

In both experimental conditions (i.e., no 
zinc or 50 µM ZnCl2), we measured a posi-
tive average value for the Bcc of the pixels 
corresponding to cell–cell contacts com-
pared with a negative control (Figure 3, 
D–F). Without zinc, we determined an aver-
age Bcc of 0.068 ± 0.004 (mean ± SEM, n = 
18 cells from three independent measure-
ments). After zinc addition, we observed an 
increase of Bcc to 0.266 ± 0.006 (mean ± 
SEM, n = 19 cells from three independent 
measurements). The negative control sam-
ple consisted of mixed cells expressing ei-
ther myr-palm-YFP or myr-palm-Card and 
was observed under the same acquisition 
conditions as those used for observation of 
the other samples. The Bcc distribution ob-
tained in this case had a mean value of 
0.022 ± 0.002 (mean ± SEM, n = 26 cells 
from three independent measurements).

The normalized brightness histograms of APLP1-YFP at cell–cell 
contacts show a shift from brightness values corresponding to small 
oligomers in the absence of zinc (Figure 3G, distribution peak ∼2) to 
large multimers in the presence of zinc (Figure 3H, range of ∼10–
60), in good agreement with sFCS brightness data. Thus, we con-
clude that zinc enhances the formation of APLP1 clusters at cell–cell 
contacts. These clusters appear to be stabilized by protein trans 
interactions.

Zinc does not induce APLP1 multimerization in giant plasma 
membrane vesicles (GPMVs)
The appearance of large APLP1 clusters upon zinc addition raises 
the question of whether further cellular components are involved in 
APLP1 interactions and cluster formation. Considering the putative 
role of APLP1 trans clusters as adhesion complexes, the cortical actin 
cytoskeleton underlying the membranes is of particular interest. To 
unravel its role in APLP1 clustering, we investigated APLP1 interac-
tions in cytoskeleton-free, yet native, membrane systems (Schneider 
et al., 2017). We produced GPMVs from APLP1-YFP–expressing cells 
and measured the diffusion coefficient and molecular brightness of 
APLP1-YFP with sFCS in the absence and presence of zinc ions. In-
terestingly, upon zinc addition, the lateral organization of APLP1 in 
the vesicular membrane remains homogeneous (Figure 4, A and B). 

the real one and, therefore, the reported values are to be considered 
low estimates.

We also calculated the brightness of APLP1 clusters from sFCS 
data and found a strong increase in brightness upon zinc addition 
compared with values measured without zinc (Figure 2D). The mea-
sured values are in the range of ∼10–50 monomers per cis multimer, 
that is, up to ∼100 APLP1 monomers in a whole protein cluster 
across the cell junction.

The large APLP1 clusters observed at cell–cell contacts have a 
typical size of ∼102–103 nm. Thus, sFCS (i.e., scanning in a line 
pattern with diffraction-limited thickness) captures only a portion 
of the clusters. To monitor APLP1 trans interactions along the 
whole contact region, we performed ccN&B because this method 
can map molecular aggregation in space (Digman et al., 2008, 
2009; Hilsch et al., 2014; Bobone et al., 2017). This analysis pro-
vides single-channel brightness and cross-correlation brightness 
values (Bcc), pixel by pixel. The normalized single-channel bright-
ness value is a direct indication of the multimeric state of a fluo-
rescent protein complex. The normalization procedure is per-
formed exactly as already described for sFCS. Bcc values are a 
measurement of the interaction between spectrally distinguished 
molecules. Bcc values distributed around 0 indicate the absence 
of fluorescence fluctuation cross-correlation, that is, the lack of 

FIGURE 2: Zinc induces formation of slow APLP1-YFP/APLP1-Card clusters at cell–cell contacts 
showing enhanced trans interactions. (A) HEK cells expressing APLP1-YFP (green) or APLP1-
Card (red) 20 min after incubation with 50 µM ZnCl2. The yellow arrow represents a typical 
two-color sFCS line scan across a protein cluster in the cell–cell junction. Scale bar is 5 µm. 
(B) Representative correlation functions and fit curves for two-color sFCS measurements 
according to a two-dimensional diffusion model (see the text for details). Red, ACF in red 
channel (APLP1-Card); green, ACF in green channel (APLP1-YFP); blue, CCF calculated between 
the two spectral channels. (C) Cross-correlation values from all measurements (three 
independent experiments) for zinc-treated APLP1 cells (17 cells), nontreated cells (17 cells), and 
cells expressing myr-palm-Card-YFP tandem (14 cells; see also Figure 1) as positive control for 
cross-correlation. Asterisks indicate statistically significant differences with ***p < 0.001 
determined with Welch’s two-sided t test. (D) Brightness of APLP1-YFP with and without zinc, 
calculated from sFCS measurements in cell–cell contacts (normalized to myr-palm-YFP 
brightness). Error bars represent mean ± SD.

23



Volume 28 December 1, 2017 Evidence of APLP1 trans interactions | 3613 

cis interactions and macromolecular clus-
tering. To extend these experiments to 
trans interactions and adhesion, we per-
formed measurements on GPMV-cell con-
tacts, both in the presence and absence of 
zinc. GPMVs produced from APLP1-YFP–
expressing cells were mixed with APLP1-
Card–expressing cells (see Materials and 
Methods for details), and vesicles in contact 
with fluorescent cells were analyzed. (Note 
that an analogous experiment carried out 
by mixing GPMVs containing APLP1-YFP 
and GPMVs containing APLP1-Card could 
not be performed because stable contacts 
between GPMVs were observed only very 
rarely.) In the absence of zinc, we observed 
a homogeneous distribution of APLP1 in 
the contact area, both in GPMVs and in 
cells (Figure 5A). Upon zinc addition, we 
observed rapid clustering of APLP1 only at 
the PM of intact cells but no change in the 
homogeneous distribution of APLP1 in 
GPMVs. We observed neither an enrich-
ment of APLP1-YFP nor the formation of 
APLP1-YFP/APLP1-Card clusters at the 
GPMV-cell contacts (see Figure 5B). To 
quantitatively probe APLP1 trans interac-
tions at GPMV-cell contacts, we performed 
two-color sFCS measurements across these 
contacts in both the presence and absence 
of zinc. Figure 5 shows the ACFs and CCFs 
obtained from the analysis of fluorescence 
fluctuations before (Figure 5C) and after 
(Figure 5D) the addition of 50 µM ZnCl2. 
The amplitudes of the obtained curves 
were used to calculate relative cross-corre-
lations, as described in the preceding 
paragraphs. In both cases, we detected no 

significant cross-correlation of the GPMV and cell signal, that is, no 
correlated dynamics of APLP1-YFP and APLP1-Card at GPMV-cell 
contact sites. As shown in Figure 5E, the relative cross-correlation 
values obtained in the absence (0.07 ± 0.05, mean ± SD, n = 6 cells 
from three independent measurements) and presence (0.05 ± 0.09, 
mean ± SD, n = 12 cells from three independent measurements) of 
zinc were in the range of the values obtained for the negative con-
trol in cell–cell measurements (0.08 ± 0.10, mean ± SD, n = 17 cells 
from three independent measurements; Supplemental Figure S2 
and Figure 1C). Thus, we conclude that APLP1 trans interactions 
are not detectable at contacts between GPMVs and cells, indepen-
dently from the presence of zinc. The analysis of ACFs shown in 
Figure 5, C and D, also yields normalized brightness and diffusion 
times (and diffusion coefficients) for APLP1 at the contacts between 
cells and GMPVs in the absence and presence of zinc. Tables 1 and 
2 show a summary of the obtained results and include those re-
ported in the preceding paragraphs as well. In the absence of zinc, 
we observed a reduction of APLP1 (in GPMVs) dynamics at cell-
GPMV junctions, similar to what we observed in cell–cell junctions. 
Interestingly, dynamics of APLP1 in cells were not affected in this 
case. In the presence of zinc, we observed only a 30% reduction in 
APLP1 diffusivity in GPMVs (Figure 5F). The observed decrease in 
protein dynamics is very small compared with that observed in cell 
membranes under the same conditions. Similarly, we observed 

In both conditions, we measured the same average diffusion coeffi-
cient for the protein in the membrane, that is, 2.1 ± 1.3 µm2/s (me-
dian ± SD, n = 33 GPMVs from three independent measurements) 
with zinc and 2.1 ± 1.1 µm2/s (median ± SD, n = 33 GPMVs from three 
independent measurements) without zinc (Figure 4C). A more de-
tailed analysis reveals also that APLP1 diffusion is comparable to the 
monomeric reference myr-palm-YFP in GPMVs, whereas it is much 
slower in cells (outside junctions): Dmyr-palm-YFP/DAPLP1-YFP is 5 ± 1 in 
cells (Figure 1E and Supplemental Figure S3), whereas the corre-
sponding value measured in GPMVs is 1.5 ± 0.7 (Figure 4C).

To determine the oligomerization state of APLP1 in the GPMVs, 
we measured the brightness of myr-palm-YFP in GPMVs on the same 
day and normalized the measured APLP1-YFP brightness to that 
value. As shown in Figure 4D, the average normalized brightness of 
APLP1 is 1.9 ± 1.4 (median ± SD, n = 33 GPMVs from three indepen-
dent measurements) in the absence of zinc and 2.0 ± 2.3 (median ± 
SD, n = 33 from three independent measurements) in the presence 
of 50 µM zinc ions. These data indicate that the protein forms, on 
average, cis dimers in GPMVs independent of the presence of zinc. 

APLP1 does not interact in trans at contacts of cells 
and GPMVs
The experiments on GPMVs described in the preceding para-
graph focused on the role of the cytoskeleton in influencing APLP1 

FIGURE 3: Two-color ccN&B analysis reveals trans interactions among APLP1 molecules in 
zinc-induced macroscopic clusters. (A) Fluorescence image frame extracted from a ccN&B image 
stack of a typical contact area between APLP1-YFP– and APLP1-Card–expressing cells. 
(B) Fluorescence image frame of APLP1-YFP/APLP1-Card contact area acquired 20 min after zinc 
incubation. (C) Image frame from ccN&B image stack measured on myr-palm-YFP/myr-palm-
Card cell–cell contact (negative control). (D–F) Cross-correlation brightness (Bcc) histograms of 
all examined pixels and cells in the context of ccN&B analysis of cell–cell contacts in APLP1 
samples without zinc (D; n = 18 cells from three independent measurements), with zinc 
(E; n = 19 cells from three independent measurements) and in myr-palm-YFP/myr-palm-Card 
control sample (F; n = 26 cells from three independent measurements). Vertical red lines 
correspond to Bcc = 0. (G, H) Normalized brightness histograms of APLP1-YFP in the absence 
of zinc (G) and after 20 min ZnCl2 incubation (H), measured at APLP1-YFP/APLP1-Card junctions. 
Normalized brightness histograms were obtained from the analysis of the same cells and 
regions of interest used for the calculation of Bcc. Inset in G shows a magnification in the 
normalized brightness range of –2 to 10.
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directly in living HEK cells. This specific cel-
lular model was chosen based on earlier 
studies (Mayer et al., 2014, 2016) demon-
strating that zinc-mediated multimerization 
at the PM occurs similarly in HEK and neuro-
nal cells. Furthermore, HEK cells do not ex-
press endogenous APLP1 (Lorent et al., 
1995; Su et al., 2004). As a consequence, 
APLP1 multimers contain only fluorescent 
APLP1 molecules, and their stoichiometry 
can be correctly characterized by fluores-
cence fluctuation analysis.

Cross-correlation sFCS and N&B analysis 
indicate the presence of trans binding of 
small APLP1 cis oligomers (i.e., APLP1-YFP/
APLP1-Card complexes), as evidenced by 
the data in Figures 1C and 3D. It is worth not-
ing that the techniques used in this work de-
tect the formation of (cis or trans) complexes 
by quantifying the codiffusion of its compo-
nents. It cannot be excluded, in general, that 
such complexes also include proteins other 
than APLP1. Nevertheless, brightness mea-
surements clearly indicate that the observed 
cis oligomers contain, on average, approxi-
mately three APLP1 monomers (see Figures 
2D and 3G). Notably, APLP1 trans binding 
appears to be incomplete, that is, a consider-
able fraction of APLP1 proteins forms exclu-
sively cis oligomers and does not interact 
with other APLP1 molecules in the neighbor-
ing cell. The existence of intermolecular in-
teractions involving APLP1 occurring specifi-
cally at cell–cell junctions is also corroborated 
by our diffusion measurements. We found a 
significantly reduced mobility of APLP1 at 

cell–cell contacts compared with other areas of the PM (Figure 1E), in 
good agreement with previously published fluorescence recovery af-
ter photobleaching data (Kaden et al., 2009).

Recent studies indicated a crucial role of metal ions, predomi-
nantly zinc and copper, in driving the oligomerization of APP family 
proteins (Baumkötter et al., 2014; Mayer et al., 2014; Wild et al., 
2017). Zinc ions binding to the extracellular domain of the protein 
induce multimerization of APLP1 and enrichment of these multimers 
at cell–cell contact sites (Mayer et al., 2014, 2016). Nevertheless, the 
role of zinc in specifically promoting APLP1 trans interactions in a 
junction between living cells had not been directly proven yet. For 
this reason, we performed experiments on mixed-cell populations 
expressing two differently labeled APLP1 constructs in the presence 
of zinc. We observed a rapid formation of large protein platforms at 
cell–cell contact sites containing APLP1 from both neighboring cells 
(see Figures 2A and 3B and Supplemental Figure S4). Two-color sFCS 
measurements indicated remarkably slow dynamics for these APLP1 
clusters (i.e., 10–3 µm2/s, which is 100-fold lower than APLP1 without 
zinc), probably because of their size. Furthermore, we detected a 
cross-correlation significantly higher than that measured in the ab-
sence of zinc (Figure 2C). Using a complementary approach (i.e., 
ccN&B), we found once more a cross-correlation significantly higher 
than that measured in the absence of zinc (Figure 3, D and E) or for 
a negative control sample featuring no trans interactions (Figure 3F). 
Thus we conclude that zinc enhances, at least indirectly, the forma-
tion of APLP1 trans complexes along cell–cell contacts. On the basis 

only a modest increase in APLP1 (in GPMVs) multimerization in 
cell-GPMV junctions compared with the increase observed for cell–
cell junctions under the same conditions (see also Figures 2D, 3, G 
and H, and 5G). 

Finally, in order to further investigate the possibility that the actin 
meshwork is involved in APLP1 multimerization, we stained filamen-
tous actin in cells expressing APLP1-Card using Lifeact–green fluo-
rescent protein (Lifeact-GFP; Riedl et al., 2010). Our results (Supple-
mental Figure S5) indicate that the presence of zinc induces 
accumulation of filamentous actin at cell–cell junctions, in proximity 
of APLP1 trans clusters.

DISCUSSION
APP and its paralogues APLP1 and APLP2 have an important role in 
nervous system development and associated pathologies (Vassar 
et al., 1999; Coulson et al., 2000; Selkoe, 2001; Eggert et al., 2004; 
Li and Südhof, 2004; Blennow et al., 2006). Various studies pro-
posed that APLP1 acts as a homotypic neuronal adhesion receptor 
(Soba et al., 2005; Kaden et al., 2009; Mayer et al., 2016; Schilling 
et al., 2017) although, until now, little evidence of protein–protein 
trans interactions (i.e., among proteins from two different cells at a 
junction) has been provided in living cells (Soba et al., 2005; Kaden 
et al., 2009).

In this study, we addressed the mechanisms of multimerization 
and the diffusion dynamics of APLP1 with experimental assays that 
allowed us to specifically probe cis and trans interactions of APLP1 

FIGURE 4: APLP1-YFP oligomerization and diffusion in GPMVs are not affected by zinc. (A) A 
GPMV forming from an APLP1-YFP–expressing HEK cell. Yellow arrow represents an sFCS line 
scan across the GPMV. (B) A GPMV forming from an APLP1-YFP–expressing HEK cell incubated 
with 50 µM ZnCl2 for 20 min after 45 min of incubation with NEM (see Materials and Methods). 
(C) Diffusion coefficients measured for APLP1-YFP (before and after incubation with zinc) and 
myr-palm-YFP in GPMVs. (D) Normalized brightness values measured for APLP1-YFP in GPMVs 
before and after incubation with zinc. Values are normalized to the average brightness measured 
for myr-palm-YFP in GPMVs under the same conditions. Data are pooled from 33 GPMVs 
measured in three independent experiments. Error bars represent mean ± SD. “ns” indicates no 
statistically significant differences were determined with Welch’s two-sided t test.
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brane proteins spatially (Kusumi et al., 1993; 
Kusumi and Sako, 1996; Iino et al., 2001; 
Fujiwara et al., 2002; Saha et al., 2015). 
Given the size and putative role of APLP1 
clusters as adhesion platforms, it might be 
possible that the cellular cytoskeleton is in-
volved in APLP1–APLP1 interactions. There-
fore, we investigated APLP1 diffusion and 
oligomerization in cell-derived GPMVs, a 
cytoskeleton-free, native membrane model 
system (Sezgin et al., 2012; Schneider et al., 
2017). To our surprise, we did not find any 
zinc-induced alteration of APLP1 localiza-
tion, diffusion, or brightness. Both before 
and after zinc treatment, APLP1-YFP was ho-
mogeneously distributed in GPMVs. Of in-
terest, APLP1 normalized brightness mea-
sured via sFCS was ∼2, indicating the 
presence of APLP1 cis dimers on average in 
both the presence and absence of zinc. This 
value is in line with previous measurements 
of APLP1 cis oligomerization in cells using 
N&B (Mayer et al., 2016) and biochemical 
studies (Mayer et al., 2014) and indicates 
that zinc does not have a significant effect 
on APLP1–APLP1 interaction in this specific 
model. Furthermore, we observed that 
APLP1 diffusion in the PM is significantly 
slower than a model inner leaflet–associ-
ated protein (myr-palm-YFP). On the other 
hand, APLP1 and myr-palm-YFP dynamics 
are very similar in GPMVs, suggesting that 
APLP1 interacts with the cytoskeleton in in-
tact cells (Figure 4C). These observations 
support the possibility that APLP1 dynamics 
and lateral interactions are influenced by 
the stable actin mesh via, for example, a 

corralling mechanism (see, e.g., the “picket fence” model [Kusumi 
et al., 2012]). This putative specific interaction between cytoskele-
ton and APLP1 (e.g., via the YENPTY motif; see Guénette et al. 
[2017] and Sosa et al. [2017]) appears to be required for zinc-in-
duced cis oligomerization to occur.

The results we presented so far are in full agreement with the 
model we have previously proposed, according to which, in gen-
eral, zinc ions mediate APLP1–APLP1 interactions. Nevertheless, it 
is not yet clear whether zinc mediates both cis and trans interac-
tion via the same molecular mechanism. To investigate this issue, 

[AQ 19]

of a brightness analysis (Figures 2D and 3H) deriving from both 
sFCS and cross-correlation analysis, we found that these complexes 
can consist of up to ≈50–100 APLP1 monomers interacting in 
trans through the junction.

Several studies on various cell–cell interactions show that adhe-
sion and signaling of transmembrane receptors are closely linked to 
the cytoskeletal organization underneath the membrane (Nelson, 
2008; Mui et al., 2016). The cytoskeleton also strongly affects lateral 
distribution and dynamics of membrane constituents (lipids, pro-
teins), for example, by restricting the free diffusion of transmem-

FIGURE 5: APLP1 does not interact in trans at GPMV-cell contacts independently from zinc. 
(A, B) A GPMV containing APLP1-YFP in contact with an APLP1-Card–expressing HEK cell 
before (A) and after (B) 20-min zinc incubation. Yellow arrows represent a two-color sFCS line 
scan across the contact area. Scale bar is 5 µm. (C, D) Representative correlation functions and 
fit curves for two-color sFCS measurements without (C) and with (D) zinc. Red, ACF in red 
channel (APLP1-Card in cell); green, ACF in green channel (APLP1-YFP in GPMV); blue, CCF 
calculated between the two spectral channels. Correlation curves (solid lines) were obtained by 
fitting a two-dimensional diffusion model to the data. (E–G) Cross-correlation values (E), 
diffusion coefficients in GPMVs (F; normalized to APLP1 average value), and normalized 
brightness of APLP1-YFP in GPMVs (G) from all GPMV-cell contact measurements (six cells 
without and 12 cells with zinc in three independent experiments, shown as mean ± SD).

Cell PM Cell–cell GPMV
Cell-GPMV 

(GPMV side)
Cell-GPMV 
(cell side)

APLP1 0.25 ± 0.09 0.09 ± 0.06 2.1 ± 1.1 1.04 ± 0.23 0.30 ± 0.11

APLP1 + Zn (∼10–2–10–3) ∼10–3 2.1 ± 1.3 0.7 ± 0.3 N/A

myr-palm-YFP 1.3 ± 0.4 1.3 ± 0.3 3.2 ± 1.3 N/A N/A

GPI-YFP 1.1 ± 0.3 1.1 ± 0.3 N/A N/A N/A

Diffusion coefficients (D [µm²/s)] were measured by analyzing the decay of sFCS ACFs outside cell–cell junctions, within cell–cell junctions, in free-standing GPMVs, 
and in junctions between cells and GPMVs. In the latter case, values are provided for APLP1-YFP in GPMVs (GPMV side) or APLP1-Card in cells (cell side). Measure-
ments were performed also in the presence of 50 µM ZnCl2 (see the text) and for model membrane-associated proteins myr-palm-YFP and GPI-YFP. Values are 
shown as mean ± SD.

TABLE 1: Summary of diffusion coefficients measured via sFCS.
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cortical neurons on a substrate printed with immobilized APLP1 
ectodomain (Mayer et al., 2016). Finally, a very recent study shows 
that APLP1 is pre- and postsynaptically expressed in brain tissue 
and up-regulated during postnatal development coinciding with 
synaptogenesis (Schilling et al., 2017). According to the model pre-
sented in this work, the formation of large cis complexes (caused by 
the presence of zinc ions and supported by the actin cortex) is re-
quired for the establishment of stable APLP1–APLP1 trans interac-
tions and, therefore, might enable APLP1 to function as a synaptic 
adhesion molecule in vivo.

MATERIALS AND METHODS
Cell culture
HEK cells from the 293T line (ACC 305; DMSZ, Braunschweig, 
Germany) were cultured in DMEM with the addition of fetal bovine 
serum (10%) and L-glutamine (1%) and passaged every 3 d and no 
more than 10 times. Mycoplasma contamination tests and mor-
phology tests were performed every 3 mo and 2 wk, respectively. 
All solutions, buffers, and media used for cell culture were pur-
chased from PAN-Biotech (Aidenbach, Germany). For one-color 
experiments and measurements involving the myr-palm-Card-YFP 
tandem, 6 × 105 cells were seeded in 35-mm dishes (CellVis, 
Mountain View, CA) with optical glass bottoms 24 h before trans-
fection. For cell-mixing experiments, cells were seeded in a six-
well plate (Eppendorf, Wesseling-Berzdorf, Germany) with 8 × 105 
cells per well.

Plasmids and cloning
The APLP1-YFP (Mayer et al., 2014) and mCardinal-N1 (Chu et al., 
2014) plasmids were used to clone the APLP1-Card plasmid. The 
mCardinal-N1/-C1 constructs were gifts from Michael Davidson 
(Florida State University; Addgene plasmids no. 54590 and 54799). 
APLP1 insert was amplified using custom-designed primers and a 
standard PCR protocol, digested by XhoI and AgeI Fast Digest En-
zymes (Thermo Fisher Scientific, Darmstadt, Germany), and ligated 
to the digested mCardinal-N1 vector with T4 DNA Ligase (Thermo 
Fisher Scientific, Darmstadt, Germany). Myr-palm-YFP (myris-
toylated and palmitoylated peptide fused to YFP) was a gift from 
Andreas Herrmann (Humboldt Universitaet zu Berlin). It encodes the 
amino acid sequence MGCIKSKRKDNLNDDEPPVAT derived from 
the N-terminus of the Lyn kinase (Engel et al., 2010). A monomeric 
YFP was first obtained from pEYFP-N1 (Addgene plasmid no. 2689) 
including the A206K mutation in order to reduce any tendency to 
build homodimers (von Stetten et al., 2012). The myristoylation/pal-
mitoylation sequence was then subcloned into the multicloning site 
of mEYFP-N1 (Engel et al., 2010). GPI-YFP, also containing the 
A206K mutation, was a gift from Roland Schwarzer (Gladstone Insti-
tute, San Francisco; Schwarzer et al., 2014).

The myr-palm-Card plasmid was cloned using a modified mCar-
dinal-C1 vector. First, a ScaI restriction site was inserted into the 
mCardinal-C1 vector by using the QuickChange protocol. Second, 
the myr-palm peptide was amplified from the myr-palm-YFP plas-
mid using custom-designed primers. After digestion with NheI and 
ScaI, the peptide was ligated to the digested mCardinal-C1 vector.

To clone the myr-palm-Card-YFP plasmid, YFP was amplified 
from myr-palm-YFP using custom-made primers. YFP insert and 
myr-palm-Card vector were digested with HindIII and KpnI, and 
the products were ligated using the T4 DNA Ligase. CD86 was 
amplified from CD86–enhanced green fluorescent protein (a kind 
gift from Richard J. Ward, University of Glasgow; Zakrys et al., 
2014) using custom-made primers, digested with KpnI and AgeI 
restriction enzymes, and ligated with the digested mEYFP-N1 

we produced mixed samples of GPMVs and cells and probed 
APLP1 trans interactions at GPMV-cell contact sites using two-
color sFCS. This experiment aimed at verifying whether zinc can, in 
general, also promote trans interactions between small cis oligo-
mers and large cis multimers (or, alternatively, whether large cis 
multimers are required on both cells). In contrast to the case of 
cell–cell contacts, we detected no significant cross-correlation be-
tween the fluorescence signals from APLP1 in GPMVs and in cell 
membranes, also in the presence of zinc (Figure 5E). Also, no spa-
tial colocalization of large protein domains was observed. In more 
detail, we observed zinc-induced APLP1 clustering in cells, as ex-
pected from the previous results, whereas APLP1 in the neighbor-
ing GPMV remained homogeneously distributed, featuring only a 
minor reduction in diffusivity and a modest increase in brightness 
compared with those observed in intact cell membranes (see Ta-
bles 1 and 2). It must be noted, however, that GPMVs differ from 
PMs not only in the absence of cytoskeleton, but also in terms of 
lipid composition and transmembrane asymmetry (Sezgin et al., 
2012). On one hand, these factors might also affect protein dy-
namics and protein–protein interaction. On the other hand, previ-
ous studies (Guénette et al., 2017; Sosa et al., 2017) and the direct 
observation of filamentous actin enrichment at the sites of zinc-in-
duced APLP1 clustering (Supplemental Figure S5) support the 
possibility that the cytoskeleton plays an important role in APLP1–
APLP1 interactions.

Taken together, our results indicate that zinc promotes the for-
mation of large APLP1 cis multimers in the presence of an intact 
cytoskeleton. Nevertheless, the absence of trans interactions be-
tween large cis multimers and small cis oligomers in the presence 
of zinc suggests that the metal does not directly mediate such 
trans interactions. We propose, therefore, that zinc promotes first 
the formation of large cis multimers (see Figure 6). Subsequently, 
interactions between facing cis multimers are established and 
likely stabilized by the large free energy gain derived from multiple 
and concurrent APLP1–APLP1 trans interactions. In agreement with 
this model, trans interactions involving small cis multimers can oc-
cur but appear weaker and/or transient in the absence (Figures 1C 
and 3D) or presence (Figure 5) of zinc. This model is also supported 
by recent observations indicating that zinc binding is mediated by 
the E2 domain of APLP1 (Mayer et al., 2014), whereas trans interac-
tions occur via the E1 domain (Stahl et al., 2014).

On the basis of previous measurements (Mayer et al., 2014, 
2016), we argue that the results we obtained for HEK cells might be 
transferable and highly relevant also in the context of cell–cell inter-
action in the nervous system in vivo. In more detail, it was shown 
that APLP1 forms clusters along the soma and dendritic PM of rat 
hippocampal neurons in the presence of zinc (Mayer et al., 2014). In 
addition, we previously observed zinc-enhanced cell adhesion of 

Cell PM Cell–cell GPMV
Cell-GPMV 

(GPMV side)

APLP1 N/A 3.0 ± 2.9 1.9 ± 1.4 1.8 ± 1.2

APLP1 + Zn N/A 21 ± 20 2.0 ± 2.3 6 ± 7

Normalized APLP1-YFP brightness was measured by analyzing sFCS ACFs out-
side cell–cell junctions, within cell–cell junctions, in free-standing GPMVs, and in 
junctions between cells and GPMVs. In the latter case, values are provided only 
for APLP1-YFP in GPMVs (GPMV side). Measurements were also performed in 
the presence of 50 µM ZnCl2 (see the text). Values are shown as median ± SD.

TABLE 2: Summary of normalized brightness values measured via 
sFCS.
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For GPMV-cell contact measurements, 
blebbing of APLP1-YFP–expressing cells 
was induced for 45 min in NEM buffer. After 
incubation, most of the GPMVs were still at-
tached to adherent cells. Cells were washed 
once in HEPES buffer and detached in 150 
µl HEPES buffer by pipetting and gentle 
shaking. The resulting 150-µl suspension 
was added to the center of a dish containing 
APLP1-Card–expressing cells previously 
washed with HEPES buffer. To increase the 
number of GPMVs and thus the probability 
of finding GPMVs and cells in contact, GP-
MVs from two dishes were pooled and 
added to one cell dish. After 10 min of initial 
settling, HEPES buffer was added to a final 
volume of 2 ml per dish. Imaging was 
started 30 min after mixing to allow GPMVs 
to settle down. When zinc was required, 
50 µM ZnCl2 was added after settling and 
incubated for 20 min before imaging.

Confocal microscopy imaging
Confocal imaging, sFCS, and ccN&B mea-
surements were performed on a Zeiss 
LSM780 system (Carl Zeiss, Oberkochen, 
Germany) using a 40×, 1.2 numerical aper-
ture water-immersion objective. Samples 

were excited with a 488-nm argon laser (YFP fluorophore) or a 
561-nm diode laser (Card fluorophore). For one-color measurements, 
fluorescence was detected between 499 and 695 nm, after passing 
through a 488-nm dichroic mirror, using GaAsP detectors. For two-
color measurements, fluorophores were excited and detected se-
quentially for different regions of the spectrum. Excitation and detec-
tion light were separated using a 488/561-nm dichroic mirror. YFP 
fluorescence was detected between 499 and 695 nm, and mCardinal 
fluorescence was detected between 570 and 695 nm.

sFCS
For one-color sFCS measurements, a line scan of 128 × 1 pixels 
(pixel size 160 nm) was performed perpendicular to the membrane 
with a 472.73-µs (for GPMV measurements) or 945.45-µs scan time 
(for cell measurements). Typically, 250,000–300,000 lines were ac-
quired (total scan time ∼2–4 min) in photon counting mode. Laser 
powers were adjusted to keep depletion due to photobleaching 
below 50%. Typical values were ∼0.7 µW for cell measurements and 
∼1.8 µW for GPMV measurements. For two-color measurements, a 
scan time of 1890 µs was used for both channels, that is, sequential 
scans with 945.45 µs per channel. In the absence of zinc (faster 
APLP1 dynamics), ∼0.7-µW (488-nm) and ∼3-µW (561-nm) laser 
powers were used. In the presence of zinc (and thus much slower 
APLP1 dynamics), a 5-ms break in between each complete scan 
was introduced, and 100,000 scans were acquired with laser pow-
ers of ∼0.35 µW (488 nm) and ∼1.5 µW (561 nm). To maximize the 
fluorescence fluctuation signal, cells with the lowest detectable 
protein expression were selected. Scanning data were exported as 
TIFF files, imported, and analyzed in MATLAB (MathWorks, Natick, 
MA) using custom-written code. sFCS analysis follows the proce-
dure described in Ries and Schwille (2006). Briefly, all lines were 
aligned as kymographs and divided into blocks of 1000 lines. In 
each block, lines were summed up column-wise, and the x position 
with maximum fluorescence was determined. This position defines 

vector using the T4 DNA Ligase, thus obtaining CD86-YFP. Se-
quences of all vectors were verified by DNA sequencing (LGC 
Berlin, Germany). Lifeact-GFP was a kind gift from the Eggeling 
Lab (Oxford University; Schneider et al., 2017).

Preparation for microscopy experiments
For one-color measurements, cells were transfected 16–20 h before 
the experiment using between 250 ng (myr-palm-Card/-YFP) and 
1 µg (APLP1-Card/-YFP) plasmid per dish. Plasmids were incu-
bated for 20 min with 2.5–4 µl Turbofect (Thermo Fisher Scientific, 
Darmstadt, Germany) per dish and 50 µl serum-free medium ac-
cording to the manufacturer instructions and then added dropwise 
to the cells. For cell-mixing experiments, cells were washed 4 h after 
transfection with phosphate-buffered saline (+/+) and detached by 
gentle shaking using 50 µl trypsin EDTA. Then, cells were resus-
pended in 2 ml medium by pipetting up and down, mixed, and 
seeded on new dishes.

For measurements of APLP1 multimerization, culture medium 
was replaced by 4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid 
(HEPES) buffer (10 mM HEPES, pH 7.1, containing 135 mM NaCl, 
6 mM KCl, and 5.5 mM glucose) after two washing steps with the 
same buffer. When zinc was required, the buffer was supplemented 
with 50 µM ZnCl2. Microscopy was performed after 20 min of incu-
bation in zinc-containing buffer at room temperature.

GPMV preparation
GPMVs were produced following the N-ethylmaleimide (NEM) 
protocol (Sezgin et al., 2012). Briefly, cells were washed twice 
and incubated for 45 min in NEM buffer (2 mM NEM, 10 mM 
HEPES, 150 mM NaCl, 2 mM CaCl2, pH 7.4) at 37°C. Afterward, 
the NEM buffer was replaced by the HEPES buffer used for all 
imaging experiments. For sFCS measurements, blebs that were 
still attached to cells were selected to avoid out-of-focus move-
ment or drift.

FIGURE 6: Model for APLP1–APLP1 interaction in the presence of zinc and formation of APLP1 
cell–cell adhesion platforms. In the absence of zinc, only small cis oligomers are present. Trans 
interactions among protein complexes across cell–cell junctions are weak. Our data regarding 
protein diffusion suggest the existence of possible interactions between APLP1 and cortical 
actin network (red). The exact nature of such interaction has yet to be identified. In the presence 
of physiological zinc concentration (and an intact cortical actin cytoskeleton), APLP1 cis 
oligomers coalesce into large cis multimers (∼10–50 molecules, figure not drawn to scale). Such 
protein clusters interact strongly across the cell junction, possibly because of the establishment 
of multiple APLP1–APLP1 trans interactions. It might be possible that unknown proteins (green) 
are also included in APLP1 multimers.
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and 6.3-µs pixel dwell time sequentially for the two detection chan-
nels (switching channel every line). Laser powers were maintained 
low enough to keep bleaching below 10% of the initial fluorescence 
signal (typically ∼0.7 µW for 488 nm and ∼3 µW for 561 nm). For 
measurements in the presence of zinc, a 5-s break was introduced 
between each frame (in order to account for the slow dynamics of 
APLP1 clusters). CZI image output files were imported into MATLAB 
using the Bioformats package (Linkert et al., 2010) and analyzed us-
ing a self-written script. Before further analysis, pixels corresponding 
to cell–cell contacts were selected manually as regions of interest. 
Frames were aligned to the first frame by maximizing the spatial cor-
relation between subselections in consecutive frames, averaged 
over both channels, as a function of arbitrary translations (Trullo 
et al., 2013). Brightness values (in both spectral channels and cross-
correlation brightness) were calculated as described in Digman et al. 
(2008, 2009), and a boxcar algorithm was applied to filter extraneous 
long-lived fluctuations (Hellriegel et al., 2011; Mayer et al., 2016). 
Pixels with count rates >2 MHz were excluded from the analysis to 
avoid pile-up effects. To further calibrate the detector response, we 
measured the brightness on a reflective metal surface in each chan-
nel. The thus-obtained brightness-versus-intensity plot (which should 
be constant and equal to 0 for all intensity values) was used to correct 
the actual experimental data (Digman et al., 2008). Brightness and 
cross-correlation data are presented as histograms displaying values 
of all pixels corresponding to cell–cell contacts. Final values are pro-
vided as average or median (in the case of strongly skewed data 
distributions) cross-correlation brightness ± SEM.

Brightness calibration and fluorophore maturation
The molecular brightness, that is, the photon count rate per mole-
cule, is used as a measure of the multimerization state by calibration 
with the brightness of a monomeric reference. This analysis is often 
based on the assumption that all fluorophores within a multimer are 
fluorescent. However, fluorescent proteins can undergo dark state 
transitions or be in a nonmature, nonfluorescent state (Chen et al., 
2010). This issue has been reported in particular for red fluorescent 
proteins (Hendrix et al., 2008) and can be noticed in different ampli-
tudes of the fluorescence ACF of tandem dimers (Foo et al., 2012). 
We have observed that the ACF amplitude for the Card channel is 
typically much higher than that of YFP in two-color sFCS measure-
ments of a myr-palm-Card-YFP tandem control (Supplemental 
Figure S1). We attribute this effect to a lower maturation probability 
of Card compared with YFP. Therefore, to maximize the dynamic 
range of the brightness analysis, we restricted our analysis to YFP.

To estimate the maturation probability of YFP, we designed a 
myr-palm-YFP-YFP tandem and measured its brightness using sFCS 
and N&B. We found a normalized brightness of ∼1.6 for the dimer, 
which corresponds to a maturation probability pm of ≈60%. We used 
this value to normalize all brightness data of APLP1-YFP (sFCS and 
N&B) using the transformation

B
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pnormalized brightness 1

1n,app
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−

where Bn,app is the measured apparent molecular brightness and B1 
is the molecular brightness of a monomer (e.g., myr-palm-YFP). The 
transformation formula was derived assuming a binomial probability 
distribution for the fluorescence of the n fluorescence units in an 
n-mer. The normalized brightness indicates then the true oligomeric 
size of the complexes. This calibration procedure was applied to 
both sFCS and N&B measurements.

the position of the membrane in each block and is used to align all 
lines to a common origin. Then, all aligned line scans were aver-
aged over time and fitted with a Gaussian function. The pixels cor-
responding to the membrane were defined as the pixels that are 
within ±2.5 σ of the peak. In each line, these pixels were integrated, 
providing the membrane fluorescence time series F(t). When 
needed, a background correction was applied by subtracting the 
average pixel fluorescence value in the cytosol multiplied by 2.5 σ 
(in pixel units) from the membrane fluorescence, in blocks of 1000 
lines (Dörlich et al., 2015). To correct for depletion due to photo-
bleaching, the fluorescence time series was fitted with a two-com-
ponent exponential function, and the previously introduced correc-
tion formula was applied (Ries et al., 2009). For two-color 
measurements, the alignment and correction procedure was inde-
pendently performed for each channel. Finally, ACFs (Gauto) and, in 
the case of two-color experiments (g = green channel, r = red 
channel), CCFs (Gcross) were calculated as follows:
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A model for two-dimensional diffusion in the membrane and a 

Gaussian focal volume geometry was fitted to the ACFs (Ries and 
Schwille, 2006):
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To calibrate the focal volume, point fluorescence correlation 
spectroscopy (FCS) measurements with Alexa 488 and rhodamine B 
dissolved in water at 50 nM were performed. In the fitting routine, 
the structure parameter S was fixed to the value determined in the 
calibration measurement (typically around 5). For one-color mea-
surements, the particle number N and diffusion time τd were ob-
tained from the fit. Diffusion coefficients (D) were calculated using 
the calibrated waist of the focal volume, D 40

2
d= ω τ . The molecular 

brightness was calculated by dividing the mean count rate by the 
particle number determined from the fit, B F t N( )= 〈 〉 . For two-color 
measurements, all correlation functions were used to fit the diffu-
sion model described above. Relative cross-correlation values 
were calculated from the amplitudes of the ACFs and CCFs:

G
G

G
G

max
0
0

,
0
0

scros

auto
g

cross

auto
r

( )
( )

( )
( )

⎧
⎨
⎪

⎩⎪

⎫
⎬
⎪

⎭⎪

where G 0cross ( ) is the amplitude of the CCF and G 0auto
i ( )  is the 

amplitude of the ACF in the ith channel (i = r, g). Diffusion coeffi-
cients and brightness values were calculated from the obtained fit 
parameters of the ACFs. Average diffusion coefficients and bright-
ness values in the text are provided as mean or median (in the case 
of strongly skewed data distributions) ± SD from all measured cells 
or GPMVs.

ccN&B analysis
ccN&B experiments were performed as described in Digman et al. 
(2009) with a modified acquisition mode. Briefly, 100 images of 512 × 
512 pixels were acquired per measurement using a 74-nm pixel size 
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Figure S1: sFCS cross-correlation positive control. A, B: Representative image of a HEK cell 
expressing a myr-palm-YFP-Card tandem. YFP is detected in the green channel (A) and Card in 
the red channel (B). The yellow arrow represents a typical two-color sFCS line scan. Scale bar is 
5 µm. C: Representative ACFs and CCF from two-color sFCS analysis of the cell represented in 
panels A and B. Red: ACF for the red channel (Card), green: ACF for the green channel (YFP), 
blue: CCF calculated between the two spectral channels. Solid lines represent the fit of a two-
dimensional diffusion model to the data. 14 cells from three independent measurements were 
analyzed. All measurements were performed at room temperature. 

 

Figure S2: sFCS cross-correlation negative controls for trans binding. A: Representative 
image of HEK cells expressing myr-palm-YFP (green) or myr-palm-Card (red). The yellow 
arrow represents a typical two-color sFCS line scan. Scale bar is 5 µm. B: Representative ACFs 
and CCF from two-color sFCS analysis of cells represented in panel A. Red: ACF for the red 
channel (myr-palm-Card), green: ACF for the green channel (myr-palm-YFP), blue: CCF 
calculated between the two spectral channels. Solid lines represent the fit of a two-dimensional 
diffusion model to the data. 17 cells from three independent measurements were analyzed.  
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As an additional control, we monitored junctions between cells expressing APLP1-Card or 
CD86-YFP. CD86 is a transmembrane protein that is supposed to have a diffusion coefficient 
similar to that of APLP1. Also, no trans interaction is expected between CD86 and APLP1. C: 
Representative image of HEK cells expressing CD86-YFP (green) or APLP1-Card (red). The 
yellow arrow represents a typical two-color sFCS line scan. In this experiment, the fastest 
available scan speed (945.45µs for both lines) was used. Scale bar is 5 µm. D: Representative 
ACFs and CCF from two-color sFCS analysis of cells represented in panel C. Red: ACF for the 
red channel (APLP1-Card), green: ACF for the green channel (CD86-YFP), blue: CCF 
calculated between the two spectral channels. Solid lines represent the fit of a two-dimensional 
diffusion model to the data. 12 cells from two independent measurements were analyzed. The 
average relative cross-correlation was 0.04±0.06 and the diffusion coefficient of CD86-YFP was 
0.29±0.15 µm²/s (mean±s.d.). The diffusion coefficient of CD86-YFP is indeed comparable to 
that measured for APLP1-YFP (0.25±0.09 µm2/s, see Main Text). All measurements were 
performed at room temperature.  

 

 

Figure S3: Diffusion coefficents of simple model membrane proteins, within or outside cell-
cell junctions. Diffusion coefficients of myr-palm-YFP and GPI-YFP measured with one-color 
sFCS on 18-22 cells each, in two independent experiments. “ns” indicates that no statistically 
significant difference could be determined with a Welch’s two-sided t-test. All measurements 
were performed at room temperature. 
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Figure S4: Zinc induces the rapid formation of APLP1 clusters. HEK cells were transfected 
with APLP1-Card (red) or APLP1-YFP (green). A: Representative image of HEK cells 
expressing the two fluorescent APLP1 constructs in the absence of zinc. The buffer was then 
supplemented with 50 µM ZnCl2 and time-series images were acquired. B: Representative image 
of the same HEK cells in panel A, 2 min after the addition of zinc. These results indicate that 
zinc induces the formation of both cis and trans APLP1 clusters already within ~2 min. Scale bar 
is 5 µm. All measurements were performed at room temperature. The experiment was replicated 
at least twice using independent samples. 

 

Figure S5: Filamentous actin accumulates in correspondence of zinc-induced APLP1 
clusters at cell-cell junctions. A, B: Representative images of HEK cells expressing APLP1-
Card (A) and Lifeact-GFP (B) forming a junction in the absence of zinc. APLP1-Card is 
distributed homogeneously in the PM. The actin-labelling probe is visible throughout the 
cytoplasm and enriched in certain regions of the PM, but not at the cell-cell junction. C: Merged 
channels from panels A and B. The buffer was next supplemented with 50 µM ZnCl2 and, after 
20 min, the same cells were imaged (D-F). The yellow arrows indicate APLP1-Card clusters 
forming at the cell-cell junction. Enrichment of filamentous actin can be observed in close 
proximity of APLP1 clusters, thus suggesting an involvement of actin in APLP1-APLP1 
interaction. Scale bar is 5 µm. All measurements were performed at room temperature. The 
experiment was replicated at least twice using independent samples. 
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2.2 [P2] A fluorescence fluctuation spectroscopy
assay of protein-protein interactions at cell-cell
contacts
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Abstract

A variety of biological processes involves cell-cell interactions, typically mediated by proteins that interact at the interface between neighboring
cells. Of interest, only few assays are capable of specifically probing such interactions directly in living cells. Here, we present an assay to
measure the binding of proteins expressed at the surfaces of neighboring cells, at cell-cell contacts. This assay consists of two steps: mixing of
cells expressing the proteins of interest fused to different fluorescent proteins, followed by fluorescence fluctuation spectroscopy measurements
at cell-cell contacts using a confocal laser scanning microscope. We demonstrate the feasibility of this assay in a biologically relevant context
by measuring the interactions of the amyloid precursor-like protein 1 (APLP1) across cell-cell junctions. We provide detailed protocols on the
data acquisition using fluorescence-based techniques (scanning fluorescence cross-correlation spectroscopy, cross-correlation number and
brightness analysis) and the required instrument calibrations. Further, we discuss critical steps in the data analysis and how to identify and
correct external, spurious signal variations, such as those due to photobleaching or cell movement.

In general, the presented assay is applicable to any homo- or heterotypic protein-protein interaction at cell-cell contacts, between cells of the
same or different types and can be implemented on a commercial confocal laser scanning microscope. An important requirement is the stability
of the system, which needs to be sufficient to probe diffusive dynamics of the proteins of interest over several minutes.

Video Link

The video component of this article can be found at https://www.jove.com/video/58582/

Introduction

Many biological processes occur at the sites of cell-cell interactions, e.g., cell-cell adhesion1,2,3, cell-cell fusion4 and cellular recognition5.
Such events are particularly important during the development of multicellular organisms and for cell-cell communication, e.g., during immune
responses. These processes are typically mediated by proteins that are localized at the surface, i.e., at the plasma membrane (PM) of
neighboring cells and undergo specific interactions at the cell-cell contact that are precisely regulated in space and time. In many cases,
these interactions are direct homo- or heterotypic protein-protein trans interactions, but may also involve ions or ligands acting as extracellular
linkers1. Although of fundamental importance, there is a lack of assays probing these specific protein-protein interactions directly in the native
environment of living cells. Many methods either require cell disruption (e.g., biochemical assays such as co-immunoprecipitation6), fixation (e.g.,
some of the super-resolution optical microscopy techniques and electron microscopy of cell-cell contacts7), or are non-specific, e.g., aggregation/
adhesion assays8,9. To overcome this issue, fluorescence techniques have been implemented based on fluorescence resonance energy transfer
(FRET)10 or fluorescence complementation11. However, to achieve sufficiently small distances between fluorophores, these methods require
fluorescent labels on the extracellular side of the proteins10, potentially interfering with trans interactions.

Here, we present an alternative fluorescence-based assay for protein-protein interactions at cell-cell contacts. This approach combines
fluorescence cross-correlation approaches (scanning fluorescence cross-correlation spectroscopy (sFCCS), cross-correlation number and
brightness (ccN&B)) and mixing of cells expressing a fusion construct of the protein of interest, e.g., an adhesion receptor. The investigated
receptors in the two interacting cells are labeled with two spectrally separated fluorescent proteins (FPs), from the intracellular side (see Figure
1A).

The employed methods are based on the statistical analysis of fluorescence fluctuations induced by the diffusive motion of fluorescent fusion
proteins through the focal volume of a confocal laser scanning microscope. More in detail, the assay probes the co-diffusion of the proteins of
interest in both neighboring PMs at cell-cell contacts. If the proteins undergo trans interactions, these trans complexes will carry fluorescent
proteins emitting in both spectral channels, causing correlated fluorescence fluctuations of both emitters. On the other hand, if no binding occurs,
the number fluctuations of proteins in facing PMs will be independent, causing no correlated fluctuations. The acquisition can be performed
in two ways: 1) sFCCS is based on a line-shaped scan across the cell-cell contact and effectively probes the interactions in a spot located in
the contact region. Through a temporal analysis of fluorescence fluctuations, sFCCS provides also dynamics information, i.e., the diffusion

This is a downloaded version of the protocol article that was published in Journal of Visualized Experiments, issue 142, 
e58582 in 2018. The original article and the video article are available at: 
https://www.jove.com/t/58582/a-fluorescence-fluctuation-spectroscopy-assay-protein-protein (doi:10.3791/58582).

36



Journal of Visualized Experiments www.jove.com

Copyright © 2018  Journal of Visualized Experiments December 2018 |  142  | e58582 | Page 2 of 16

coefficients of protein complexes; 2) ccN&B is based on a pixel-wise analysis of a sequence of images acquired at the cell-cell contact regions. It
has capability to probe and map interactions along the whole contact region (in one focal plane), but does not provide information on dynamics.
Both methods can be combined with an analysis of the molecular brightness, i.e., the average fluorescence signal emitted in the time unit by
single diffusing protein complexes and, thus, provide estimates of the stoichiometry of protein complexes at cell-cell contacts.

In this article, we provide detailed protocols for sample preparation, instrument calibration, data acquisition and analysis to perform the presented
assay on a commercial confocal laser scanning microscope. The experiments can be performed on any instrument equipped with photon
counting or analog detectors and an objective with high numerical aperture. We further discuss critical steps of the protocol and provide
correction schemes for several processes causing artefactual signal fluctuations, e.g., detector noise, photobleaching or cell movement.
Originally developed to probe interactions between adherent cells, the assay may be modified for suspension cells, or adapted to model
membrane systems, e.g., giant unilamellar vesicles (GUVs) or giant plasma membrane vesicles (GPMVs), allowing the quantification of
interactions in different lipid environments or in the absence of an organized cytoskeleton12,13.

Scanning fluorescence cross-correlation spectroscopy is a modified version of fluorescence cross-correlation spectroscopy14 and was
specifically designed to probe slow diffusive dynamics in lipid membranes15. It is based on a line scan acquisition perpendicular to the PM
containing the fluorescent proteins of interest. To probe interactions of two differently labeled protein species, the acquisition is performed
in two spectral channels using two laser lines and two detection windows for spectrally separated fluorophores. Due to the slow diffusion
dynamics of proteins in the PM (D≤~1 µm2/s), a cross-talk-free measurement can be performed by alternating the excitation scheme from
line to line15. The analysis starts with: 1) an alignment algorithm correcting for lateral cell movement based on block-wise averaging of ~1000
lines, 2) determination of the position with maximum fluorescence signal, i.e., the PM position, in each block and 3) shifting of all blocks to a
common origin12,15, separately in each channel. Then, an automatic selection of pixels corresponding to the PM is performed by selecting the
central region from a Gaussian fit of the sum of all aligned lines (i.e., center ± 2.5σ). Integration of the signal in each line yields the membrane
fluorescence time series F(t) in each channel (g = green channel, r = red channel). Note that the pixel size has to be small enough, e.g.,
<200 nm, to reconstruct the shape of the point spread function and find its center, corresponding to the position of the PM. In the presence of
substantial photobleaching, the fluorescence time series in each channel may be modeled with a double-exponential function and then corrected
with the following formula:16

.    (1)

It is important to note that this formula effectively corrects both the amplitudes and diffusion times obtained from correlation analysis of F(t)c,
compared to parameter estimates that would be obtained from the uncorrected F(t). Then, the auto- and cross-correlation functions (ACFs/
CCFs) of the fluorescence signals are calculated:

, (2)

, (3)

where δFi = Fi(t) - Fi(t)  and i = g,r.

A two-dimensional diffusion model is then fitted to all correlation functions (CFs):

.   (4)

Here, N denotes the number of fluorescent proteins in the observation volume and τd the diffusion time for each channel. This model takes into
account that in the described experimental setting, diffusion of proteins in the PM occurs in the x-z plane, in contrast to the commonly used
configuration of fluorescence correlation spectroscopy (FCS) experiments on membranes probing diffusion in the x-y plane of the confocal
volume17. The waist w0 and the structure factor S, describing the elongation wz of the focal volume in z, S = wz/w0, are obtained from a point
FCS calibration measurement performed with spectrally similar dyes and same optical settings using already available values for the diffusion
coefficient Ddye:

,    (5)

where τd,dye is the measured average diffusion time of the dye molecules, obtained from fitting a model for three-dimensional diffusion to the data,
taking into account transitions of a fraction T of all N molecules to a triplet state with a time constant ττ:

.   (6)

Finally, diffusion coefficients (D), molecular brightness values (ε) and the relative cross-correlation of sFCCS data (rel.cc.) are calculated as
follows:

,    (7)

 ,   (8)
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,   (9)

where Gcross(0) is the amplitude of the cross-correlation function and  is the amplitude of the autocorrelation function in the i-th channel.

This definition of the relative cross-correlation, i.e. using max instead of mean in Equation 9, takes into account that the maximum number of
complexes of two protein species present at different concentrations is limited by the species present in a lower number.

Cross-correlation number and brightness is based on a moment analysis of the fluorescence intensity for each pixel of an image stack
acquired over time at a fixed position in the sample, typically consisting of ~100-200 frames, with two spectral channels (g = green channel, r =
red channel). From the temporal mean I i and variance  , the molecular brightness εi and number ni are calculated in each pixel and spectral
channel (i = g, r)18:

,   (10)

. (11)

It is important to note that the given equations apply to the ideal case of a true photon-counting detector. For analog detection systems, the
following equations apply19,20:

,   (12)

.   (13)

Here, S is the conversion factor between detected photons and the recorded digital counts,  is the readout noise and offset refers to the
detector intensity offset. Generally, these quantities should be calibrated, for any detector type, based on measuring the detector variance as a
function of intensity for steady illumination19, e.g., a reflective metal surface or dried dye solution. The offset can be determined by measuring the
count rate for a sample without excitation light. By performing a linear regression of the detector-associated variance  versus intensity (I) plot,
S and  can be determined19:

.   (14)

Finally, the cross-correlation brightness is calculated in each pixel and is defined in general as21

,   (15)

where  is the cross-variance .

In order to filter long-lived fluctuations, all ccN&B calculations are performed following a boxcar filtering, independently for each pixel22. Briefly, ni,
εi (i = g, r) and Bcc are calculated in sliding segments of e.g., 8-15 frames. The values thus obtained can be then averaged to obtain the final pixel
number and brightness values.

Stoichiometry analysis
In order to estimate the stoichiometry of protein complexes at cell-cell contacts, the molecular brightness can be separately analyzed in each
spectral channel for the sFCCS or ccN&B data. In sFCCS, one brightness value is obtained per measurement in each channel. In ccN&B,
a brightness histogram of all pixels corresponding to the cell-cell contact is obtained and the average (or median) value can be used as
representative brightness for the measurement. By performing the same analysis on a monomeric reference, all brightness values can be
normalized to directly obtain the average oligomeric state of the detected protein complexes. At this point, it is important to correct for the
presence of non-fluorescent FPs that may result in an underestimation of the oligomeric state. This is typically performed by measuring the
brightness of a homo-dimeric reference protein23,24 using one-color sFCS or number and brightness (N&B).

Protocol

1. Sample Preparation: Cell-Cell Mixing Assay

NOTE: The following protocol describes the mixing procedure for adherent cells. It may be modified for cells cultured in suspension.

1. Seed an appropriate number of cells on a 6-well plate, e.g., 800,000 HEK 293T cells (counted with a Neubauer counting chamber), a day
before transfection. The number can be modified depending on the time between seeding and transfection and adjusted for other cell types.
To perform a basic experiment (i.e., proteins of interest and negative control), prepare at least 4 wells. Culture cells at 37 °C, 5% CO2 in
Dulbecco's Modified Eagle Medium (DMEM) medium, supplemented with fetal bovine serum (10%) and L-glutamine (1%).

2. Transfect cells according to the manufacturer's instructions (see the Table of Materials).
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1. To perform a basic experiment, transfect, in separate wells, plasmids for the protein of interest fused to a 'green' (e.g., monomeric
enhanced green fluorescent protein (mEGFP), or yellow fluorescent protein (mEYFP)) or 'red' (e.g., mCherry, or mCardinal) fluorescent
protein.
NOTE: In this protocol, we focus on APLP1-mEYFP and APLP1-mCardinal12, and the corresponding negative control, e.g.,
myristoylated-palmitoylated-mEYFP (myr-palm-mEYFP) and -mCardinal (myr-palm-mCardinal)12. Generally, 200 ng - 1 µg of plasmid
DNA are sufficient. High transfection efficiency increases the chance to find 'red' and 'green' cells in contact. Modify the amount of
plasmid and transfection reagent to optimize transfection efficiency. Critical: Cell confluency should be around 70% when transfecting
the cells. If cells are over-confluent, the transfection efficiency will decrease. If cells are not confluent enough, transfection and mixing
may induce stress and prevent many cells from proper attachment after mixing.

3. Perform cell mixing ~4 ± 2 h after transfection.
1. Remove growth medium and wash each well gently with 1 mL PBS supplemented with Mg2+ and Ca2+. Then, remove the PBS.

(Critical) Drop PBS on well edge to prevent detachment of cells during washing.
2. Add ~50 µL trypsin ethylenediaminetetraacetic acid (EDTA) solution drop-wise to each well to facilitate detachment of cells. Incubate at

37 °C for 2 min. Afterwards, slowly shake the 6-well plate laterally to detach the cells.
NOTE: Extended incubation times may be required for some cell types.

3. Add 950 µL of growth medium to each well and resuspend cells by pipetting a few times up and down, thereby detaching all cells
from the well bottom. (Critical) Ensure that cells are resuspended properly and detached from each other by visually checking for the
absence of large cell aggregates after resuspension. Otherwise many 'red'-'red' or 'green'-'green' contacts will be obtained after mixing.

4. Transfer the cell solution of one well (protein of interest or negative control) to the corresponding well, i.e., 'red' (e.g., APLP1-mCardinal
transfected) to 'green' (e.g., APLP1-mEYFP transfected) cells. Mix by gently pipetting a few times up and down. Then, seed the mixed
cells on 35-mm glass bottom dishes (1 mL of mixed cell solution per dish, plus 1 mL of growth medium) and culture seeded cells for
another day at 37 °C, 5% CO2.
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Figure 1. Experimental workflow and schematic representation of scanning fluorescence cross-correlation spectroscopy and cross-
correlation number and brightness analysis at cell-cell contacts. (A) Scheme of sample preparation: Two cell populations transfected
with the protein of interest (e.g., APLP1) fused to two spectrally distinct fluorescent proteins (e.g., mEYFP and mCardinal) are mixed after
transfection. Contacts of differently transfected cells are selected in the microscopy experiments. To avoid interference with extracellular
binding domains, the fluorescent protein should be fused to the intracellular terminus of the protein of interest. (B) Scanning FCCS (sFCCS)
measurements are performed perpendicular to the cell-cell contact in two spectral channels (channel 1, green and channel 2, red). Scan lines
(represented as kymographs) are aligned and membrane pixels summed. Then, ACFs and CCFs are calculated from the intensity traces
Fi(t). ACFs are represented in red and green. CCF is represented in blue. (C) Cross-correlation N&B (ccN&B) acquisition results in a three-
dimensional (x-y-time) image stack. A ROI is selected around the cell-cell contact. Then channel and cross-correlation brightness (ε1, ε2, and Bcc)
values are calculated in each cell-cell contact pixel. The results are then visualized as histograms, pooling all selected pixels. Please click here to
view a larger version of this figure.

2. Sample Preparation: Positive Control for Cross-Correlation Experiments and Homo-
Dimer Construct for Brightness Analysis

1. Seed 600,000 HEK 293T cells, counted with a cell counting chamber, on 35-mm glass bottom dishes one day before transfection. Culture the
cells at 37 °C, 5% CO2 in complete DMEM medium (see step 1.1) for another day.

2. Transfect cells with ~250 ng of plasmid DNA according to manufacturer instructions. For the positive cross-correlation control, use a plasmid
encoding a membrane-anchored fluorescent protein hetero-dimer, e.g., myr-palm-mCherry-mEGFP or myr-palm-mCardinal-mEYFP12

corresponding to the FPs of the protein of interest. For brightness calibration, use plasmids encoding both a membrane-anchored FP
monomer and homo-dimer corresponding to the FPs fused to the protein of interest , e.g., myr-palm-mEYFP and myr-palm-mEYFP-mEYFP
to calibrate the brightness analysis of APLP1-mEYFP12.

3. Culture cells at 37 °C, 5% CO2 in complete DMEM medium (see step 1.1) for another day .

3. Confocal Laser Scanning Microscopy: Setup and Focal Volume Calibration

NOTE: The following protocol is written for experiments performed with mEGFP/mEYFP and mCherry/mCardinal on the laser scanning confocal
microscope used in this study. The optical setup, the software settings (laser lines, dichroic mirrors, filters) and choice of calibration dyes may be
modified for other FPs and microscope setups.

1. Turn on the microscope and lasers at least an hour before the experiment to ensure laser stability and equilibration of temperature.
2. Prepare 100-200 µL of appropriate water-soluble fluorescent dye solutions (see the Table of Materials for examples) in water or PBS to

calibrate the focal volume, with concentrations in the 10-50 nM range.
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3. Place the dye solutions on a clean 35-mm glass bottom dish #1.5, i.e., having a thickness of 0.16-0.19 mm.
NOTE: Ideally, use dishes with high performance cover glass having a low thickness tolerance, e.g., 0.170 ± 0.005 mm, allowing an optimal
collar ring correction (step 3.6). It is important to use the same type of dish as used later for the following experiments.

4. Place the dish containing the dye solution directly on the objective (preferably, water immersion, with NA 1.2) to ensure focusing into the
solution. Alternatively, place the dish on the sample holder and focus into the sample (e.g., 10-20 µm above the bottom of the dish).
NOTE: We do not recommend using oil objectives due to the poor signal obtained when focusing deep into aqueous samples.

5. Set up the excitation and emission path, e.g., choose the 488 nm laser, a 488/561 nm dichroic mirror, detection window 499-552 nm and a
pinhole size of 1 Airy unit (AU). Make sure that the pinhole size is the same as the one that will be used in cross-correlation measurements.

6. Adjust pinhole position (pinhole adjustment) and the objective collar ring to maximize count rate. To this aim, turn collar ring until maximum
count rate is detected.
NOTE: The collar ring correction accounts for the specific thickness of the cover glass used. Maximizing the count rate, i.e., collecting as
many photons per molecule as possible, is crucial to maximize the signal-to-noise ratio (SNR) of the measurements.

7. Perform a series of point FCS measurements (e.g., 6 measurements at different locations, each consisting of 15 repetitions of 10 s, i.e., 2.5
min total time, sampled with 1 µs dwell time or less) at the same laser power as used in cross-correlation measurements (typically ~1%, i.e.,
~1-2 µW).

8. Fit a three-dimensional diffusion model including a triplet contribution (Equation 6) to the data.
NOTE: Typically, the obtained diffusion times are around 30 µs and the structure factor is around 4-8.

9. Calculate the waist w0 from the measured average diffusion time and published values for the diffusion coefficient of the used dye at room
temperature25 according to Equation 5. Typical values are 200-250 nm.

10. Repeat the calibration routine (steps 3.4-3.9) with a different fluorescent dye for a second detection channel if needed (e.g., 561 nm excitation
and detection between 570 nm and 695 nm). Keep the pinhole position and size as it was set for the first detection channel.

11. Calculate the molecular brightness (Equation 8) from the calibration measurements, and store the obtained values.
NOTE: Typical values for the used setup are ~8-10 kHz/molecule (MOL) for 1.8 µW 488 nm excitation power. Lower than usual values might
indicate dirt on the objective, misalignment of the setup or a reduced laser output. Check and store laser output powers at the objective
regularly using a power meter. For comparison of different setups, molecular brightness normalized by the excitation laser power is the most
meaningful parameter to assess microscope performance.

4. Scanning Fluorescence Cross-Correlation Spectroscopy: Acquisition

NOTE: The following protocol is written for experiments performed with mEGFP/mEYFP ('green') and mCherry/mCardinal ('red') on the laser
scanning confocal microscope used in this study. The optical setup and the software settings (laser lines, dichroic mirrors, filters) may be different
for other FPs or microscope setups.

1. Set up the optical path, e.g., 488 nm and 561 nm excitation and a 488/561 nm dichroic mirror, pinhole on 1 AU for 488 nm excitation. To
avoid spectral cross-talk, select two separate tracks to excite and detect mEGFP/mEYFP (488 nm excitation, green channel) and mCherry/
mCardinal (561 nm excitation, red channel) sequentially and select switch tracks every line. For the detection, use appropriate filters for
both channels, e.g., 499-552 nm in the green channel and 570-695 nm in the red channel.

2. If alternated excitation is not possible, use appropriate filter settings for the red channel to minimize spectral cross-talk (i.e. detect mCherry/
mCardinal fluorescence not below 600 nm). This may reduce the amount of photons detected in the red channel and thus reduce the SNR.

3. Place the dish containing the mixed cells on the sample holder. Wait at least 10 min to ensure temperature equilibration and to reduce focus
drift.

4. Focus on the cells using transmission light in the Locate menu.
5. Search for a pair of a 'red' and a 'green' cell in contact with each other. For the positive cross-correlation or homo-dimer brightness control

(see section 2), search for an isolated cell emitting fluorescence in both channels or the respective homo-dimer signal at the PM.
NOTE: (Critical) Minimize sample exposure while searching for cells to avoid pre-bleaching, which may reduce the cross-correlation26.
Therefore, scan at the fastest scan speed and low laser powers. To avoid detector saturation while imaging strongly expressing cells, search
in integration mode. However, to minimize exposure, scanning at lower laser powers is possible in photon counting mode.

6. Select a scan path perpendicular to cell-cell contact (or to PM of a single cell for the positive cross-correlation or homo-dimer brightness
control) using the Crop button as depicted in Figures 1B and 2A.
NOTE: Some older microscopes do not allow arbitrary scan directions. In this case, cell-cell contacts with an orientation perpendicular to the
scan direction have to be located.

7. Zoom to achieve a pixel size of 50-200 nm and select Line in Scan Mode. Set Frame Size to 128 × 1 pixels.
NOTE: Typical pixel size is 160 nm, corresponding to a scan length of around 20 µm.

8. Set Scan speed to the maximum allowed value, e.g., 472.73 µs per line.
NOTE: For an alternate excitation scheme, this corresponds to 954.45 µs scan time, i.e. ~1000 scans/s on the setup used. The scan speed
may be adjusted depending on the diffusion coefficient of the protein of interest. For membrane-anchored proteins, typical diffusion times
are around 10-20 ms. The scan time should be at least ten times smaller than the diffusion times. Lower scan speeds may induce stronger
photobleaching and require lower illumination powers. Alternatively, one can impose a pause, e.g., 5 ms, in between each scan for very
slowly diffusing complexes using Interval in the Time Series submenu.

9. Choose the appropriate laser powers, e.g., ~1-2 µW for 488 nm and ~5-10 µW for 561 nm excitation.
NOTE: Higher laser powers improve SNR, but increase photobleaching. Therefore, laser powers should be chosen such that photobleaching
is less than 50% of the initial count rate.

10. Set Cycles to 100,000-500,000.
NOTE: The number of scans, i.e., duration of the measurement, may vary: Longer measurement times will improve SNR and may be more
appropriate for slowly diffusing molecules, however, motion of the cells and photobleaching limit the maximal measurement time. Data
presented here were routinely acquired for ~3-6 min, i.e., 200,000-400,000 line scans.

11. Set detectors to Photon counting mode. Press Start Experiment to start the acquisition. Repeat steps 4.5-4.11 to measure another cell.
NOTE: It is recommended to measure 10-15 cells per sample at different expression levels. (Critical) Avoid detector saturation at high
expression levels. The maximum count rate should not exceed ~1 MHz.

41



Journal of Visualized Experiments www.jove.com

Copyright © 2018  Journal of Visualized Experiments December 2018 |  142  | e58582 | Page 7 of 16

12. If brightness analysis is carried out to determine oligomeric states, perform homo-dimer brightness calibration measurements according to
modified steps 4.1-4.11: Measure each fluorescent protein homo-dimer separately (in isolated cells, prepared using protocol section 2) and
perform measurements only in one spectral channel.

5. Scanning Fluorescence Cross-Correlation Spectroscopy: Data Analysis

NOTE: The following protocol follows an implementation of the analysis procedure described in detail in previous articles12,15. The software code
is available upon request to the authors.

1. Export the raw data (e.g., CZI) files to an RGB TIFF image in raw data format. This file will contain a kymograph with the green and red
channel data, in the channel termed G and R of the image, respectively.

2. Import the TIFF file with the appropriate analysis software and proceed to perform the analysis.
NOTE: The following steps (steps 5.3-5.7) are applied separately to each channel:

3. Align the lines by performing a segment-wise or moving time average with blocks of 500-1000 lines. Determine the membrane position, i.e.,
the pixel position with the maximum count rate, in each block. Shift all blocks to the same lateral position. This procedure corrects for lateral
displacement of the cell-cell contact, e.g., due to cell movement.

4. Sum up all aligned lines along the time axis and fit the average intensity profile using a Gaussian function. In the presence of significant
intracellular background, use a Gaussian plus a sigmoid function. Define the pixels corresponding to the membrane as all pixels within ±2.5σ
of the membrane position and sum up the intensity of these pixels in each line, obtaining a single fluorescence signal value for each time
point (i.e., for each line scan).

5. If needed (e.g., background >10% of the membrane signal), apply a background correction by subtracting the average pixel intensity in the
cytoplasm multiplied by 2.5σ (in pixel units) from the membrane fluorescence, in blocks of 1000 lines. Avoid bright intracellular vesicles when
selecting background pixels.

6. If photobleaching is observed, apply a bleaching correction. Therefore, fit the membrane fluorescence time series with a double-exponential
function and apply the appropriate correction formula, Equation 116.
NOTE: Alternatively, Fourier spectrum based correction schemes may be applied27. (Critical) If photobleaching is present but not corrected
for, the CFs may be severely distorted and parameter estimates may be strongly biased (e.g., see Figure 5E).

7. Calculate the ACFs and CCFs according to Equations 2 and 3 using, e.g., a multiple-tau algorithm28. To improve the reliability of the analysis
and avoid artefacts, perform the calculations for 10-20 equal segments of the total measurement. Inspect the fluorescence time series and
CFs in each segment and remove clearly distorted segments (see examples in Figure 4A- 4D). Average all non-distorted segments.
NOTE: This procedure can be automated to avoid a subjective bias to the data29. For very unstable measurements having many short
segments may be helpful. However, the length of a segment should still be at least three orders of magnitude above the diffusion time to
avoid statistical undersampling errors29,30,17.

8. Fit a two-dimensional diffusion model, Equation 4, to the obtained CFs. Therefore, fix the structure factor to the value obtained in calibration
measurement (Protocol section 3). The accuracy of the fit can be improved by performing a weighted fit using the statistical weights of each
data point obtained from the multiple tau algorithm.

9. Calculate the diffusion coefficient using the calibrated waist according to Equation 7.
10. Calculate the molecular brightness by dividing the average fluorescence intensity in each channel by the corresponding number of particles,

Equation 8. Normalize the determined brightness value in each channel by the average brightness of the corresponding monomeric reference
to obtain the oligomeric state, taking into account non-fluorescent FPs23. To this aim, determine average homo-dimer brightness values from
one-color analysis to calculate the fraction of non-fluorescent FPs23.

11. Calculate the relative cross-correlation according to Equation 9.

6. Cross-Correlation Number and Brightness: Detector Calibration

NOTE: The following protocol provides a general guideline regarding how to calibrate the detection system. This procedure is mandatory for
analog detection systems, but is not strictly needed when true photon counting detectors are used.

1. Dry appropriate water-soluble dye solutions (see Table of Materials for examples) on a 35-mm glass bottom dish. Set the optical path
accordingly, i.e., 488 or 561 nm excitation and detection at 499-552 nm or 570-695 nm, respectively.
NOTE: Alternatively, a reflective metal surface can be used instead of dried dye solutions by placing the metal piece directly on top of the
objective.

2. Perform one-color N&B measurements in regions with different dye concentrations or at different laser powers. Therefore, use Zoom to
achieve a pixel size of 300 nm, Scan speed to set appropriate pixel dwell time, e.g., 25 µs and set Cycles to 100-200 frames.

3. Set detectors to photon counting (or analog mode if measurements are performed with analog detection) and press Start Experiment to
start the acquisition. Perform measurement at zero excitation power to determine the intensity offset.

4. Plot pixel variance as a function of pixel intensity for all measured pixels and perform a linear fit of these data. Determine S as the slope of
the linear fit. Calculate the readout noise from the y-intercept, using S and the determined intensity offset according to Equation 14.

7. Cross-Correlation Number and Brightness: Acquisition

1. Follow steps 4.1-4.4 of the sFCCS acquisition protocol.
2. Use Crop to select a frame of 512 × 128 pixels around a cell-cell contact (or isolated PM for homo-dimer brightness control) and Zoom to

achieve a pixel size of 50-100 nm.
3. Use Scan speed to set appropriate pixel dwell time, e.g., 6.3 µs.

NOTE: In N&B, the pixel dwell time should be much smaller than the diffusion time of the protein of interest. If an alternate excitation scheme
is chosen, e.g., switching tracks every line, the time between the two tracks should be smaller than the diffusion time of the protein of interest.
Otherwise the detectable cross-correlation is reduced.
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4. Set Cycles to 100-200 frames.
NOTE: A higher frame number will improve the SNR, however, cell movement may limit the total measurement time. The scan time per frame
should be much higher than the diffusion time of the protein of interest. Otherwise the apparent brightness is reduced, i.e., particles appear to
be immobile. For very slowly diffusing complexes, impose a pause, e.g., 2 s, in between frames using Interval in the Time Series submenu.

5. Set laser powers to appropriate values (typical values are ~1-2 µW for 488 nm and ~5-10 µW for 561 nm excitation).
NOTE: Higher laser power leads to higher brightness and improved SNR, but also enhanced photobleaching. Laser powers should be
high enough to achieve a detected brightness of at least ~1 kHz/MOL but kept low enough to avoid more than 10-20% photobleaching. For
mEGFP/mEYFP or mCherry/mCardinal, less than 10% photobleaching are usually obtained.

6. Set detectors to photon counting (or analog mode if measurements are performed with analog detection). Press Start Experiment to start
the acquisition.

7. Evaluate the photon count rate. If count rates in cell-cell contact pixels exceed 1 MHz, reduce the laser power or select cells with lower
expression levels. Repeat the steps 7.2-7.7. to measure the next pair of cells. It is recommended to measure 10-15 cells per experiment at
different expression levels.

8. If brightness analysis is performed to quantify oligomerization, perform homo-dimer brightness calibration measurements according to
modified steps 7.1-7.7: Measure each fluorescent protein homo-dimer separately (in isolated cells, prepared using protocol section 2) and
perform measurements only in one spectral channel.

8. Cross-correlation Number and Brightness: Data Analysis

NOTE: The following protocol follows a previously described analysis procedure12,31. The software code is available from the authors upon
request.

1. Import the raw data (e.g., CZI files can be imported using the Bioformats32 package). Average all frames and select a region of interest (ROI)
around the cell-cell contact.

2. Perform an image alignment algorithm33, e.g., by maximizing the spatial correlation between ROIs in subsequent frames for arbitrary lateral
translations, averaged over both channels. This procedure will correct for lateral movement of the cells.

3. Apply a boxcar filter22 to reduce extraneous long-lived fluctuations, originating from, e.g., residual cell movement or background bleaching.
Alternatively, a detrending method may be applied to correct for photobleaching34.
NOTE: If no segment-wise analysis or detrending is applied, the apparent brightness may be largely overestimated.

1. Define sliding segments of, e.g., 8 to 15 frames (e.g., frames 1 to 8, 2 to 9 and so forth) and calculate the channel and cross-correlation
brightness values according to Equations 10, 11 and 15 pixel-wise in each segment. If detectors are not true photon counting
detectors, take the calibrated detector parameters into account when calculating the brightness, i.e., use Equations 12 and 13 instead.
NOTE: Calculating the brightness values in segments of 8 to 15 frames leads to a 10-20% underestimation of the absolute brightness
and a 10-20% overestimation of particle numbers. Nevertheless, brightness ratios (e.g., dimer to monomer brightness) are not affected,
as long as the segment length is kept constant throughout the analysis (data not shown). The statistical error for a given segment
length can be determined via simulations and thus corrected for.

2. Average the obtained brightness values pixel-wise over all segments. In this step, one may remove the highest and lowest 5% of
segment brightness values from the average or exclude segments which show a clear distortion in the intensity, due to, e.g., an
intracellular vesicle or aggregate transiently present in these pixels.

4. Plot the pixel brightness values as a function of the pixel intensity and select the population of pixels that corresponds to the cell-cell contact.
Background pixels will have very low intensity values. At this point, re-evaluate the maximum count rate. Exclude pixels with count rates
above 1 MHz to prevent pile-up effects.

5. Create channel and cross-correlation brightness histograms of selected cell-cell contact pixels and obtain the ROI-averaged brightness
values. Normalize the average channel brightness value by the average brightness of the corresponding monomeric reference to obtain the
oligomeric state, taking into account non-fluorescent FPs23. Therefore, determine average homo-dimer brightness values from one-color
analysis to calculate the fraction of non-fluorescent FPs23.

6. For illustration, plot channel and cross-correlation brightness maps.

Representative Results

A first test for the protein-protein interaction assay, i.e., mixing of cells expressing spectrally distinct fluorescent proteins followed by sFCCS/
ccN&B measurements (Figure 1), should be performed on proteins that are not expected to interact at the cell-cell contact (i.e., a negative
control). Therefore, HEK 293T cells expressing myristoylated-palmitoylated-mEYFP (myr-palm-mEYFP) or -mCardinal were mixed and sFCCS
was performed across the cell-cell contact (Figure 2A). In an ideal case, the fluorescence signal in each channel is supposed to fluctuate around
a stable mean, as a consequence of the diffusive motion of the proteins in the PM and the statistical variations of the number of proteins in the
focal volume. For proteins that do not interact, the fluctuations in both channels are independent from each other and, thus, the spectral cross-
correlation is expected to fluctuate around zero. Indeed, a relative cross-correlation close to zero was observed in typical measurements (Figure
2C). The ACFs show characteristic decay times of ~10-20 ms (corresponding to, on average, Dmyr-palm = 1.3 ± 0.3 µm2/s (mean ± SD, n = 20
cells)), as expected for the diffusion of myr-palm-mEYFP and -mCardinal in the PM, e.g., Dmyr-palm = 0.88 ± 0.11 µm2/s (mean ± SEM) based on
fluorescence recovery after photobleaching (FRAP) experiments35. Notably, these rather slow dynamics allow the use of an alternating excitation
scheme, i.e., switching between only green and only red excitation and detection every line, causing a ~0.5 ms delay between signals in both
channels but suppressing spectral cross-talk. On average, a very low average cross-correlation of 0.08 ± 0.10 (mean ± SD, n = 17 cells) was
obtained for the negative control (Figure 3E), as expected.
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Next, a positive cross-correlation control was used to calibrate the maximum possible cross-correlation in the optical setup. Therefore, the
membrane-anchored hetero-dimer myr-palm-mCardinal-mEYFP was expressed in HEK 293T cells and sFCCS measurements were performed
on single cells (Figure 2B). The obtained CCFs had positive amplitudes and showed similar decay times as the ACFs, again ~10-20 ms (Figure
2D). On average, a relative cross-correlation of 0.96 ± 0.18 (mean ± SD, n = 14 cells) was measured for the positive control (Figure 3E).

Figure 2. Scanning fluorescence cross-correlation spectroscopy control measurements. (A) Representative images of mixed HEK 293T
cells expressing myr-palm-mEYFP/-mCardinal as negative control for trans interactions. The yellow arrow indicates the sFCCS scan path. Scale
bars are 5 µm. (B) Representative images of HEK 293T cells expressing myr-palm-mCardinal-mEYFP hetero-dimer (left: green channel, right:
red channel) as positive cross-correlation control. The yellow arrow indicates the sFCCS scan path. Scale bars are 5 µm.(C) Representative
CFs (green: ACF in green channel (mEYFP), red: ACF in red channel (mCardinal), blue: CCF) obtained in sFCCS measurements for negative
control. Solid lines show fits of a two-dimensional diffusion model to the CFs. (D) Representative CFs (green: ACF in green channel (mEYFP),
red: ACF in red channel (mCardinal), blue: CCF) obtained in sFCCS measurement of the positive control. Solid lines show fits of a two-
dimensional diffusion model to the CFs. Please click here to view a larger version of this figure.

The suitability of this assay was then investigated in a biologically relevant context by probing the trans interactions of the amyloid precursor-like
protein 1 (APLP1), a type I transmembrane protein that has been proposed to act as a neuronal adhesion receptor. To this aim, APLP1 fused
to mEYFP or mCardinal was expressed in HEK 293T cells. To exclude interference with extracellular binding domains, the FPs were fused to
the C-terminus of APLP1, i.e., at the intracellular domain (see Figure 1A). Then, sFCCS measurements were performed on cell-cell contacts
between APLP1-mEYFP and APLP1-mCardinal expressing cells (Figure 3A), resulting in ACFs and CCFs (Figure 3C) that provide information
about APLP1 diffusion and interactions. A positive relative cross-correlation of 0.45 ± 0.21 (mean ± SD, n = 17 cells) was observed, i.e., a value
significantly larger than that of the negative control (Figure 3E). Interestingly, the average relative cross-correlation was lower than that of the
positive control (Figure 3E), indicating only partial trans binding.

Finally, the assay was used to show that zinc ions facilitate enhanced APLP1 trans binding12,31. The sFCCS CFs obtained from measurements
across APLP1 clusters at cell-cell contacts (characterized by a strong co-localization of APLP1-mEYFP and APLP1-mCardinal and forming
rapidly in the presence of zinc ions, Figure 3B) showed strongly reduced dynamics, as evident from large decay times and the oscillations at
large lag times (Figure 3D). Nevertheless, analysis of the amplitudes at short lag times revealed a significant increase of the relative cross-
correlation to 0.8 ± 0.3 (mean ± SD, n = 17 cells), i.e., ~80% of the calibrated maximum (Figure 3E). It is to be expected that such slow dynamics
induce severe distortions of the correlation curves (see Figure 3D) due the limited number of diffusive events that can be detected during the
finite measurement time, inducing so-called particle noise30. For an accurate quantification, the maximum lag time should be at least 3 orders of
magnitude above the diffusion time (see previous reviews30,17 for further details).

The molecular brightness from the sFCCS APLP1 data was further analyzed, using the myr-palm negative control as a monomeric reference in
each channel and correcting for the amount of non-fluorescent proteins23. Upon zinc ion addition, the molecular brightness significantly increased
from small oligomers (~dimers) to larger multimers consisting of ~10-50 monomers on each cell (Figure 3F). Thus, on average, up to ~100
APLP1 monomers are present in a whole protein cluster across the cell-cell junction.
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Figure 3. Scanning fluorescence cross-correlation spectroscopy measurements of APLP1 interactions at cell-cell contacts. (A, B)
Representative images of HEK 293T cells expressing APLP1-mEYFP (green)/ APLP1-mCardinal (red) before (A) and 30 min after zinc ion
treatment (B, different cells). The yellow arrows indicate the sFCCS scan paths. Scale bars are 5 µm. (C, D) Representative CFs (green: ACFs
in green channel (mEYFP), red: ACFs in red channel (mCardinal), blue: CCFs) obtained in sFCCS measurements for (C) APLP1 before zinc ion
treatment and (D) after zinc ion treatment. Solid lines show fits of a two-dimensional diffusion model to the CFs. (E) Box plots of relative cross-
correlation obtained from sFCCS analysis of negative control ("negative"), APLP1 in absence and presence of zinc ions, and positive cross-
correlation control ("positive"). Plots show median values and whiskers ranging from minimum to maximum values. (F) Box plots of normalized
molecular brightness in green channel (mEYFP) obtained from sFCCS analysis of APLP1 at cell-cell contacts in the absence and presence of
zinc ions. Brightness values were corrected for non-fluorescent mEYFP based on sFCS measurements of myr-palm-mEYFP-mEYFP homo-
dimers expressed in HEK 293T cells, measured under the same conditions23. Plots show median values and whiskers ranging from minimum to
maximum values. Please click here to view a larger version of this figure.

All the measurements shown so far were corrected for additional, spurious fluctuations occurring in the cells that, if not taken into account,
would make the sFCCS analysis challenging. For the negative control, for example, these may cause a false-positive cross-correlation, if no
correction schemes are applied. Two major processes that can severely distort the CFs are: 1) instabilities in the recorded fluorescence signal
due to intracellular vesicles that transiently enter the focal volume or slow membrane dynamics, e.g., drift in z-direction, and 2) photobleaching.
To identify transient instabilities, it is recommended to divide the full measurements in 10-20 equally sized segments and to visually inspect the
intensity time series and CFs in each segment. This procedure is illustrated in Figure 4, which gives an example of clearly distorted segments
obtained in the analysis of a negative control measurement. Transient instabilities (Figure 4A, intensity traces of segments 1 and 2) may result
in a CCF having negative values (Figure 4B, segment 1) or a high false-positive cross-correlation (Figure 4B, segment 2). Typically, such
instabilities are visible in the intensity series as slow signal variations (Figure 4A). The corresponding CFs typically deviate strongly from the
CFs of the majority of segments, displaying, e.g., higher amplitude and much slower decay times on the ~second scale (see Figure 4B-4D).
It is recommended to remove such segments from the analysis and to calculate the final CFs by averaging all non-distorted segments, i.e.,
segments characterized by CFs not deviating from the majority of CFs. Typically, this is done in a graphical interface by 1) iteratively examining
the segments, 2) removing clearly distorted segments from the average and 3) inspecting the CFs of remaining segments with respect to the
updated average CFs of segments that were not removed. By applying this procedure, partially distorted long measurements (Figure 5A),
showing slowly decaying (corrupted) CFs (Figure 5B) were successfully corrected and meaningful correlation curves were recovered (Figure
5C). Generally, this correction procedure can be automatized29, avoiding a visual inspection by the user, which may be prone to subjective bias.
In comparison to intensity based filtering methods36, in which small bins of the measurement are evaluated based on their intensity compared
to the average intensity of the full measurement and removed if exceeding a threshold parameter, the described procedure does not rely on
external parameters and is sensitive also to minor instabilities.
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In order to compensate for photobleaching, the described mathematical correction, Equation 1, was applied. Typically, photobleaching can
be identified by an exponential decay of the fluorescence signals (Figure 5D), dominating the CFs, which then show a false-positive cross-
correlation and decay times on the ~min scale (see the typical curve shape in Figure 5E). The correction procedure recovered the non-distorted
CFs (Figure 5F). As already mentioned, similar intensity variations within single measurements may be also caused by PM movement, e.g., z-
drift, or large slowly moving structures. However, if similar exponential decays appear in all measurements, photobleaching will be the most likely
source. Generally, correction schemes can be combined, e.g., intensity filtering, CF based filtering and further methods such as Fourier transform
based filtering of slow signal variations in frequency space27.

Figure 4. Segment-wise analysis of scanning fluorescence cross-correlation spectroscopy measurements of negative cross-
correlation control. (A) Fluorescence intensity in green (F1) and red channel (F2) of two different time segments (each measurement was
analyzed in 20 segments of ~20 s each), obtained from sFCCS measurement of negative control. (B) CCFs of each of the 20 segments. The
CCFs for segments 1 and 2 are highlighted in red and orange, respectively. (C, D) ACFs of each segment in green (C) and red (D) channel. The
ACFs for segments 1 and 2 are highlighted in red and orange, respectively. Please click here to view a larger version of this figure.

Figure 5. Perturbations in scanning fluorescence cross-correlation spectroscopy measurements at cell-cell contacts, exemplified for
negative cross-correlation control. (A) Full fluorescence time series for an exemplar measurement in green (F1) and red channel (F2). The
solid red lines represent a double-exponential fit of the time series in each channel. (B, C) CFs (green: ACFs in green channel, red: ACFs in
red channel, blue: CCFs) of the fluorescence time series shown in A, calculated by (B) correlating the whole measurement or (C) correlating
20 segments separately and averaging the least distorted CFs of ~80% (green channel) and ~50% (red channel) of the segments. Solid lines
represent fit of a two-dimensional diffusion model to the data. (D) Full fluorescence time series and double-exponential fit (solid red lines) of
measurement characterized by substantial bleaching in green (F1) and red channel (F2). (E, F) CFs (green: ACFs in green channel, red: ACFs
in red channel, blue: CCFs) of the fluorescence time series shown in D, calculated by (E) correlating the whole measurement or (F) applying
the bleaching correction, Equation 1, correlating 20 segments separately and averaging the least distorted CFs of ~90% (both channels) of the
segments. Solid lines represent fit of a two-dimensional diffusion model to the data. Please click here to view a larger version of this figure.
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As a complementary approach to sFCCS, ccN&B (Figure 1C) can be used to detect protein-protein interactions after cell mixing. In contrast to
sFCCS, ccN&B provides no information on protein dynamics, but allows measuring trans interactions along the whole cell-cell contact in one
focal plane. Measurements on APLP1 samples were performed before and after treatment with 50 µM ZnCl2, as well as on the negative myr-
palm control. These measurements are sensitive to cell movements, especially for zinc ion treated samples, requiring prolonged acquisition
times to account for the slow dynamics of APLP1 clusters. Therefore, an image alignment algorithm was implemented to correct for lateral
movement of the cells33. Also, a boxcar filter22 (8 frames box size, ~5 s) was applied to remove low frequency fluctuations of the measured
signals. This procedure is very similar to other filters used in N&B analysis involving local averaging37 or detrending18,34, but keeps the original
data unaltered, i.e., pixels are treated independently and no averaging or subtraction of signals is performed. This procedure effectively
suppresses long-lived fluctuations on time scales longer than the box size22. Following such data analysis, the cross-correlation brightness
values for all samples were compared by pooling all cell-cell contact pixels in a cross-correlation brightness histogram. For APLP1 in the
absence of zinc ions (Figure 6A and 6D), a positive average Bcc of 0.068 ± 0.004 (mean ± SEM, n = 18 cells) was observed. After zinc ion
addition (Figure 6B and 6E), the Bcc value increased to 0.266 ± 0.006 (mean ± SEM, n = 19 cells). For the negative control (Figure 6C and 6F),
a lower average cross-correlation brightness was detected (Bcc =0.022 ± 0.002, mean ± SEM, n = 26 cells). To estimate the stoichiometry of
APLP1 complexes at cell-cell contacts, the brightness of APLP1-mEYFP was normalized using the average value obtained for myr-palm-mEYFP
(i.e., the negative control) and corrected for the amount of non-fluorescent proteins23. In agreement with sFCCS data, the brightness distribution
was centered around a value corresponding to dimers (Figure 6G), in the absence of zinc ions, suggesting an average 2:2 stoichiometry. After
zinc ion treatment, the normalized brightness strongly shifted to larger values, ranging from ~10 to ~60 (Figure 6H), i.e., stoichiometries of at
least 10:10 or larger, again in good agreement with sFCCS data.

Figure 6. Cross-correlation Number and Brightness measurements of APLP1 interactions at cell-cell contacts. (A-C) Representative
ccN&B image frames of cell-cell contacts between APLP1-mEYFP and APLP1-mCardinal expressing HEK 293T cells without (A) and with zinc
ions (B) or myr-palm-mEYFP and myr-palm-mCardinal expressing cells as negative cross-correlation control (C). Scale bars are 5 µm. (D-F)
Cross-correlation brightness (Bcc) histograms of all examined pixels and cells obtained from ccN&B analysis of cell-cell contacts in APLP1
samples (D), zinc-treated APLP1 samples (E) and samples containing myr-palm-mEYFP and myr-palm-mCardinal (F). (G, H) Normalized
brightness histograms of APLP1 samples (G: without zinc ions, H: with zinc ions) for the green channel (mEYFP) obtained from brightness
analysis of the same cells and ROIs used for the calculation of Bcc. Inset in G shows a magnification in the normalized brightness range of -2
to 10. Brightness values were corrected for non-fluorescent mEYFP based on N&B measurements of myr-palm-mEYFP-mEYFP homo-dimers
expressed in HEK 293T cells, measured under the same conditions23. Please click here to view a larger version of this figure.
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In order to perform the ccN&B analysis, a careful calibration of the detectors should be performed. For the experimental setup used in this
study, the need for such a calibration became apparent when the molecular brightness was analyzed in fixed samples (i.e., in the absence of
number fluctuations). In this case, the molecular brightness is expected to be zero according to Equation 10, since the variance should only
originate from detector noise. However, when a ROI that contains only (immobile) background pixels was analyzed (Figure 7A and 7B), a
positive brightness of ~0.1 cts./(MOL x dwell time) was determined. A similar value was obtained performing N&B measurements of HEK 293T
cells expressing glycosylphosphatidylinositol-mCherry (GPI-mCherry, Figure 7C) with varying laser powers and extrapolating the measured
molecular brightness to zero laser power. To correct for this effect, we performed a systematic calibration of the detector, as previously reported
(see Equation 12)19,20. We therefore measured the variance as a function of detector count rate on a sample consisting of a dried fluorescent
dye solution and determined the parameters S,  and the dark count rate offset. The latter was obtained from measuring the intensity at zero
laser power and was, in our case, negligible. From a linear fit of the variance versus intensity plot, we determined, according to Equation 14,
a slope of S = 1.1, and a negligible readout noise. The determined values (S = 1.1,  = 0, offset = 0) were then used to correctly calculate
molecular brightness and number according to Equations 12 and 1319. Alternatively, a more empirical correction scheme can be applied based
on the fact that a superpoissonian detector noise, i.e., ~10% larger noise than Poissonian shot noise, would also explain the observation of a
positive molecular brightness in pixels without number fluctuations. Using this assumption, the determined brightness of ~0.1 cts./(MOL x dwell
time) in such pixels can be considered as a constant brightness offset and should thus be subtracted from all brightness values calculated with
Equation 10. Most importantly, both described approaches lead to the same results when calculating brightness ratios, as long as  and offset
are negligible. It is worth mentioning that among different microscopes of the same type (same vendor, same model, GaAsP detectors in photon
counting mode) different S values were observed, highlighting the necessity for a careful detector calibration on each individual setup.

A further important parameter affecting the detector performance in brightness measurements is the detector dead time. As it has been
previously shown, the detector dead time can substantially reduce the detected molecular brightness, even at medium count rates (above
102-103 kHz)38. To avoid this artefact, measurements should either be performed at lower count rates, or the dead time should be calibrated
based on performing N&B or FCS in a dilution series of, e.g., EGFP in buffer solution. Then, measured count rates can be corrected using
a calibrated dead time38. For the setup used in this study, such a calibration using N&B on diluted dye solutions revealed stable molecular
brightness values up to count rates of ~0.5 MHz and a corresponding dead time of ~6 ns (Figure 7E). The decrease at higher count rates can be
thus corrected by using a previously published correction formula38, resulting in a constant brightness value of ~8 kHz/MOL.
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Figure 7. Detector calibration for Number and Brightness analysis. (A) Representative image from N&B measurements of HEK 293T
cells expressing GPI-mCherry. A ROI (blue dashed rectangle) was selected in the background. (B) Pixel brightness histogram of all pixels
corresponding to the ROI shown in A. The average pixel brightness, obtained from fitting the pixel brightness histogram with a Gaussian
function, is ~0.1 cts./(MOL x dwell time). Data were acquired at 25 µs pixel dwell time. (C) Molecular brightness obtained from N&B analysis of
GPI-mCherry expressed in HEK 293T cells, measured at three different laser powers (6 cells each, 561 nm excitation, 25 µs pixel dwell time).
Data are displayed as mean ± SD. A linear regression (red line) provides an offset value of 0.11 ± 0.02 cts./(MOL x dwell time). (D) Plot of pixel
variance as a function of pixel intensity from N&B measurements of a dried solution of a fluorescent dye (excited at 561 nm), pooled from all
pixels of multiple measurements in different regions of the sample. The solid red line shows a linear fit of the data, resulting in a slope of 1.1,
providing the S factor of the detector calibration. (E) Molecular brightness as a function of detector count rate, obtained from N&B measurements
of diluted fluorophore solutions (excited at 488 nm). A previously published correction scheme38 was applied using different possible values for
the detector dead time. Please click here to view a larger version of this figure.

Discussion

The experimental procedure described here allows the investigation of protein-protein trans interactions at cell-cell contacts, employing
fluorescence fluctuation spectroscopy techniques, namely sFCCS and ccN&B. These methods involve a statistical analysis of fluorescence
fluctuations emitted by two spectrally separated FPs fused to the protein(s) of interest at a contact of two neighboring cells, each expressing one
or the other fusion protein. The presence of trans complexes is quantified by probing the degree of co-diffusion of proteins in neighboring PMs. In
addition to detailed protocols on sample preparation, data acquisition and analysis, this article provides experimental evidence of the successful
application of the assay on the neuronal adhesion protein APLP1. We show that APLP1 undergoes specific, homotypic trans interactions at
cell-cell contacts. Further, zinc ions promote the formation of APLP1 clusters at cell-cell contacts that provide a multivalent platform for trans
interactions and, thus, induce enhanced trans binding.

In contrast to previous assays to detect such interactions based on disruptive biochemical methods6, the presented approach can be performed
directly on living cells, with no need for fixation or isolation of protein complexes. Moreover, it provides molecular specificity and information by
detection of fluorescent proteins genetically fused to the protein of interest, in contrast to previous qualitative assays8,9. Differently from other
fluorescence based approaches such as FRET10 and fluorescence complementation11, there is no requirement for the fluorescent labels to be
localized on the extracellular side (potentially interfering with protein-protein interactions). Nevertheless, it has to be noted that C-terminal FPs
might still alter the binding to intracellular components, e.g., adaptor proteins that mediate interactions with the cytoskeleton. Notably, the assay
is applicable to both homo- and heterotypic interactions.

A few requirements for a successful application of the presented assay are worth mentioning. The performed fluorescence fluctuation methods
are based on temporal measurements that require bright and photostable monomeric FPs, which is a major constraint for many red FPs23. Even
though the presented scanning scheme is particularly well suited for the investigation of the slow dynamics of transmembrane proteins, which
are typically involved in cell-cell interactions, residual photobleaching may still occur. Therefore, we present a detailed description of correction
schemes, i.e., a bleaching correction for sFCCS and boxcar filter for ccN&B, which minimize such perturbations. Further, we discuss numerical
alignment algorithms that effectively correct for other systematic perturbations, such as lateral movement of cells, and provide guidelines to
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remove transient instabilities. A major source of such instabilities is vesicular transport, i.e., intracellular vesicles carrying the protein of interest
that transiently enter the focal volume. Although varying from case to case, this phenomenon can in general severely disturb data acquisition
and analysis. However, the application of correction algorithms improves the stability of the acquisition, allowing extended measurement times
that are needed to probe the especially slow diffusive dynamics. In this regard, it has to be underlined that the presence of diffusive dynamics is
an essential condition for the method to work. The example of zinc ion mediated APLP1 clustering shows a drastic example of large, very slow
protein complexes (D ≈ 0.001 µm2/s) that push the technique to its limits and prevent an accurate quantification of the underlying dynamics, due
to large noise induced by the limited acquisition time30,17.

In this context, recent advances on combing sFCS and super-resolution approaches, e.g., scanning stimulated emission depletion FCS (STED-
FCS), may be beneficial by providing a smaller focal volume and thus smaller effective diffusion times39,40. This could also help to resolve protein
clusters in case of an inhomogeneous localization of the protein of interest at the cell-cell contacts, as observed for APLP1 in the presence
of zinc. Unfortunately, a cross-correlation implementation of scanning STED-FCS, i.e., STED-FCCS, that could be directly applied here, has
not been successfully demonstrated yet due to the difficulty of finding compatible dyes for two-color STED-FCS. In the case of sufficiently fast
dynamics (D ≥ ~0.05 µm2/s), sFCCS analysis allows to quantify the diffusion of proteins at cell-cell contacts or in other regions of the PM12.

Further, a brightness analysis can be performed for all data (sFCCS and ccN&B), providing an estimate of the stoichiometry of trans protein
complexes. It should be mentioned that the accuracy of the stoichiometry quantification increases with the amount of proteins that bind in trans
(i.e., if there are only few cis complexes which could also affect the brightness determination). Brightness analysis does not allow resolving
mixtures of different oligomeric states, e.g.,cis monomers and trans tetramers. More in general, it should be noted that N&B cannot resolve
mixtures of different oligomeric species homogeneously distributed in a sample. If multiple species are present within a pixel, one single value of
brightness will be measured (i.e., a weighted average of the brightness of each oligomeric species). The statistical distribution of the observed
brightness values (e.g., in different pixels) is not directly connected to the relative amounts of oligomeric species. To resolve such mixtures, other
methods should be used (e.g., spatial intensity distribution analysis (SpIDA)41, photon counting histogram (PCH)42). Similarly, the quantification
of the spectral cross-correlation in sFCCS provides an accurate quantification of the fraction of bound and unbound proteins only for simple,
known stoichiometries, e.g., 1:1. For a more complex stoichiometry, further assumptions have to be made43. Overall, brightness analysis remains
a powerful experimental tool, if the detector system and the fraction of non-fluorescent FPs are calibrated23 as described in the protocols.

Although the application presented here is focused on protein-protein interactions in adherent cells, the assay can be applied to a wider range
of samples, e.g., suspension cells. For such systems, correction for lateral cell movement may be particularly crucial. In addition, it can be
easily applied to model membrane systems such as GUVs or GPMVs, allowing the quantification of molecular interactions under well controlled
conditions, e.g., different lipid compositions or membranes lacking an organized cytoskeleton. When performing sFCCS on such vesicles, vertical
motion may cause additional signal fluctuations, but can be minimized when focusing on large vesicles. In this context, multiple combinations are
promising, e.g., GUV-/ GPMV-cell mixing12. As shown in a recent publication, the formation of immune synapses can be successfully modeled by
such systems44. Thus, the presented assay will certainly be useful for the investigation of a large variety of cell-cell interactions.
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Optimal fluorescent protein tags for 
quantifying protein oligomerization 
in living cells
Valentin Dunsing1, Madlen Luckner2, Boris Zühlke1, Roberto A. Petazzi1, Andreas Herrmann  2 
& Salvatore Chiantia1

Fluorescence fluctuation spectroscopy has become a popular toolbox for non-disruptive analysis 
of molecular interactions in living cells. The quantification of protein oligomerization in the 
native cellular environment is highly relevant for a detailed understanding of complex biological 
processes. An important parameter in this context is the molecular brightness, which serves as a 
direct measure of oligomerization and can be easily extracted from temporal or spatial fluorescence 
fluctuations. However, fluorescent proteins (FPs) typically used in such studies suffer from complex 
photophysical transitions and limited maturation, inducing non-fluorescent states. Here, we show 
how these processes strongly affect molecular brightness measurements. We perform a systematic 
characterization of non-fluorescent states for commonly used FPs and provide a simple guideline for 
accurate, unbiased oligomerization measurements in living cells. Further, we focus on novel red FPs and 
demonstrate that mCherry2, an mCherry variant, possesses superior properties with regards to precise 
quantification of oligomerization.

A large variety of biological processes relies on transport and interactions of biomolecules in living cells. For a 
detailed understanding of these events, minimally invasive techniques are needed, allowing the direct quantifica-
tion of inter-molecular interactions in the native cellular environment. In recent years, fluorescence fluctuation 
spectroscopy (FFS) approaches have been often used to fulfil this task1–6. FFS is based on the statistical analysis of 
signal fluctuations emitted by fluorescently labelled molecules. While the temporal evolution of such fluctuations 
provides information about dynamics, the magnitude of the fluctuations contains information about molecule 
concentration and interactions (i.e. oligomeric state). In order to probe the oligomerization of a protein directly in 
living cells, the molecular brightness (i.e. the fluorescence signal originating from a single protein complex) can be 
determined. To this aim, the protein of interest is genetically fused to a fluorescent protein (FP)4,5,7. Comparison 
to a monomeric reference allows the quantification of the number of FP units within a protein complex, i.e. its 
oligomeric state. For example, a tetrameric protein complex is composed of four protein units, each genetically 
fused to one FP, and thus the complex carries four FP units in total. The molecular brightness is an average 
single-molecule quantity, obtained by analysing fluorescence fluctuations of an ensemble of molecules. In a sim-
ple scenario, it allows to distinguish whether a sample that emits a certain total fluorescence signal is composed 
of many dim, or few bright molecules. This analysis can be performed with different experimental methods, e.g. 
Fluorescence Correlation Spectroscopy (FCS)1,8, Photon Counting Histogram (PCH)4,9, Number&Brightness 
analysis (N&B)2,7 or subunit counting10,11. Differently from other fluorescence based approaches to probe pro-
tein oligomerization, such as Fluorescence Resonance Energy Transfer (FRET)12 or Bimolecular Fluorescence 
Complementation (BiFC)13, FFS provides the size of the complex.

Measuring the oligomeric state from the number of fluorescent labels, it is often assumed that all FPs emit a 
fluorescence signal. However, various in vitro studies of FPs revealed complex photophysical properties such as: 
long-lived dark states of green FPs14–17, transitions between different brightness states (e.g. YFP18, mCherry19) and 
flickering20. Additionally, limited maturation and folding efficiencies were reported for FPs expressed in cells21 
or as fusions with other proteins22. All together, these observations challenge the suitability of FPs for quantita-
tive brightness analysis5. In this context, partially contradicting results are reported: studies performing subunit 
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counting typically indicate apparent fluorescence probability (pf) values of 50–80%10,11,23,24 for GFPs. Very few 
investigations utilizing FFS approaches report similar values25,26, while very often it is simply assumed that all FPs 
are fluorescent. For commonly used red FPs (mainly RFP and mCherry), published results tend to agree, consist-
ently reporting low pf values (ca. 20–40%)27,28, with only few exceptions19.

Notably, many investigations would profit from systematic controls testing the presence of non-fluorescent 
labels, but so far only few studies take explicitly into account the role of the pf in the exact quantification of 
protein-protein interaction5,11,25,29. Importantly, oligomerization data are prone to severe misinterpretations if 
non-fluorescent labels are not taken into consideration, i.e. the molecular brightness of a protein complex may 
be strongly underestimated. For example, a tetrameric protein complex appears to be a dimer if only one third of 
all FPs are fluorescent.

To our knowledge, this is the first report systematically comparing non-fluorescent states and associated pf for 
various FPs in one-photon excitation. We found significant amounts of non-fluorescent FPs in different cell types 
and compartments, and we determined the pf for each FP. With appropriate corrections, we were able to correctly 
determine the oligomeric state of the homo-trimeric Influenza A virus Hemagglutinin (HA) glycoprotein, for the 
first time directly in living cells, as a proof of principle.

To investigate multiple interacting molecular species simultaneously, multicolour FFS analysis is often per-
formed. Compared to alternative methods to detect such interactions, e.g. N-way FRET30, BiFC-FRET31 or 
Three-fragment fluorescence complementation (TFFC)32, it is not constrained to ∼nm distances between the 
fluorophores and provides an estimate of the true stoichiometry of a protein complex. In multicolour FFS, protein 
hetero-interactions can be quantified via fluorescence cross-correlation approaches1,33, even in living multicel-
lular organisms6,34. Such methods require well-performing FPs with spectral properties distinguished from the 
typically used mEGFP. Therefore, current FP development focuses on red and far-red FPs35. Nevertheless, the 
pf for these proteins, although playing a fundamental role in brightness and cross-correlation analysis, has not 
been systematically investigated yet. We therefore screened different red FPs for the presence of non-fluorescent 
states, and found that mCherry2, a not fully characterized mCherry variant, possesses superior properties com-
pared to all other tested red FPs, i.e. mCherry, mCardinal, mRuby3, mScarlet and mScarlet-I. Additionally, by 
performing Fluorescence Cross-Correlation Spectroscopy (FCCS) measurements of FP hetero-dimers, we show 
that mCherry2 improves the quantification of the spectral cross-correlation compared to mCherry and propose 
to use mEGFP and mCherry2 as a novel standard FP pair for hetero-interaction studies.

Results
The brightness of homo-dimers of conventional FPs is lower than double the brightness of 
monomers. In an ideal case, i.e. if all fluorophores within an oligomer were fluorescent, a homo-dimer would 
emit twice as many photons as a monomer. We expressed several FPs in the cytoplasm of HEK 293T cells and 
performed FFS measurements. We found that the brightness values of homo-dimers (normalized to the bright-
ness of the corresponding monomer) for three widely used FPs, namely mEGFP (εdimer = 1.69 ± 0.05), mEYFP 
(εdimer = 1.63 ± 0.05) and mCherry (εdimer = 1.41 ± 0.04), are generally lower than two, indicating the presence 
of non-fluorescent proteins. The effect is particularly pronounced for mCherry (Fig. 1a) and does not depend on 
the specific FFS method used or cellular localization, as shown by comparing the results from N&B, point FCS 
(pFCS) -in cytoplasm and nucleus- and scanning FCS (sFCS) -for FPs associated to the plasma membrane (PM)- 
(Fig. 1a,b). Interestingly, we observed a 10% lower brightness for FP monomers within the nucleus compared to 
the cytoplasmic fraction (Supplementary Figure S1). Furthermore, we measured homo-dimer brightness values 
of mEGFP and mCherry in different cell lines (HEK 293T, A549, CHO, HeLa) and obtained comparable values in 
all cell types for the same FP (Supplementary Figure S1).

The maturation time of FPs might influence the fraction of non-fluorescent proteins and this, in turn, 
may be dependent on the temperature at which experiments are performed21. For this reason, we compared 
the homo-dimer brightness of mEGFP at 23 °C and 37 °C, but observed negligible differences (Supplementary 
Figure S1).

Taken together, our results demonstrate that the effect of non-fluorescent states on brightness quantification 
for mEGFP, mEYFP and mCherry is mainly a fluorophore-inherent property and is not strongly influenced by 
the tested experimental conditions.

The oligomeric state of mEGFP homo-oligomers is correctly determined by using a simple cor-
rection scheme for non-fluorescent states. Based on the observed non-fluorescent protein fractions 
for mEGFP, mEYFP and mCherry, we investigated whether it is possible to nevertheless correctly determine the 
oligomeric state of higher-order oligomers. To this aim, we expressed mEGFP homo-oligomers of different sizes: 
1xmEGFP, 2xmEGFP, 3xmEGFP and 4xmEGFP (i.e. monomers to tetramers). We then performed pFCS meas-
urements in the cytoplasm of living A549 cells (Fig. 2a).

We observed brightness values consistently lower than those expected. For example, the obtained tetramer 
brightness (εtetramer = 3.01 ± 0.08) is very close to the theoretical trimer brightness value (Fig. 2b, white boxes). 
Hence, we performed a brightness correction based on a simple two-state model11,36, taking into account the 
probability that each FP subunit emits a fluorescence signal. The pf values were determined from the brightness 
of 2xmEGFP (εdimer = 1.65 ± 0.06, pf = 0.65). Thus, we were able to correctly determine the oligomeric state of 
all mEGFP-homo-oligomers investigated in this study (Fig. 2b, grey boxes). Consistent with the brightness data, 
pFCS analysis revealed an increase of the diffusion times with increasing homo-oligomer size (Supplementary 
Figure S2 and related SI).

Furthermore, to extend our investigation to larger protein complexes, we performed N&B measurements 
on U2OS cells expressing the 12-meric E. coli glutamine synthetase (GlnA)37 (Fig. 2c). We measured an aver-
age normalized brightness of εGlnA = 8.8 ± 0.3. However, after correction for non-fluorescent mEGFP subunits 
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(εdimer = 1.72 ± 0.05, pf = 0.72), we obtained an oligomeric state of εGlnA = 11.9 ± 0.4, confirming the expected 
12-mer structure of the GlnA complex (Fig. 2d).

Overall, these results highlight the importance of performing control experiments with suitable 
homo-oligomers for brightness-based oligomerization studies and demonstrate that the simple correction for 
non-fluorescent states presented here produces reliable results.

Influenza A virus hemagglutinin forms homo-trimers in the plasma membrane. We next veri-
fied whether the above-mentioned simple two-state brightness correction provides reliable quantitative results 
in a biologically relevant context. To this aim, we analysed an mEGFP-fused version of the Influenza A virus 
hemagglutinin (HA-wt-mEGFP), a biochemically well-characterized trimeric transmembrane protein38,39. We 
expressed the fluorescent fusion protein in living HEK 293T cells and performed sFCS measurements (Fig. 3a and 
Supplementary Figure S3) across the PM. After correction for the non-fluorescent FPs contribution, we obtained 
an average normalized brightness of εHA-wt-mEGFP = 3.17±0.12 (Fig. 3b), in line with the expected trimeric struc-
ture of HA-wt-mEGFP. We further investigated a hemagglutinin transmembrane domain (HA-TMD-mEGFP) 
mutant, in which the HA ectodomain is replaced by mEGFP on the extracellular side. This construct was shown to 
localize as HA-wt-mEGFP in the PM, but in a dimeric form40. The observed brightness of HA-TMD-mEGFP was 
significantly lower than that of HA-wt-mEGFP (Fig. 3b). After correcting for non-fluorescent FPs, we found an 
average normalized brightness of εHA-TMD-mEGFP = 1.82 ± 0.07, suggesting the presence of a large dimer fraction.

In summary, these results clearly demonstrate that a simple two-state model for FFS-derived brightness data 
correction allows precise quantification of the oligomeric state of proteins in living cells.

The mCherry variant “mCherry2” has a superior performance in FFS measurements, compared 
to other monomeric red fluorescent proteins. In order to extend brightness measurements to the 
investigation of hetero-interactions, FPs with spectral properties different from those of mEGFP are needed. 
Typically, red FPs are well suited for this task since spectral overlap with mEGFP is low, reducing the possibility 
of FRET or cross-talk. However, for the commonly used mCherry, we and others28 observed a high fraction 
of non-fluorescent states, i.e. only ca. 40% of the proteins were fluorescent. In order to identify red FPs with 
higher pf, we screened the more recently developed FPs mCherry241,42, mCardinal43, mRuby344, mScarlet45 and 
mScarlet-I45. We performed bleaching and N&B measurements of monomers and homo-dimers, expressed in 
HEK 293T cells. Notably, we observed strong photobleaching for mRuby3, mScarlet and mScarlet-I (Fig. 4a, 
Table 1) compared to the other three tested FPs. Therefore, N&B measurements on these proteins were conducted 

Figure 1. Brightness comparison of different FPs in living HEK 293T cells. (a) Box plots of normalized 
molecular brightness of mEGFP, mEYFP and mCherry monomers and homo-dimers in HEK 293T cells, 
measured via N&B (grey boxes) or pFCS (white boxes). Monomer and dimer constructs are labeled as “1x” 
and “2x”, respectively. Data were pooled from at least three independent experiments (N&B/pFCS: 1xmEGFP: 
n = 47/39 cells, 2xmEGFP: n = 48/38 cells, 1xmEYFP: n = 33/37 cells, 2xmEYFP: n = 32/39 cells, 1xmCherry: 
n = 50/35 cells, 2xmCherry: n = 53/34 cells). (b) Box plots of normalized molecular brightness of mEGFP, 
mEYFP and mCherry monomers and homo-dimers in the nucleus (grey boxes) and PM (white boxes) of HEK 
293T cells, measured with N&B (nucleus) and sFCS (PM). For PM measurements, myristoylated-palmitoylated 
(mp) 1xmEGFP, mp 2xmEGFP, mp 1xmEYFP, mp 2xmEYFP, glycosylphosphatidylinositol-anchored (GPI) 
1xmCherry and GPI 2xmCherry constructs were expressed. See Methods section for a description of the 
investigated FP constructs. Data were pooled from at least three independent experiments (nucleus: 1xmEGFP: 
n = 47 cells, 2xmEGFP: n = 48 cells, 1xmEYFP: n = 30 cells, 2xmEYFP: n = 32 cells, 1xmCherry: n = 32 cells, 
2xmCherry: n = 37 cells; PM: mp 1xmEGFP: n = 55 cells, mp 2xmEGFP: n = 55 cells, mp 1xmEYFP: n = 28 
cells, mp 2x mEYFP: n = 28 cells, GPI 1xmCherry: n = 38 cells, GPI 2xmCherry: n = 38 cells).
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at lower excitation powers. This reduces their effective brightness, e.g. only 1 kHz for mRuby3, compared to 
the theoretically three-fold higher brightness when interpolated to the same laser powers used for mCherry, 
mCherry2 and mCardinal (Fig. 4b). All other FPs exhibit minor difference in the effective brightness ranging 
from 1.5 kHz (mCherry2) to 2.2 kHz (mCardinal, mScarlet) in our experimental conditions. However, when 
comparing the normalized homo-dimer brightness, we found strong differences between mCherry2 and the 
other FPs. We estimated a pf of 0.71 for mCherry2, which is ∼1.8-fold higher than that of mCherry (pf = 0.41) and 
mScarlet (pf = 0.40), while mCardinal and mRuby3 show very low pf values of only 0.24 and 0.22, respectively. 
Notably, mScarlet-I also features a high pf (pf = 0.63), but still suffers from considerable photobleaching, even at 
lower excitation powers (Fig. 4c, Table 1).

The superior performance of mCherry2 was confirmed in other cell types, as we consistently observed a repro-
ducible difference from mCherry (Supplementary Figure S4). Moreover, we compared the homo-dimer bright-
ness of mCherry2 at 23 °C and 37 °C and, similarly to mEGFP, observed only negligible variations (Supplementary 
Figure S4).

We therefore conclude that mCherry2 possesses cell type- and temperature-independent, superior properties 
in the context of FFS measurements, compared to all the other tested red FPs.

Quantification of hetero-interactions via fluorescence cross-correlation spectroscopy is improved  
by using mCherry2. Cross-correlation techniques (e.g. FCCS1, ccN&B2, RICCS3) are powerful methods 
for the investigation of protein hetero-interactions. These approaches are based on the analysis of simultane-
ous fluorescence fluctuations emitted by co-diffusing, spectrally distinct labeled molecules. In protein-protein 
interaction studies, fusion proteins with mEGFP and mCherry or RFP are typically used for this purpose1,2,6,46. 

Figure 2. Brightness analysis of mEGFP homo-oligomers. (a) Representative intensity images of A549 
cells expressing 1xmEGFP, 2xmEGFP, 3xmEGFP and 4xmEGFP, from left to right. Yellow crosses indicate 
the positions of the pFCS scan point. Scale bars are 5 µm. (b) Box plots of normalized molecular brightness 
obtained from pFCS analysis, pooled from at least three independent experiments (1xmEGFP: n = 52 cells, 
2xmEGFP: n = 42 cells, 3xmEGFP: n = 43 cells, 4xmEGFP: n = 59 cells) before correction (white boxes) and 
after correction (grey boxes). First, a normalization of the uncorrected brightness data was performed using 
the median brightness value of 1xmEGFP. Second, a correction was performed as described in the Methods 
section, using a pf of 0.65, as obtained from measurements of 2xmEGFP. (c) Representative intensity images of 
U2OS cells expressing 1xmEGFP, 2xmEGFP and GlnA-mEGFP (GlnA). Scale bars are 5 µm. (d) Box plots of 
normalized molecular brightness obtained from N&B analysis, pooled from three independent experiments 
(1xmEGFP: n = 34 cells, 2xmEGFP: n = 35 cells, GlnA: n = 41 cells) before correction (white boxes) and 
after correction (grey boxes). After normalization using the brightness value of 1xmEGFP, a correction was 
performed using a pf of 0.72, as obtained from measurements of 2xmEGFP in U2OS cells.
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Figure 3. Oligomerization of Influenza A virus hemagglutinin measured with sFCS. (a) Representative 
intensity images of HEK 293T cells expressing mp 1xmEGFP, mp 2xmEGFP, HA-TMD-mEGFP (HA-TMD) 
and HA-wt-mEGFP (HA-wt), from left to right. Yellow lines indicate sFCS scan lines. Scale bars are 5 µm. 
(b) Box plots of normalized molecular brightness obtained from sFCS analysis, pooled from at least three 
independent experiments (mp 1xmEGFP: n = 55 cells, mp 2xmEGFP: n = 54 cells, HA-TMD: n = 37 cells, HA-
wt: n = 36 cells) before correction (white boxes) and after correction (grey boxes) with pf = 0.65 obtained from 
mp 2xmEGFP measurements. ****Indicates significance with p < 0.0001, obtained by using a two-tailed t-test 
with Welch’s correction.

Figure 4. Comparison of different monomeric red FPs in bleaching and N&B measurements. (a) Bleaching 
curves of different red FPs (mCherry, mCherry2, mCardinal, mRuby3, mScarlet and mScarlet-I), expressed in 
HEK 293T cells, obtained in three independent N&B measurements of 18 cells each, with 19.6 µW laser power 
(four-fold compared to standard N&B settings). Solid lines show average curves, dashed lines mean ± SD. (b) 
Box plots of molecular brightness of different red FP monomers expressed in HEK 293T cells, measured with 
N&B at 4.9 µW (mCherry, mCherry2, mCardinal), 3.9 µW (mScarlet, mScarlet-I) or 1.6 µW (mRuby3) laser 
power in three independent experiments (mCherry: n = 51 cells, mCherry2: n = 49 cells, mCardinal: n = 32 
cells, mRuby3: n = 33 cells, mScarlet: n = 36 cells, mScarlet-I: n = 34 cells) (white boxes). The different excitation 
powers were required to avoid strong bleaching for the less photostable FPs (e.g. mRuby3). The shaded boxes 
for mRuby3, mScarlet and mScarlet-I show brightness values interpolated to 4.9 µW laser power, assuming a 
linear increase of the brightness with the excitation power. (c) Box plots of normalized molecular brightness of 
red FP monomers (white boxes) and homo-dimers (grey boxes). Data represent results of three independent 
experiments (1xmCherry: n = 50 cells, 2xmCherry: n = 53 cells, 1xmCherry2: n = 49 cells, 2xmCherry2: 
n = 54 cells, 1xmCardinal: n = 42 cells, 2xmCardinal: n = 42 cells, 1xmRuby3: n = 33 cells, 2xmRuby3: n = 31 
cells, 1xmScarlet: n = 36 cells, 2xmScarlet: n = 41 cells, 1xmScarlet-I: n = 34 cells, 2xmScarlet-I: n = 39 cells). 
****Indicates significance compared to mCherry2 with p < 0.0001, ns indicates no significance, obtained by 
using a one-way ANOVA multiple comparisons test.
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However, due to the presence of non-fluorescent states, only a fraction of protein hetero-complexes simulta-
neously emits fluorescence in both channels (i.e. many complexes will contain fluorescent green proteins and 
non-fluorescent red proteins). This factor has to be taken into account when calculating e.g. dissociation con-
stants from cross-correlation data28. Given the superior pf of mCherry2 compared to other red FPs, we hypothe-
sized that mCherry2 would improve the quantification of cross-correlation data, since more complete fluorescent 
protein complexes should be present. To test this hypothesis, we performed point FCCS (pFCCS) experiments 
with mCherry-mEGFP and mCherry2-mEGFP hetero-dimers in the cytoplasm of living A549 cells. As pre-
sumed, we observed a higher auto-correlation function (ACF) amplitude G in the red than in the green channel 
(Gg/Gr = 0.65 ± 0.03, Fig. 5a,c) for mCherry-mEGFP, indicating that the apparent concentration of mCherry is 
ca. 1.5-fold lower than that of mEGFP (i.e. in a significant fraction of hetero-dimers, only mEGFP is fluorescent). 
This is in agreement with the expected relative amount of hetero-dimers containing fluorescent mEGFP and/or 
mCherry, based on the above-mentioned pf values. Furthermore, we expect only ~27% of hetero-dimers to carry 
both fluorescent mEGFP and mCherry (SI related to Supplementary Figure S5).

For mCherry2-mEGFP in contrast, the amplitudes of the ACFs in the red and green channel were compa-
rable (Gg/Gr = 0.97 ± 0.05, Fig. 5b,c), indicating, as expected, similar apparent concentrations of mCherry2 
and mEGFP (SI related to Supplementary Figure S5). Also, the relative amount of hetero-dimers carrying flu-
orescent mEGFP and mCherry2 is estimated to be ~42%, i.e. 1.5-fold more fully-fluorescent complexes than 
for mCherry-mEGFP. On the other hand, the expected cross-correlation values for mCherry- and mCher-
ry2-mEGFP should be similar, which is confirmed by our data (Supplementary Figure S5). Nevertheless, the 
1.5-fold higher relative fraction of fully-fluorescent hetero-dimers with mCherry2 should improve the quality of 
cross-correlation data. We therefore compared the signal-to-noise ratio (SNR) of the measured cross-correlation 
functions (CCFs) for mCherry- and mCherry2-mEGFP, and observed a ~40% higher SNR of mCherry2-mEGFP 
CCFs (SNRmCh-mEGFP = 1.39 ± 0.10, SNRmCh2-mEGFP = 1.93 ± 0.10; Fig. 5d).

These results demonstrate that using mCherry2 instead of mCherry in cross-correlation experiments leads to 
a more accurate quantification of the spectral cross-correlation, i.e. of the degree of binding in hetero-interactions 
or the mobility of hetero-complexes.

Discussion
In the last decade, FFS-based techniques have become widely used approaches to measure protein dynamics, 
interactions and oligomerization directly in living cells and organisms2,6,34,47–50. One of the most important quan-
tities in these studies is the molecular brightness, i.e. the photon count rate per molecule, which is used as a meas-
ure of oligomerization of fluorescently labelled proteins4.

In this work, we present a comprehensive analysis of FPs and their suitability for brightness-based oligomeriza-
tion and cross-correlation-based interaction studies. Differently from previous reports4,5, we consistently obtained 
lower than expected values for the normalized brightness of homo-dimers for the most common FPs (i.e. mEGFP, 
mEYFP and mCherry, Fig. 1a,b). We therefore performed a systematic comparison of frequently used FPs, 
including also several novel monomeric red FPs (i.e. mCherry2, mRuby3, mCardinal, mScarlet and mScarlet-I), 
under various conditions. To rule out systematic errors related to the experimental setup or FFS technique used, 
we performed a combination of pFCS, sFCS and N&B approaches on independent microscopy setups, obtaining 
reproducible results. Moreover, we excluded potential artefacts deriving from the specific expression system, by 
comparing different cellular compartments (cytoplasm, nucleus, PM), cell types (HEK 293T, A549, CHO, HeLa) 
and temperatures (23 °C, 37 °C), as shown in Fig. 1 and Supplementary Figure S1. By performing Fluorescence 
Lifetime Imaging Microscopy (FLIM) measurements of mEGFP (Supplementary Figure S2), we ruled out the 
presence of multiple brightness states that might decrease homo-dimer brightness values19, or energy transfer 
to non-fluorescent states of mEGFP homo-dimers, in agreement with previous studies15. Generally, we cannot 
rule out the possibility of homo-FRET between the same fluorescent states of homo-dimer subunits. However, 
as previously discussed, homo-FRET will not affect the brightness of FP homo-dimers19. We thus conclude that 
the observed brightness decrease of FP homo-dimers indicates the presence of a non-fluorescent protein frac-
tion, independent of the experimental conditions. This conclusion is supported by previous reports discussing 
FP specific photophysical transitions (e.g. blinking, flickering, long-lived dark states)14–20, maturation times21 

FP t1/2
* [s] t1/2,1kHz** [s]

εN&B 
[kHz] BleachingN&B [%]

ε*** 
[kHz] pf

mCherry 104 ± 23 708 ± 156 1.7 6.2 1.7 0.41
mCherry2 99 ± 13 596 ± 80 1.5 4.3 1.5 0.71
mCardinal 97 ± 25 852 ± 220 2.2 −3.5 2.2 0.24
mRuby3 12 ± 1~ 148 ± 12 1.1 37.5 3.1 0.21
mScarlet 26 ± 2~ 280 ± 20 2.2 31.7 2.7 0.40
mScarlet-I 34 ± 1~ 328 ± 12 1.9 29.0 2.4 0.63

Table 1. Characteristics of all investigated monomeric red FPs. *Bleaching half-time (t1/2) measured at 
four times higher laser power (19.6 µW) than used in N&B measurements. **Bleaching half-time (t1/2,1kHz) 
obtained by normalizing the measured half time (t1/2) for each FP to an initial brightness of 1 kHz/molecule 
in the bleaching experiment, using the determined molecular brightness ε of each FP at 4.9 µW. ***Average 
molecular brightness in N&B, interpolated to the same laser power (4.9 µW) for all red FPs. ~Experimental 
conditions differ from those used in the original studies (e.g. spinning disk microscopy vs. confocal microscopy, 
measurements in cells vs. measurements of purified proteins).
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and folding efficiencies22. For mEGFP, dark state fractions of 20–40% were reported in vitro, depending on pH 
and excitation power15. These values agree well with the 25–35% of non-fluorescent mEGFPs that we observed 
directly in living cells.

We next investigated how the presence of non-fluorescent states exactly affects brightness data of protein com-
plexes of known oligomeric state. This information can then be used to correctly determine the oligomerization 
state of an unknown protein in general. To this aim, we measured the brightness of mEGFP homo-oligomers as 
well as two Influenza A virus HA protein variants of different oligomeric states: HA-wt and an HA-TMD mutant. 
Biochemical studies have shown that the latter proteins assemble as trimers and dimers, respectively38–40. We 
observed a systematic underestimation of the brightness for all samples compared to the expected values (Figs 2, 3)  
and showed that a simple two-state model, determining the pf for each FP from the homo-dimer brightness, 
successfully yields correct estimates of the oligomeric state. Since the assumption of a constant pf obtained for 
2xmEGFP reproduces the correct oligomeric state of higher oligomers, we conclude that folding efficiency and 
maturation are constant for each single FP subunit within a certain oligomer. In other words, it is sufficient to 
know the brightness of a FP monomer and homo-dimer, in order to quantify the oligomeric state of larger com-
plexes. It is worth emphasizing that this procedure works well not only for mEGFP homo-oligomers, but also 
for large self-assembling protein complexes such as the 12-meric E. Coli GlnA37, and transmembrane proteins 
such as the Influenza A virus HA. An equivalent correction approach was used before in single molecule subunit 
counting studies, albeit mostly restricted to (m)EGFP10,11,24. Our results clearly show that a precise correction of 
the non-fluorescent FP fraction and knowledge of the pf for all involved FPs are absolutely necessary for a correct 
quantification of protein oligomerization in FFS techniques. Ignoring non-fluorescent FPs leads to a strong misin-
terpretation of the data, e.g. a tetramer being classified as a trimer (Fig. 2). These systematic errors are particularly 
pronounced for FPs with a low pf, as found e.g. for mCherry (~40%), a FP often used in the past to determine the 
stoichiometry of protein complexes2,51. Moreover, FPs possessing low pf severely suffer from low dynamic ranges, 
since the brightness increase per FP subunit is only marginal (Figs 1, 4), e.g. a mCherry tetramer would be only 
2.2 times brighter than a monomer, and could be mistakenly identified as dimer. Nevertheless, contradictory 
results are reported in this context by studies employing FFS techniques. While very few studies confirm the 
presence of non-fluorescent mEGFP fractions25, others report dimer brightness values of 2 (i.e. the absence of a 

Figure 5. Cross-correlation measurements of mCherry-/mCherry2-mEGFP hetero-dimers. (a) and (b). 
Representative correlation functions and fit curves for pFCCS measurements of mCherry-mEGFP (a) and 
mCherry2-mEGFP (b) hetero-dimers expressed in A549 cells. Green, ACF in green channel (mEGFP); red, 
ACF in red channel (mCherry (a), mCherry2 (b)); blue, CCF calculated for both spectral channels. Fit curves 
(solid lines) were obtained from fitting a three-dimensional anomalous diffusion model to the data. (c) Box 
plots of amplitude ratios of the green to red ACFs for mCherry-mEGFP (n = 35 cells) and mCherry2-mEGFP 
(n = 32 cells) pooled from three independent experiments performed in A549 cells. (d) Box plots of SNR of the 
CCFs for mCherry-mEGFP and mCherry2-mEGFP hetero-dimers, calculated from pFCCS measurements in 
A549 cells, described in (c). ***Indicates significance with p = 0.0003, obtained by using a two-tailed t-test with 
Welch’s correction.
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non-fluorescent FP fraction)4,5. However, the latter studies were all performed with two-photon excitation, which 
may influence the transition to non-fluorescent states19. In this context, our data provide the first complete and 
systematic comparison of pf for several FPs, in one-photon excitation setups.

In order to measure multiple species simultaneously, red or near-infrared FPs are required due to their spec-
tral separation from mEGFP. Additionally, they are a preferential choice for tissue and animal imaging, due to 
reduced light absorption and autofluorescence in the red and far-red spectral region35,52. Given the suboptimal pf 
we determined for mCherry, we screened several recently developed monomeric red FPs41,43–45. The pf is in fact an 
essential parameter that, until now, has not received appropriate attention in reports of new FPs.

The suitability of FPs for FFS studies depends on three important fluorophore characteristics: (1) a high pho-
tostability is required to enable temporal measurements under continuous illumination, (2) a high molecular 
brightness is needed to obtain a SNR sufficient to detect single-molecule fluctuations, (3) a high pf is essential for 
a maximal dynamic range that allows reliable oligomerization measurements. Thus, red FPs which fulfil only one 
or two of these requirements are not recommended for FFS measurements. Among all red FPs investigated in 
this study, we found only one fulfilling all three important criteria: mCherry2, a rarely used mCherry variant41,42 
that has not been entirely characterized yet. However, for the remaining red FPs tested here, we found either low 
photostability albeit high monomer brightness (mRuby3, mScarlet, mScarlet-I; Fig. 4a,b), and/or low to medium 
pf of 20–45% (mCardinal, mCherry, mRuby3, mScarlet; Fig. 4c), very similar to previously published values for 
mRFP27,28 and mCherry28. In contrast, mCherry2 possesses a high pf of ~70%. Very recent studies of FP matura-
tion times report a faster maturation of mCherry2 and mScarlet-I compared to mCherry/mScarlet21. Together 
with our findings, this indicates that faster FP maturation could be the reason for the observed higher pf.

Finally, we demonstrate that quantification of hetero-interactions via cross-correlation approaches, so far typi-
cally performed with mCherry1,2,46, can be substantially improved by using mCherry2 instead. In agreement with 
the reported similar pf of mEGFP and mCherry2 (Figs 1, 4), we observed that the amount of hetero-dimers con-
taining both fluorescent mEGFP and mCherry2 increased significantly compared to those containing mCherry. 
For this reason, the CCF signal-to-noise ratio for mCherry2-mEGFP complexes increased by 40% compared to 
that measured for mCherry-mEGFP hetero-dimers (Fig. 5d). This could be particularly relevant for investiga-
tions of weak interactions, in which only a small number of hetero-complexes is present, compared to the vast 
amount of non-interacting molecules. Additionally, cross-correlation techniques have been recently applied in 
living multicellular organisms6,34, which require low illumination to avoid phototoxicity and thus generally suf-
fer from low SNRs. Therefore, we recommend using mCherry2 as the novel standard red FP in brightness and 
cross-correlation measurements.

In conclusion, this study provides a useful, comprehensive resource for applying FFS techniques to quantify 
protein oligomerization and interactions. We provide a clear, simple methodology to test and correct for the pres-
ence of non-fluorescent states, and argue that such controls should become a prerequisite in brightness-based FFS 
studies to avoid systematic errors in the quantification of protein oligomerization. Finally, our results suggest that 
the apparent fluorescence probability is an important fluorophore characteristic that should be considered and 
reported when developing new FPs and we provide a simple assay to determine this quantity.

Methods
Cell culture. Human embryonic kidney (HEK) cells from the 293T line (purchased from ATCC®, CRL-
3216TM), human epithelial lung cells A549 (ATCC®, CCL-185TM), chinese hamster ovary (CHO) cells from the 
K1 line (ATCC®, CCL-61TM), human epithelial cervix cells HeLa (ATCC®, CCL-2TM) and human bone oste-
osarcoma epithelial cells U2OS (a kind gift from Ana García Sáez, University of Tübingen) were cultured in 
Dulbecco’s modified Eagle medium (DMEM) with the addition of fetal bovine serum (10%) and L-Glutamine 
(4 mM). Cells were passaged every 3–5 days, no more than 15 times. All solutions, buffers and media used for cell 
culture were purchased from PAN-Biotech (Aidenbach, Germany).

Fluorescent protein constructs. A detailed description of the cloning procedure of all constructs is avail-
able in the Supplementary Information.

All plasmids generated in this work will be made available on Addgene.

Preparation for Microscopy Experiments. For microscopy experiments, 6 × 105 (HEK) or 4 × 105 
(A549, CHO, HeLa, U2OS) cells were seeded in 35 mm dishes (CellVis, Mountain View, CA or MatTek Corp., 
Ashland, MA) with optical glass bottom, 24 h before transfection. HEK 293T cells were preferred for sFCS meas-
urements since they are sufficiently thick and therefore ideal for sFCS based data acquisition perpendicular to 
the PM. A549 cells are rather flat and characterized by a large cytoplasmic volume that is more suitable for pFCS 
measurements in the cytoplasm. Cells were transfected 16–24 h prior to the experiment using between 200 ng 
and 1 µg plasmid per dish with Turbofect (HEK, HeLa, CHO) or Lipofectamin3000 (A549, U2OS) accord-
ing to the manufacturer’s instructions (Thermo Fisher Scientific). Briefly, plasmids were incubated for 20 min 
with 3 µl Turbofect diluted in 50 µl serum-free medium, or 15 min with 4 µl P3000 per 1 µg plasmid and 2 µl 
Lipofectamine3000 diluted in 100 µl serum-free medium, and then added dropwise to the cells.

Confocal Microscopy System. Confocal imaging and pF(C)CS measurements were performed on an 
Olympus FluoView FV-1000 system (Olympus, Tokyo, Japan) using a 60x, 1.2NA water immersion objective. 
sFCS and N&B measurements were performed on a Zeiss LSM780 system (Carl Zeiss, Oberkochen, Germany) 
using a 40x, 1.2NA water immersion objective. Samples were excited with a 488 nm Argon laser (mEGFP, 
mEYFP) and a 561 nm (Zeiss instrument) or 559 nm (Olympus) diode laser (mCherry, mCherry2, mCardinal, 
mRuby3, mScarlet, mScarlet-I). For measurements with 488 nm excitation, fluorescence was detected between 
500 and 600 nm, after passing through a 488 nm dichroic mirror, using SPAD (PicoQuant, Berlin, Germany, 
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mounted on Olympus instrument) or GaAsP (Zeiss instrument) detectors. For 561 nm or 559 nm excitation, 
fluorescence emission passed through a 488/561 nm (Zeiss) or 405/488/559/635 nm (Olympus) dichroic mirror 
and was detected between 570 and 695 nm (Zeiss) or using a 635 nm long-pass filter (Olympus). For pFCCS 
measurements, fluorophores were excited using 488 nm and 559 nm laser lines. Excitation and detection light 
were separated using a 405/488/559/635 nm dichroic mirror. Fluorescence was separated on two SPAD detectors 
using a 570 nm dichroic mirror and detected after passing through a 520/35 nm bandpass filter (mEGFP channel) 
or a 635 nm long-pass filter (mCherry or mCherry2 channel) to minimize cross-talk.

Fluorescence (Cross-) Correlation Spectroscopy. Point F(C)CS measurements were routinely per-
formed for 90 s and recorded using the SymPhoTime64 software (PicoQuant GmbH, Berlin, Germany). Laser 
powers were adjusted to keep photobleaching below 20%. Typical values were ~3.3 µW (488 nm) and ~6 µW 
(559 nm). The size of the confocal pinhole was set to 90 µm. PicoQuant ptu-files containing recorded photon 
arrival times were converted to intensity time series and subsequently analysed using a custom-written MATLAB 
Code (The MathWorks, Natick, MA, USA). First, the intensity time series was binned in 5 µs intervals. To correct 
for signal decrease due to photobleaching, the fluorescence time series was fitted with a two-component expo-
nential function, and a correction was applied53. Then, ACFs and, in case of two-colour experiments (g = green 
channel, r = red channel), CCFs were calculated as follows, using a multiple tau algorithm:
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To avoid artefacts caused by long-term instabilities or single bright events, CFs were calculated segment-wise 

(10 segments) and then averaged. Segments showing clear distortions were manually removed from the analysis.
A model for anomalous three-dimensional diffusion and a Gaussian confocal volume geometry was fitted to 

the ACFs54:
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where the exponential term accounts for photophysical transitions of a fraction T of fluorescent proteins. The 
parameter τb was constrained to values lower than 50 µs for mEGFP14 or mEYFP18 and 200 µs for mCherry/
mCherry220. The anomaly parameter α was introduced to account for anomalous subdiffusion of proteins in 
the cytoplasm54 and constrained to values between 0.5 and 1. The particle number N and diffusion time τd were 
obtained from the fit. To calibrate the focal volume, pFCS measurements with Alexa Fluor® 488 or Rhodamine B 
dissolved in water at 50 nM were performed at the same laser power. The structure parameter S was fixed to the 
value determined in the calibration measurement (typically around 4 to 8). The molecular brightness was calcu-
lated by dividing the mean count rate by the particle number determined from the fit.

For two-colour measurements, all ACFs were used to fit the diffusion model described above. Relative 
cross-correlation values were calculated from the amplitudes of ACFs and CCFs:
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where G (0)cross  is the amplitude of the CCF and G (0)i  is the amplitude of the ACF in the i-th channel. The SNR of 
the CCFs was calculated by summing the cross-correlation values divided by their variance over all points of the 
CCF. The variance of each point of the CCF was calculated by the multiple tau algorithm55.

Scanning Fluorescence Correlation Spectroscopy. For sFCS measurements, a line scan of 128 × 1 
pixels (pixel size 160 nm) was performed perpendicular to the membrane with 472.73 µs scan time. Typically, 
250,000–500,000 lines were acquired (total scan time 2 to 4 min) in photon counting mode. Laser powers were 
adjusted to keep photobleaching below 20%. Typical values were ~1.8 µW (488 nm) and ~6 µW (561 nm). 
Scanning data were exported as TIFF files, imported and analysed in MATLAB (The MathWorks, Natick, MA) 
using custom-written code. sFCS analysis follows the procedure described previously50,56. Briefly, all lines were 
aligned as kymographs and divided in blocks of 1000 lines. In each block, lines were summed up column-wise 
and the x position with maximum fluorescence was determined. This position defines the membrane position in 
each block and is used to align all lines to a common origin. Then, all aligned line scans were averaged over time 
and fitted with a Gaussian function. The pixels corresponding to the membrane were defined as pixels which are 
within ±2.5σ of the peak. In each line, these pixels were integrated, providing the membrane fluorescence time 
series F(t). When needed, a background correction was applied by subtracting the average pixel fluorescence 
value on the inner side of the membrane multiplied by 2.5σ (in pixel units) from the membrane fluorescence, in 
blocks of 1000 lines46. In order to correct for depletion due to photobleaching, the fluorescence time series was 
fitted with a two-component exponential function and a correction was applied53. Finally, the ACF was calculated 
as described above.
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A model for two-dimensional diffusion in the membrane and a Gaussian focal volume geometry56 was fitted 
to the ACF:
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The focal volume calibration was performed as described for pF(C)CS. Diffusion coefficients (D) were calcu-
lated using the calibrated waist of the focal volume, D /4 d0

2ω τ= . The molecular brightness was calculated by 
dividing the mean count rate by the particle number determined from the fit: =B F t

N
( ) .

Number and Brightness Analysis. N&B experiments were performed as previously described57, with a 
modified acquisition mode. Briefly, 200 images of 128 × 64–128 pixels were acquired per measurement, using a 
300 nm pixel size and 25 µs pixel dwell time. Laser powers were maintained low enough to keep bleaching below 
10% of the initial fluorescence signal (typically ~0.7 µW for 488 nm and ~4.9 µW for 561 nm) except for mRuby3 
and mScarlet/ mScarlet-I. CZI image output files were imported in MATLAB using the Bioformats package58 and 
analysed using a custom-written script. Before further analysis, pixels corresponding to cell cytoplasm or nucleus 
were selected manually as region of interest. Brightness values were calculated as described7, applying a boxcar 
algorithm to filter extraneous long-lived fluctuations59,60. Pixels with count rates above 2 MHz were excluded from 
the analysis to avoid pile-up effects. To further calibrate the detector response, we measured the brightness on a 
reflective metal surface and dried dye solutions for all laser lines. The thus obtained brightness-versus-intensity 
plots (which should be constant and equal to 0 for all intensity values7) were used to correct the actual experi-
mental data.

Fluorescence Lifetime Imaging Microscopy. FLIM measurements were performed on an Olympus 
FluoView FV-1000 system (Olympus, Tokyo, Japan) equipped with a time-resolved LSM upgrade (PicoQuant 
GmbH, Berlin, Germany) using a 60X, 1.2NA water immersion objective. Images of 512 × 512 pixels per frame 
were acquired after excitation with a pulsed-laser diode at 488 nm. Fluorescence was detected using a SPAD 
detector and a 520/35 nm bandpass filter. In each measurement, a minimum of 105 photons were recorded by 
accumulation of 60 frames over a time period of 90 s. Regions of interest in the cytoplasm of cells were ana-
lysed using SymPhoTime64 software (PicoQuant GmbH, Berlin, Germany) taking into account the instrument 
response function determined by measuring a saturated Erythrosine B solution according to manufacturer’s 
instructions. Resulting decay curves were fitted using a mono-exponential function.

Brightness calibration and fluorophore maturation. The molecular brightness, i.e. the photon count 
rate per molecule, serves as a measure for the oligomeric state of protein complexes. This quantity is affected by 
the presence of non-fluorescent FP fractions, which can result from several processes: (1) Photophysical processes 
such as long-lived dark states, blinking or flickering between an on and off state, (2) FP maturation, i.e. FPs that 
have not maturated yet, (3) Incorrectly folded FPs. To quantify the amount of non-fluorescent FPs, we consider 
all these processes together in a single parameter, the apparent fluorescence probability (pf), i.e. the probability of 
a FP to emit a fluorescence signal. The fluorescence emitted by an oligomer can then be modelled with a binomial 
distribution, assuming that each fluorophore monomer emits photons with brightness ε and with a probability pf. 
The probability of detecting a brightness value iε for an n-mer is thus ( )p n
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In the analysis, we normalized all brightness values to the median brightness of the corresponding monomer 
sample measured under the same conditions: ε = = + − .ε

ε
n p1 ( 1)n norm f,

n  We used the median of the normal-
ized homo-dimer brightness to determine the probability pf for each construct, p 1f norm2,ε= − . We can now 
invert the equation for the n-mer brightness to calculate the true oligomeric state, i.e. the brightness if all subunits 
were constantly fluorescent, from the measured brightness εn: n 1 p

1n norm

f

,= +
ε − .

We applied this transformation to every brightness data point and obtained the “corrected” brightness. 
Notably, this transformation holds true also for fluorophores which have two brightness states rather than an on 
and off state19.

Statistical analysis. All data are displayed as box plots indicating the median values and whiskers ranging 
from minimum to maximum values. Quantities in the main text are given as mean ± SEM. Sample sizes and 
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p-values are given in figure captions. Statistical significance was tested using GraphPad Prism 7.0 (GraphPad 
Software). The one-way ANOVA analysis for comparison of red FPs (Fig. 4b) gave F(11, 492) = 46.58 and was 
followed by the Bonferroni’s multiple comparisons test. Brightness differences between HA-wt and HA-TMD 
(Fig. 3b) as well as SNR of hetero-dimer complexes in FCCS analysis (Fig. 5d) were analysed using a two-tailed 
t-test with Welch’s correction giving Welch-corrected t = 9.41, df = 60.57 and Welch-corrected t = 3.84, df = 67, 
respectively.

Code availability. MATLAB custom-written code is available upon request from the corresponding author.

Data availability. The datasets analysed during the current study are available from the corresponding 
author on reasonable request.
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Supplementary Material  

Brightness analysis in different cell types and at different temperatures 

 
Supplementary Figure S1. Brightness analysis in different cell types and at different temperatures. a: Box plots of 
brightness ratio of mEGFP in cytoplasm and nucleus of HEK 293T, A549, CHO and HeLa cells, measured with N&B. The 
ratio was calculated for each single cell measurement. Data represent results of at least three independent experiments (HEK: 
n=47 cells, A549: n=37 cells, CHO: n=34 cells, HeLa: n=38 cells). b: Box plots of normalized molecular brightness of mEGFP 
monomers (white boxes) and homo-dimers (grey boxes) measured with N&B in cytoplasm of HEK 293T, A549, CHO and 
HeLa cells. Data represent results of at least three independent experiments (1x HEK: n=47 cells, 2x HEK: n=48 cells, 1x 
A549: n=38 cells, 2x A549: n=33 cells , 1x CHO: n=36 cells, 2x CHO: n=39 cells , 1x HeLa: n=39 cells, 2x HeLa: n=37 cells).  
c: Box plots of normalized molecular brightness of mCherry monomers and homo-dimers measured with N&B in cytoplasm 
of HEK 293T, A549, CHO and HeLa cells. Data represent results of at least three independent experiments (1x HEK: n=50 
cells, 2x HEK: n=53 cells, 1x A549: n=37 cells, 2x A549: n=36 cells, 1x CHO: n=44 cells, 2x CHO: n=41 cells, 1x HeLa: 
n=35 cells, 2x HeLa: n=36 cells). d: Box plots of normalized molecular brightness of mEGFP monomers and homo-dimers at 
23°C (white boxes) and 37°C (grey boxes) measured with pFCS in HEK 293T. Data are pooled from at least three independent 
experiments (1x 23°C: n=39 cells, 2x 23°C: n=38 cells , 1x 37°C: n=64 cells, 2x 37°C n=63 cells).   
 

Diffusion and FLIM analysis of mEGFP homo-oligomers 
In the FCS analysis of the mEGFP homo-oligomer diffusion behavior in cells, introduction of 
an anomaly parameter a was needed to appropriately fit a 3-D diffusion model (Supplementary 

Figure S2a). As previously shown1, we reproducibly observed anomalous subdiffusion in the 
molecular crowed cytoplasm of cells, indicated by a values lower than one for all investigated 
mEGFP homo-oligomers (Supplementary Figure S2c). Interestingly, we observed the same 
average a values for all homo-oligomers. The diffusion times increased for increasing homo-
oligomer size (1xmEGFP: 27 kDa, 2xmEGFP: 54 kDa, 3xmEGFP: 81 kDa, 4xmEGFP: 108 
kDa) (Supplementary Figure S2c), although with a different scaling than observed in vitro2, in 
accordance with previous studies3.  
Additionally, we performed fluorescence lifetime imaging measurements (FLIM) in A549 
cells, since energy transfer between different mEGFP brightness states or to non-fluorescent 
subunits could result in a reduction of homo-oligomer brightness values. All lifetime decays 
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could be fitted by a single exponential component (Supplementary Figure S2e), indicating a 
single mEGFP brightness state in all mEGFP homo-oligomers. We observed negligible lifetime 
differences for all the tested homo-oligomers (Supplementary Figure S2e) corresponding to 
FRET efficiencies of less than 1.5%. Thus, we can exclude energy transfer to non-fluorescent 
mEGFP states. 

 
Supplementary Figure S2. Diffusion and FLIM analysis of mEGFP homo-oligomers. a: Normalized average 
autocorrelation functions (ACFs) of 1xmEGFP, 2xmEGFP, 3xmEGFP and 4xmEGFP (i.e. monomers to tetramers), obtained 
by pFCS measurements in the cytoplasm of A549 cells. Average ACFs of all cells, measured in at least three independent 
experiments (1xmEGFP: n=52 cells, 2xmEGFP: n=39 cells, 3xmEGFP: n=42 cells, 4xmEGFP: n=28 cells) are shown. b: Box 
plots of diffusion times of mEGFP homo-oligomers obtained from fitting a model for three-dimensional anomalous diffusion 
to the data, pooled from all measured cells. c: Box plots of anomaly parameter a obtained from the anomalous diffusion model, 
pooled from all measured cells. d: Box plots of fluorescence lifetime of 1xmEGFP (n=16 cells), 2xmEGFP, (n=20 cells), 
3xmEGFP (n=15 cells), 4xmEGFP (n=8 cells) measured in two independent experiments in the cytoplasm of A549 cells. e: 
Representative lifetime histogram for 1xmEGFP fitted with a single exponential component fit. The instrument response 
function (IRF) was calibrated as described in the methods paragraph.
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Diffusion analysis of Influenza A virus hemagglutinin (HA) measured with sFCS 
From the sFCS auto-correlation functions (Supplementary Figure S3a-d) we also determined 
the diffusion dynamics of HA-wt-mEGFP (HA-wt) and HA-TMD-mEGFP (HA-TMD). In line 
with the Saffman-Delbrück model4, albeit having a different oligomeric state, both constructs 
display only slight differences in their diffusion coefficients: DHA=0.38 ± 0.01 µm2/s and DHA-

TMD=0.42 ± 0.02 µm2/s (Supplementary Figure S3e). 

 
Supplementary Figure S3. Diffusion analysis of Influenza A virus hemagglutinin (HA) measured with sFCS. a-d: 
Representative correlation functions and fit curves for sFCS measurements of mp 1xmEGFP (a), mp 2xmEGFP (b), HA-TMD-
mEGFP (c) and HA-wt-mEGFP (d) measured in HEK 293T cells. Fit curves (solid lines) were obtained by fitting a two-
dimensional diffusion model to the data. e: Box plots of diffusion coefficients calculated from sFCS diffusion times, pooled 
from at least three independent experiments (mp 1xmEGFP: n=55 cells, mp 2xmEGFP: n=54 cells, HA-TMD: n=37 cells, HA-
wt: n=36 cells).  
 
 
 
 
Comparison of mCherry2 to mCherry brightness values in different cell types and at 
different temperatures 

  
Supplementary Figure S4. Comparison of mCherry2 to mCherry brightness values in different cell types and at 
different temperatures. a: Box plots of normalized molecular brightness of mCherry (light red)/ mCherry2 (dark red) 
monomers (white boxes) and homo-dimers (grey boxes) measured with N&B in the cytoplasm of HEK 293T, A549, CHO and 
HeLa cells. Data represent results of at least three independent experiments (mCherry: 1x HEK: n=50 cells, 2x HEK: n=53 
cells, 1x A549: n=37 cells, 2x A549: n=36 cells , 1x CHO: n=44 cells, 2x CHO: n=41 cells , 1x HeLa: n=35 cells, 2x HeLa: 
n=36 cells; mCherry2: 1x HEK: n=49 cells, 2x HEK: n=54 cells, 1x A549: n=38 cells, 2x A549: n=34 cells , 1x CHO: n=43 
cells, 2x CHO: n=40 cells , 1x HeLa: n=38 cells, 2x HeLa: n=40 cells). b: Box plots of normalized molecular brightness of 
mCherry2 monomers and homo-dimers at 23°C (white boxes) and 37°C (grey boxes) measured with pFCS in HEK 293T. Data 
are pooled from at least two independent experiments (1x 23°C: n=18 cells , 2x 23°C: n=20 cells , 1x 37°C: n=34 cells, 2x 
37°C n=33 cells.  
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Relative cross-correlation of mCherry-/mCherry2-mEGFP hetero-dimers and negative 
controls 
Based on the determined apparent fluorescence probabilities (pf,mEGFP=0.65, pf,mCherry=0.42, 
pf,mCherry2=0.64), the expected relative populations of fluorescent and non-fluorescent mCherry-
/mCherry2-mEGFP hetero-dimers can be calculated. For mCherry-mEGFP, the following 
relative populations f are expected in the sample: fG-R= pf,mEGFP × pf,mCherry=27%, fg-R=15%,  
fG-r=38%, fg-r=20%, where G, R denote fluorescent and g, r non-fluorescent mEGFP/mCherry 
FPs. Thus, the expected relative concentration of fluorescent mCherry hetero-dimer subunits 

(relative to the concentration of those containg flurescent mEGFP)  is 
!"#$%!&#$
!"#$%!"#'

= 0.65, which 

agrees very well with the measured average ratio of the mEGFP and mCherry ACF amplitudes 
of 0.65 (Figure 5). For mCherry2-mEGFP hetero-dimers, the expected populations are:  
fG-R=pf,mEGFP×pf,mCherry2=42%, fg-R=22%, fG-r=23%, fg-r=12%.  
Thus, the relative concentration of fluorescent mEGFP and mCherry2 is expected to be 
!"#$%!&#$
!"#$%!"#'

= 0.98, which agrees well with the measured value of 0.97 (Figure 5). Based on the 

pf values and corresponding populations, it is also expected that the relative cross-correlation 
(rel.cc.) of mCherry-/ and mCherry2-mEGFP hetero-dimers is similar, since this quantity 
depends on the relative amount of FPs in a complex, for the less abundant FP species: 
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= 1.02 

In agreement with this expected ratio, mCherry-/ mCherry2-mEGFP hetero-dimers show the 
same relative cross-correlation in pFCCS measurements of A549 cells: rel.cc.mCherry-mEGFP=0.39 
± 0.02, rel.cc.mCherry2-mEGFP=0.39 ± 0.01. As a negative control, pFCCS measurements were 
performed in A549 cells co-expressing mCherry (or mCherry2) and mEGFP. The obtained 
relative cross-correlation is close to zero (rel.cc.mCherry+mEGFP=0.06 ± 0.01, 
rel.cc.mCherry2+mEGFP=0.04 ± 0.01). The residual positive cross-correlation is most likely due to 
minor cross-talk of mEGFP emission into the mCherry/ mCherry2 channel. 

 
Supplementary Figure S5. Relative cross-correlation of mCherry-/mCherry2-mEGFP hetero-dimers and negative 
controls. Box plots of cross-correlation values measured for mCherry-mEGFP (light red) and mCherry2-mEGFP (dark red) 
hetero-dimers  measured in A549 cells. Negative controls for cross-correlation were obtained by co-expressing mCherry (or 
mCherry2) together with mEGFP in A549 cells. The relative cross-correlation was calculated for each measurement as 
described in Methods. Data are pooled from at least two independent experiments (mCherry-mEGFP: n=35 cells, 
mCherry+mEGFP: n=19 cells, mCherry2-mEGFP: n=32 cells, mCherry2+mEGFP: n=16 cells). 

69



Supplementary Table S1: Apparent fluorescence probabilities (pf) determined in this study. Values are given as mean ± SEM, NA: values were 
not determined. 

Cell 
type Localization Method mEGFP mEYFP mCherry mCherry2 mCardinal mRuby3 mScarlet mScarlet-I 

A549 Cytoplasm 
N&B 0.68 ± 0.06 NA 0.36 ± 0.05 0.69 ± 0.07 NA NA NA NA 

pFCS 0.65 ± 0.05 0.47 ± 0.07 0.42 ± 0.07 0.64 ± 0.09 NA NA NA NA 

CHO Cytoplasm N&B 0.72 ± 0.06 NA 0.44 ± 0.05 0.62 ± 0.04 NA NA NA NA 

HEK 
293T 

Cytoplasm 
N&B 0.69 ± 0.05 0.63 ± 0.05 0.41 ±0.04 0.71 ± 0.05 0.24 ± 0.03 0.22 ± 0.05 0.4 ± 0.05 0.63 ± 0.05 
pFCS 0.84 ± 0.06 0.62 ± 0.04 0.45 ± 0.06 NA NA NA NA NA 

Nucleus N&B 0.76 ± 0.06 0.59 ± 0.07 0.3 ± 0.03 NA NA NA NA NA 
Plasma 

membrane sFCS 0.67 ± 0.04 0.44 ± 0.04 0.43 ± 0.05 NA NA NA NA NA 

HeLa Cytoplasm N&B 0.76 ± 0.06 NA 0.34 ± 0.03 0.63 ± 0.05 NA NA NA NA 

U2OS Cytoplasm N&B 0.72 ± 0.05 NA NA NA NA NA NA NA 
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Supplementary Methods 

Fluorescent protein constructs. For the cloning of all following constructs, standard PCRs with 
custom-designed primers (Supplementary Table S2) were performed to obtain monomeric FP 
cassettes, followed by digestion with fast digest restriction enzymes and ligation with T4-DNA-
Ligase according to the manufacturer’s instructions. All enzymes were purchased from Thermo 
Fisher Scientific, unless specified otherwise.  
The constructs 2xmEGFP, 3xmEGFP and 4xmEGFP (i.e. mEGFP homo-dimer, homo-trimer 
and homo-tetramer) were obtained by step-wise cloning of monomeric mEGFP cassettes 
amplified from mEGFP-N1, a gift from Michael Davidson (Addgene plasmid #54767). First, 
2xmEGFP was generated by ligating a mEGFP cassette into mEGFP-N1 digested with BamHI 
and AgeI. Subsequently, an additional monomeric mEGFP cassette was ligated into 2xmEGFP 
by digestion with KpnI and BamHI to generate 3xmEGFP. Finally, 4xmEGFP was obtained by 
ligation of an additional monomeric mEGFP cassette into 3xmEGFP by digestion with EcoRI 
and KpnI. All mEGFP subunits are linked by a polypeptide sequence of five amino acids. To 
ensure purity of mEGFP homo-oligomers, all full-length inserts were subcloned into 
pcDNATM3.1(+) (Thermo Fisher Scientific) possessing ampicillin instead of kanamycin 
resistance.    
The GlnA-mEGFP plasmid was a kind gift from Ana García Sáez (University of Tübingen) and 
cloned based on pGlnA-Ypet (gift from Mike Heilemann, Addgene plasmid #98278). 
To obtain 2xmEYFP, mEYFP was amplified from mEYFP-N15 and inserted into mEYFP-C1 
by digestion with KpnI and BamHI.  
The plasmids mCherry-C1 and mCherry2-C1/N1 (gifts from Michael Davidson, Addgene 
plasmids #54563 and #54517, respectively) were used to generate 2xmCherry and 2xmCherry2, 
respectively. First, mCherry-C1 was generated by amplification of mCherry from mCherry-
pLEXY plasmid (a gift from Barbara Di Ventura & Roland Eils, Addgene plasmid #72656) and 
inserted into a pBR322 empty vector. A second mCherry cassette was inserted into this vector 
by digestion with XhoI and BamHI to obtain 2xmCherry (i.e. mCherry homo-dimer). The 
2xmCherry2 (mCherry2 homo-dimer) plasmid was generated by amplification of mCherry2 
and insertion of this construct into mCherry2-C1 through digestion with XhoI and BamHI. To 
clone mRuby3-C1, mRuby3 was amplified from the pKanCMV-mClover3-mRuby3 plasmid, a 
gift from Michael Lin (Addgene plasmid #74252). The obtained PCR product was digested 
with AgeI and XhoI and exchanged with mEYFP from digested mEYFP-C1 plasmid. For 
2xmRuby3 (mRuby3 homo-dimer), mRuby3 was again amplified by PCR and the product 
inserted into mRuby3-C1 by digestion with KpnI and BamHI. The mCardinal-C1/N1 plasmids 
were a gift from Michael Davidson (Addgene plasmids #54590 and #54799). To obtain 
2xmCardinal (mCardinal homo-dimer), mCardinal was amplified from mCardinal-C1 and the 
PCR product inserted into mCardinal-C1 by digestion with KpnI and BamHI. The plasmids 
mScarlet-C1 and mScarlet-I-C1 are gifts from Dorus Gardella (Addgene plasmids #85042 and 
#85044). 2xmScarlet (mScarlet homo-dimer) and 2xmScarlet-I (mScarlet-I homo-dimer) were 
generated by amplification of mScarlet and mScarlet-I from the corresponding plasmids and 
reintegration into mScarlet-C1 and mScarlet-I-C1 by digestion with XhoI and KpnI. To ensure 
purity of homo-dimers, all full-length homo-dimers were subcloned into pcDNATM3.1(+) 
(Thermo Fisher Scientific) possessing ampicillin instead of kanamycin resistance.     
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The hetero-dimers mCherry-mEGFP and mCherry2-mEGFP were generated by amplification 
of mCherry and mCherry2, respectively, and insertion of the obtained constructs into mEGFP-
C1, (Michael Davidson, Addgene plasmid #54759), by digestion with XhoI and BamHI. Both 
fluorophores are linked by five and seven amino acids, respectively.   
The membrane constructs consisting of mEGFP linked to a myristoylated and palmitoylated 
peptide (mp 1xmEGFP) and its homo-dimer mp 2xmEGFP were kind gifts from Richard J. 
Ward (University of Glasgow)6. The analogue mp 1xmEYFP construct was obtained as 
described elsewhere5. To generate mp 2xmEYFP, the 2xmEYFP cassette described above was 
transferred into a mp mCardinal vector7, by digestion with AgeI and BamHI. The GPI mCherry 
(glycosylphosphatidylinositol-anchored mCherry) plasmid was a kind gift from Roland 
Schwarzer (Gladstone Institute, San Francisco). Based on this plasmid, GPI 2xmCherry was 
generated by amplification of a mCherry cassette and ligation of the obtained insert into GPI 
mCherry, digested using SalI and BamHI.  
The Influenza virus A/chicken/FPV/Rostock/1934 hemagglutinin (HA) constructs HA-wt-
mEGFP and HA-TMD-mEGFP were cloned based on the previously described HA-wt-
mEYFP5 and HA-TMD-mEYFP8 plasmids. HA-wt-mEYFP contains full-length HA protein 
fused to mEYFP at the C-terminus, whereas in HA-TMD-mEYFP a large part of the 
extracellular domain of HA is replaced by mEYFP. To clone HA-wt-mEGFP, HA-wt-mEYFP 
was digested using BglII and SacII (New England Biolabs) and the obtained HA insert ligated 
into mEGFP-N1. For HA-TMD-mEGFP, HA-TMD-mEYFP plasmid and mEGFP-N1 vector 
were digested with AgeI and BsrGI to replace mEYFP with mEGFP.
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Supplementary Table S2: Primer sequences (5’-3’ orientation) used for cloning of FP expression plasmids.  

Construct Orientation  
(restriction enzyme) Sequence (5’-3’) 

2xmEGFP 
 

forward (BamHI) 
 

GAGAGGGATCCATGGTGAGCAAGGGCGAGGAG 
 

reverse (AgeI) 
 

GAGAACCGGTCTCTTGTACAGCTCGTCCATGCC 
 

3xmEGFP 
 

forward (KpnI) 
 

GAGAGGTACCATGGTGAGCAAGGGCGAGGAG 
 

reverse (BamHI) 
 

GAGAGGATCCCGACGGTCTCTTGTACAGCTCGTCCATGCC 
 

4xmEGFP 
 

forward (EcoRI) 
 

GAGAGAATTCATGGTGAGCAAGGGCGAGGAG 
 

reverse (KpnI) 
 

GAGAGGTACCGACCGGTCTCTTGTACAGCTCGTCCATGCC 
 

mCherry-C1 
 

forward (NheI) 
 

GTACGGCTAGCATGGTGAGCAAGGGCGAGGAG 
 

reverse (BglII) 
 

GACAGATCTGAGTCCGGACTTGTACAGCTCGTCCATGC 
 

 2xmEYFP, 2xmCardinal  forward (KpnI)  ATATGGTACCATGGTGAGCAAGGGC 
 reverse (BamHI)  CGCGGGATCCCTTGTACAGCTCGTCC 

 2xmCherry, 2xmCherry2,  
 mCherry-mEGFP,  
 mCherry2-mEGFP 

forward (XhoI) 
 

GAGACTCGAGGAATGGTGAGCAAGGGCGAGGAG 
 

reverse (BamHI) 
 

GAGAGGATCCTTACTTGTACAGCTCGTCCATGCC 
 

GPI 2xmCherry 
 

forward (SalI) 
 

GAGAGTCGACTATGGTGAGCAAGGGCGAGGAG 
 

reverse (BamHI) 
 

GAGAGGATCCGAAGCTTGAGCTCGAGATCTAGAAGAACCAGAACCAGTAG 
ACCAGTACCATGACCTCCGGACTTGTACAGCTCGTCCATGCCGCCGGTG 

 

 mRuby3-C1  forward (AgeI)  ATATACCGGTCATGGTGAGCAAAGGC 
 reverse (XhoI)  CGCGCTCGAGCTTGTACAGCTCGTCC 

 2xmRuby3  forward (KpnI)  ATATGGTACCCATGGTGAGCAAAGGC 
 reverse (BamHI)  CGCGGGATCCCTTGTACAGCTCGTCC 

2xmScarlet(-I) 
 

forward (XhoI) 
 

AGAGTCCTCGAGATATGGTGAGCAAGGGCGAGGCAGTGATC 
 

reverse (KpnI) 
 

CTGCAGGTACCTTACAGCTCGTCCATGCCGCCGGTG 
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Results

2.4 [P4] Purely polysaccharide-based biofilm matrix
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nanoparticles and bacteriophages
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ABSTRACT: Biofilms are complex mixtures of proteins, DNA,
and polysaccharides surrounding bacterial communities as
protective barriers that can be biochemically modified during
the bacterial life cycle. However, their compositional hetero-
geneity impedes a precise analysis of the contributions of
individual matrix components to the biofilm structural organ-
ization. To investigate the structural properties of glycan-based
biofilms, we analyzed the diffusion dynamics of nanometer-sized
objects in matrices of the megadalton-sized anionic polysacchar-
ide, stewartan, the major biofilm component of the plant
pathogen, Pantoea stewartii. Fluorescence correlation spectrosco-
py and single-particle tracking of nanobeads and bacteriophages
indicated notable subdiffusive dynamics dependent on probe size and stewartan concentration, in contrast to free diffusion of
small molecules. Stewartan enzymatic depolymerization by bacteriophage tailspike proteins rapidly restored unhindered
diffusion. We, thus, hypothesize that the glycan polymer stewartan determines the major physicochemical properties of the
biofilm, which acts as a selective diffusion barrier for nanometer-sized objects and can be controlled by enzymes.

■ INTRODUCTION
Bacterial biofilms provide strong physicochemical barriers and
structural scaffolds to organize surface adherence of bacterial
communities and control access of nutrients, antibiotics, or
bacteriophages.1−3 A major component of bacterial biofilms,
contributing up to 90% of the dry weight, is the extracellular
polymeric substance (EPS), a multicomponent matrix
containing proteins, DNA, and polysaccharides in varying
amounts that form complex hydrated polymer networks.4−6

Apart from providing mechanical stability for the embedded
bacteria, the EPS regulates the selective transport of molecules,
similarly to what is observed in other biological hydrogels.7,8

More specifically, particle mobility in polymer hydrogels is
shown to depend on the volume fraction, dynamics, and
interactions of the polymer chains, as well as on the size of the
particles themselves.8,9 Nonsteric interactions, e.g., electrostatic
or hydrophobic, affect the mobility of particles in such
systems.8 Moreover, salts and divalent cations modulate
mechanical and electrostatic properties of biofilms, influencing
the diffusion of charged molecules such as antibiotics.10−12 As
a consequence, each bacterial biofilm has distinct particle
transport characteristics that modulate its function and are
variable in space and time.13−15 The life style and distribution
of the bacteria embedded in the EPS matrix can further
influence biofilm properties via, e.g., mechanical cell−cell
interactions.16

An effective and noninvasive approach to measure diffusion
dynamics through hydrogels on the microscopic scale is

provided by fluorescence techniques,17 such as fluorescence
correlation spectroscopy18 (FCS) or single-particle tracking19

(SPT). While FCS reports ensemble properties with a high
temporal resolution, i.e., microsecond (μs) timescale,18 SPT
probes the dynamics of single particles with nanometer (nm)
precision.19 In biofilms, the mobilities of nutrients, bacterial
cells, antibiotics, or viral infective particles have a major impact
on the embedded microbial communities.20−23 FCS revealed
that biofilms are heterogeneous with respect to diffusion of
latex beads and phage particles.13,20,24,25 Moreover, nano-
particles and phages can interact with the cell surface of
biofilm-embedded bacteria.23,26 So far, most studies have
focused on complex mixtures of EPS and bacteria, and the age
of a biofilm was considered as the main factor inducing
changes in the observed probe diffusion dynamics.14 Yet, less
attention has been paid to the fact that these changes might be
linked to variations in the biofilm molecular structure, resulting
from the biochemical properties and composition of all
biomacromolecules at a given time and location. Proteins,
DNA, and glycans can be modified by endogenous or
exogenous enzymes during the bacterial life cycle, resulting
in spatiotemporal control of the biofilm structure.6,27,28

In this work, we studied one major biofilm component, the
pure exopolysaccharide, stewartan, produced by the plant
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pathogen Pantoea stewartii.29 This biofilm-forming pathogen is
responsible for Stewart’s wilt, a severe disease of corn and
sweet maize. Transmitted by an insect vector, P. stewartii
bacteria change into a biofilm state when inside the plant, and
switch on three gene clusters encoding proteins for the
synthesis of the exopolysaccharide, stewartan.30 Consequently,
P. stewartii becomes embedded in a dense polysaccharide
biofilm matrix that blocks water flow in the xylem and leads to
wilting and death of the plants.29 Stewartan is an anionic linear
heteropolysaccharide with chain lengths of up to 2 MDa. It is
polymerized from individual oligosaccharide repeat units
consisting of a backbone of alternating Glc and Gal residues,
branched with a glucuronic acid-containing side chain
(Scheme 1).31 We applied a combination of FCS and SPT

to investigate particle mobility in matrices consisting of pure
stewartan, as a simplified model for a homogeneous, glycan-
based biofilm. We chose this bottom-up approach to
quantitatively describe the mobility of different tracers: small
molecules, synthetic beads, or bacteriophage particles. From
our results, we hypothesize that the physicochemical properties
of the stewartan matrix might dominate particle diffusion in a
glycan-based biofilm, as a function of polysaccharide
concentration, solvent pH, and tracer properties. We,
furthermore, show that stewartan degradation by glycan-
depolymerizing enzymes [e.g., bacteriophage tailspike proteins
(TSPs)] is an important regulatory mechanism that can rapidly
modulate particle dynamics within the matrix.

■ MATERIALS AND METHODS
Materials. P. stewartii DSM 30176 was purchased from the

German Collection of Microorganisms and Cell Cultures (DSMZ,
Braunschweig, Germany). Standard buffers were 50 mM Tris−HCl,
pH 8, or 50 mM 2-morpholinoethanesulfonic acid (MES)−NaOH,
pH 5, if not indicated otherwise. A complementary DNA containing
the coding sequence for bacteriophage ϕEa1h TSP depolymerase was
a kind gift from K. Geider (Julius Kühn Institut, Dossenheim,
Germany).32 Bacteriophage P22 and ΦEa1h TSP purification and
fluorescence labeling are described in the Supporting Information
(SI). Nonfunctionalized polystyrene fluorescent microspheres (Drag-

on Green, λex 480 nm, λem 520 nm) were purchased from Bangs
Laboratories (Fishers, IN). Effective tracer size and ζ potential
measurements are reported in Table S1. All other chemicals used were
of analytical grade.

Growth of P. Stewartii Biofilm and Purification of
Stewartan. Isolation of stewartan from P. stewartii has been
described.31 Briefly, bacteria were plated on a membrane filter (MF-
Millipore mixed cellulose ester, 0.45 μm pore size, Merck, Darmstadt,
Germany) placed on CPG agar and incubated at 28 °C for 3 days.
During this time, the biofilm increased in volume until covering the
entire available surface on the disk, while maintaining an almost stable
stewartan concentration (see the next paragraph) and, thus,
maximizing the amount of stewartan available for purification.
Biofilm-embedded cells were suspended in 0.85% (w/v) NaCl and
removed by centrifugation. The supernatant stewartan solution was
further purified by ultracentrifugation at 160 000g for 3 h. Stewartan
concentrations in these crude biofilm solutions were determined by
the phenol−sulfuric acid method.33 Similar stewartan concentrations
were found in 21 h and 72 h old biofilms (see the SI).

Stewartan was concentrated by ethanol precipitation (80% v/v)
and nucleic acids and proteins were removed by benzonase (50 U/
mL, 16 h, 37 °C) and proteinase K (15 μg/mL, 60 h, 65 °C)
treatments. After three dialyses (acetic acid 100 mM, 50 mM, water)
and lyophilization, pure stewartan was obtained with a yield of ∼10−2
g stewartan/g crude biofilm. Sodium dodecyl sulfate-polyacrylamide
gel electrophoresis and silver staining could not reveal major amounts
of lipopolysaccharide in the purified stewartan preparations (data not
shown).

For FCS/SPT experiments, stewartan was dissolved in 50 mM
Tris−HCl, pH 8, or 50 mM MES−NaOH, pH 5, at the indicated
concentrations and left at room temperature for 1 h before starting
the measurements.

Confocal Microscopy System. SPT and FCS measurements
were performed on a Zeiss LSM780 system (Carl Zeiss, Oberkochen,
Germany) using a 40×, 1.2 NA water immersion objective. Samples
were excited with a 488 nm argon laser. Excitation and detection light
were separated by a 488 nm dichroic mirror. Fluorescence was
detected between 500 and 600 nm, using a GaAsP detector in photon
counting mode.

Fluorescence Correlation Spectroscopy. FCS measurements
were performed in spot acquisition mode for at least 30 s (up to 10
min for more viscous samples) with a time resolution of 1.53 or 7.56
μs. To minimize potential distortions of the focal volume by the
refractive index mismatch between water immersion medium, glass
slide, and stewartan/sucrose solutions, all measurements were
performed at a depth of 10 μm, and the collar ring of the objective
was adjusted by maximizing the signal in Alexa Fluor 488 (AF488)
containing stewartan/sucrose solutions at each concentration. Laser
powers were chosen to keep the photon count rate below 2 MHz to
avoid detector saturation. Typical values were ∼2 μW for AF488,
∼0.2 μW for 60 nm beads, ∼0.05 μW for 200 nm beads, and ∼2 μW
for P22 bacteriophages. In all cases, no noticeable photobleaching was
observed. The pinhole was set to one Airy Unit. Acquired data were
exported as TIFF files, imported, and analyzed in MATLAB (The
MathWorks, Natick, MA) using a custom-written code. First, the
autocorrelation function (ACF) was calculated as follows, using a
multiple τ algorithm:

τ
δ δ τ= ⟨ + ⟩

⟨ ⟩G
F t F t

F t
( )

( ) ( )
( )

t

t
2 (1)

where δF(t) = F(t) − ⟨F(t)⟩t.
To avoid artifacts caused by rarely occurring aggregates of particles

inducing single bright events, ACFs were calculated segment-wise (4−
10 segments) and then averaged. Segments showing clear distortions
were manually removed from the analysis. Next, a model for three-
dimensional anomalous diffusion and a Gaussian focal volume
geometry34

Scheme 1. Structure of the Stewartan Repeat Unit
(According to Nimtz et al.31)a

a3)-α-D-Galp-[(4 → 1)-β-D-GlcAp-(4 → 1)-α-D-Galp-)(6 → 1)-β-D-
Glcp]-(1 → 6)-β-D-Glcp-(1 → 3)-β-D-Galp-(1 →. The oligosacchar-
ide repeat unit backbone structure is shown in black (bold type), and
the side chain branch is in blue. About 90% of the backbone α-D-Galp
are substituted with (6 → 1)-β-D-Glcp. Stewartan repeat units are
assembled in polymeric chains with an approximate size of 2 MDa.
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was fitted to the ACFs, resulting in parameter estimates of the
diffusion time τd, number of particles N, and anomaly exponent α.
The exponential term accounts for photophysical transitions, e.g., to a
triplet state, of an average fraction T (0 ≤ T ≤ 1) of particles with a
time constant τb. The structure parameter S was fixed to the value
(typically around 5−9) obtained from daily calibration measurements
of AF488 in water or stewartan/sucrose solutions. Using the
determined diffusion times in buffer, τd,buffer, and stewartan/sucrose
solutions, τd, relative diffusion times τ

τ
d

d,buffer
were calculated. From the

diffusion time, τd, the diffusion coefficient, D, can be determined:

= ω
τD

4
0
2

d
. Here, ω0 denotes the waist of the focal volume. Of note, this

relation is strictly valid only for normal Brownian diffusion, i.e., α = 1.
Therefore, calculated diffusion coefficients for α < 1 have to be
considered as approximate values, denoted as Dapp, describing
diffusion at the length scale set by ω0.

35 The waist ω0 was determined
from calibration measurements of AF488 in water, using the
previously determined diffusion coefficient36 of DAF488 = 435 μm2/s.
Based on control measurements with sucrose solutions, i.e., correct
determination of their relative viscosity up to 40% (w/v) (Figure S1)
calculated by measured diffusion times, it was concluded that
distortions of the focal volume due to changes in refractive index
are minimal and the calibrated waist ω0 can be assumed to be
constant under all conditions. To further assess potential particle

aggregation, the molecular brightness, ⟨ ⟩F t
N
( ) t (i.e., the average photon

count rate emitted by each diffusing entity), was compared for
different measurement conditions. All measurements were performed
at room temperature. Fluorescent tracer particles were used at the
following concentrations: ∼20 nM for AF488, ∼5 nM for 60 nm
beads, and ∼0.2 nM for 200 nm beads.
Single-Particle Tracking. For SPT, 1000−2000 images were

acquired in a fixed plane in an area of ∼180 μm2 as 128 × 128 or 256
× 256 pixels of 0.104 μm or 0.052 μm size, using a pixel dwell time of
1.58 or 0.79 μs, in photon counting mode. This resulted in a frame
time of 62 or 122 ms. Laser powers were adjusted to maximize the
signal, while keeping the photon count rate below 2 MHz, i.e., ∼2 μW
for P22 bacteriophages and 0.05 μW for 200 nm fluorescent
polystyrene beads. All measurements were performed at room
temperature. CZI image stacks were imported in Fiji37 and analyzed
using the TrackMate v3.8.0 plugin.38 Particles were localized with
subpixel resolution using a Laplacian of Gaussian filter with a blob
diameter of 0.4 μm and a quality threshold38 of 1 for P22
bacteriophages and 0.15 for 200 nm beads. Particle positions within
four pixels from the frame edges were neglected to exclude partial
presence of particles in the images and related localization artifacts.
Tracking, i.e., connecting individual particle positions to trajectories,
was performed using a simple linear assignment problem tracker38

allowing a maximum distance of 0.5−1.5 μm between positions in
subsequent frames, a maximum gap of two frames, and no splitting or
merging events. Trajectories corresponding to rarely occurring
aggregates of particles were identified by unusually high spot
intensities and removed manually. Trajectories were saved as
TrackMate XML files and imported in MATLAB (The MathWorks,
Natick, MA) using the importTrackMateTracks script for further
analysis with a custom-written code. Only trajectories extracted from
at least 20 frames were considered.
First, individual time-averaged mean-square displacements

(taMSDs) were calculated:39

∑τ= ⟨ ⟩ = − { + Δ − Δ }
=

−
r

N k
i k t i tr rtaMSD ( ) 1 (( ) ) ( )t

i

N k
2

1

2

(3)

where N denotes the number of particle positions in the track, Δt the
frame time of 62 or 122 ms, and τ = kΔt the lag time between
positions in frames i and i + k. Here, r(t) is a two-dimensional vector
denoting the position of a particle at time point t, r(t) = (x(t),y(t)).
Ensemble-averaged taMSDs were obtained by averaging taMSDs of all
trajectories. Apparent diffusion coefficients Dapp were determined by
fitting a linear function that is expected for normal Brownian motion
to the first 10 points (Δt ≤ τ ≤ 10Δt) of individual taMSDs:

τ τ= +D ctaMSD( ) 4 app (4)

where c is a free fit parameter that accounts for static and dynamic
errors due to the finite localization precision and acquisition speed.
Typical values of c were ∼0.005 μm2, i.e., corresponding at maximum
to a ∼50−100 nm localization error. To account for the different
statistical weights of each point in the taMSD, a weighted fit was
performed according to the factor N − k, i.e., the number of squared
differences that are used to calculate the mean in eq 3 for each taMSD
point. The quantity Dapp characterizes diffusion dynamics on a small
scale and can, therefore, be used for comparison with Dapp determined
via FCS. Also, Dapp was used to calculate an approximate specific
diffusion hindrance τd,sp = (Dapp − Dapp,buffer)/Dapp,buffer, for a more
direct comparison with FCS data.

Second, the anomaly exponent α characterizing anomalous
diffusion behavior19,39 was determined by performing a weighted fit
of a power law to individual taMSDs for Δt ≤ τ ≤ nΔt (n = 20−40
depending on the sample, i.e., ∼one-fourth of the typical length of
trajectories):

τ τ= +α
αD dtaMSD( ) 4 (5)

where Dα is the anomalous transport coefficient and d a free fit
parameter accounting for the localization error. Here, only trajectories
with a minimum length of 40 frames were considered. In the fit
routine, d was restricted to values between 0 and the value of the
offset parameter c obtained from the linear fit model. In practice,
correcting for an MSD offset using d had a negligible effect on the
values obtained for α.

Third, the distribution of angles between successive steps taken in
an interval δt and separated by a lag time τ was calculated according
to

θ δ δ τ τ
δ δ τ τ

= [ + − ]*[ + + − + ]
| + − |·| + + − + |

− r r r r
r r r r

t t t t t t
t t t t t t

cos ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

1ikjjjj y{zzzz
(6)

Here, * denotes the dot product of the vectors.
Finally, the ensemble average of the time-averaged velocity

autocorrelation40,41 of individual trajectories was determined for
steps taken in an interval δt, separated by the lag time, τ:

τ
δ

δ δ τ τ= ⟨[ + − ]*[ + + − + ]⟩C
t

t t t t t tr r r r( ) 1 ( ) ( ) ( ) ( ) tV 2

(7)
Of note, the distributions obtained for Dapp and α based on fitting to
individual taMSDs according to eqs 4 and 5 were fairly broad due to
the limited statistics of single trajectories, similar to previous studies
analyzing anomalous diffusion dynamics using SPT.42,43 Generally,
statistics could be improved by additional ensemble-averaging of
taMSDs before fitting,42 but this may lead to artifacts (e.g., apparent
subdiffusive dynamics for freely diffusing particles) when taMSDs for
trajectories of different lengths are averaged.44 All measurements were
performed at room temperature. Fluorescent tracer particles were
used at the following concentrations: ∼20 nM for AF488, ∼5 nM for
60 nm beads, and ∼0.2 nM for 200 nm beads.

Viscosimetry. Bulk viscosity measurements were performed on an
AMVn Automated Micro Viscometer (Anton Paar, Graz, Austria),
based on the falling ball principle, at a 70° angle. Per sample, six runs
were acquired.

Statistical Analyses. All data are displayed as box plots indicating
the median values and whiskers ranging from minimum to maximum
values. Quantities in the main text are given as mean ± standard
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deviation (SD) (SPT) or median ± SD (FCS). Sample sizes are given
in figure captions.

■ RESULTS
Diffusion Hindrance in the Stewartan Anionic Glycan

Polymer Matrix Is Probe-Size-Dependent. In simple
fluids, diffusion times of freely diffusing spherical particles
are directly proportional to the particle size. In a hydrogel, in
contrast, the diffusivity of particles might show a more complex
relationship, depending not only on particle size, but also on

several other parameters, including gel porosity and cross-
linking of matrix components.8,9 As bacterial biofilms are
complex, multisubstance mixtures, we chose the major P.
stewartii biofilm EPS component, stewartan,31 to set up a
simplified model biofilm and study particle diffusion in this
matrix system. We purified stewartan from 72 h old biofilms
and prepared viscous matrices by reconstitution in buffer. We
then quantified the mobility of fluorescent tracers of different
sizes (1, 60, and 200 nm) via FCS measurements. We first
analyzed the ACFs in stewartan and pure buffer with a three-

Figure 1. FCS analysis of fluorescent tracer particles of different sizes in stewartan, sucrose and buffer solutions. (A) Normalized ACFs calculated
from FCS measurements for AF488 (∼1 nm) or Dragon Green-labeled polystyrene beads (60, 200 nm) in 10 g/L stewartan (stewt.) and 50 mM
Tris−HCl pH 8 buffer. The ACFs shown here were averaged from at least 12 measurements each. (B) Box plots of the hindrance factor (τd/τd,buffer)
in 10 g/L stewartan or 40% (w/v) sucrose solutions, measured with the fluorescent tracers described in (A). Diffusion times were obtained by
fitting a three-dimensional anomalous diffusion model (eq 2) to individual ACFs. The dashed line shows the expected relative diffusion time in 40%
(w/v) sucrose at 25 °C, which is equal to the viscosity ratio of 40% (w/v) sucrose solution and water (η/ηwater = 5.80), measured by rotational
rheometry.47

Figure 2. FCS analysis of fluorescent tracer particles in stewartan solutions of varying concentrations and pH values. (A) Box plots of hindrance
factors τd/τd,buffer in 5−20 g/L stewartan solutions at pH 5 and 8, calculated by normalizing diffusion times to the average values obtained in pure
50 mM Tris−HCl, pH 8, or 50 mM MES−NaOH, pH 5, buffer solutions, measured by FCS on 60 and 200 nm fluorescent polystyrene bead
suspensions. Data are pooled from at least 12 measurements in two independent experiments. (B) Box plots of anomaly exponent α obtained by
fitting an anomalous diffusion model (eq 2) to the ACFs of FCS measurements described in (A). (C) Specific viscosity, ηsp = (ηstewartan − ηbuffer)/
ηbuffer, obtained from falling ball viscosimeter measurements of 0.5−20 g/L stewartan solutions, or specific diffusion hindrance, τd,sp = (τd −
τd,buffer)/τd,buffer, calculated from FCS measurements on AF488, and 60 and 200 nm polystyrene beads in 0.1−20 g/L stewartan solutions in 50 mM
Tris−HCl pH 8 buffer. Error bars show SD from 6 (viscosimeter) or at least 12 (FCS, from two independent experiments) measurements. Solid
lines indicate separate fits to a power-law model in the ranges of 0.1−5 and 10−20 g/L, yielding the exponents reported in the box. Transition
concentrations ct, defined as the intersection points of the two power-law curves obtained for each sample, are reported in the box on the left. The
data points for 200 nm beads at 15 and 20 g/L were calculated from the SPT data presented in Figure 3, based on average diffusion coefficients
reported in Table S2 (see Materials and Methods).
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dimensional anomalous diffusion model. The obtained
diffusion times allowed us to determine the relative diffusion
time (τd/τd,buffer), which we will refer to as the “diffusion
hindrance factor” in what follows. This parameter provides a
relative measure of tracer diffusion dynamics in stewartan
matrices compared to aqueous buffer solutions. A similar
approach was applied in recent studies13,45,46 reporting the
relative diffusion coefficient Dgel/Dbuffer = τd,buffer/τd,gel to
characterize diffusion in hydrogels. The effective sizes of
tracers examined in this work were confirmed by dynamic light
scattering (DLS) (see Table S1 in the SI). In a simple fluid, the
hindrance factor is expected to be constant, i.e., independent of
tracer size, thus reporting on the relative viscosity of the
examined fluid. In stewartan matrices, however, we observed a
strong dependence of the hindrance on tracer size. While small
AF488 molecules diffused with a similar mobility as in pure
buffer (τd/τd,buffer = 1.1 ± 0.2, also indicated by nearly
overlaying ACFs in Figure 1A), larger particles such as 60 nm
polystyrene beads showed a higher relative diffusion time
within the stewartan matrix (τd/τd,buffer = 8.6 ± 1.2), as evident
by a shift of the ACFs toward larger lag times (Figure 1A). For
the largest polystyrene beads (200 nm diameter), we measured
a ∼30-fold slower diffusion in stewartan compared to pure
buffer (Figure 1B). In contrast, probing the diffusion of the
same set of tracer particles in 40% (w/v) sucrose solutions
resulted in a constant relative diffusion time, independent of
the tracer size and matching the expected ∼6-fold larger
viscosity compared to water.47 This indicates that the varying
hindrance factor reported by particles with different sizes is in
fact a specific feature of the stewartan glycan matrix.
Stewartan Matrix Hinders the Diffusion of Fluores-

cent Tracer Particles in a Concentration-Dependent
Manner. Bacterial biofilms are heterogeneous environments,
in which the concentration of EPS was shown to vary in space
(e.g., arrangement of EPS in multiple zones inside and around
microcolonies)48 and time (e.g., older, more mature biofilms
were shown to have higher EPS content).49 Therefore, we
performed FCS measurements for differently sized fluorescent
tracer particles in stewartan solutions of several concentrations
ranging from 5 to 20 g/L. Furthermore, given the overall
negative charge of stewartan,31 the negative ζ potential of the
fluorescent beads (Table S1), and putative heterogeneities of
local pH in biofilms,3 we reconstituted stewartan EPS at pH 5
and 8, to investigate the influence of solvent pH on stewartan
matrix organization. Under all conditions, the diffusion times
of small AF488 molecules were only slightly higher than those
in free buffer (e.g., τd/τd,buffer = 1.3 ± 0.4 at pH 5 in 20 g/L
stewartan, Figure S2). The anomaly exponent α, obtained from
fitting an anomalous diffusion model to the ACFs, was close to
1 in all cases (Figure S2), corresponding to free, unhindered
diffusion.
For 60 nm beads, in contrast, we observed a pronounced

increase of the hindrance factor at higher stewartan
concentrations, with slightly larger values at lower pH (Figure
2A). The anomaly exponent decreased with increasing
stewartan concentration to values lower than 1 and was
significantly lower than that in aqueous buffer solution (e.g., α
= 0.72 ± 0.08 for 60 nm beads in 20 g/L stewartan at pH 5,
Figure 2B and Table S2), indicating subdiffusive dynamics of
the beads. Interestingly, the anomaly exponent correlated with
pH, i.e., it showed consistently lower values at pH 5 compared
to those at pH 8. To ensure that the observed differences were
not caused by particle aggregation, the average molecular

brightness in FCS was analyzed at different pH values, showing
no significant variations (data not shown), in agreement with
DLS measurements of particle sizes in pure buffer solutions
(Table S1).
For 200 nm beads, FCS analysis showed a similar general

dependence, i.e., increase of the hindrance factor and decrease
of the anomaly exponent with increasing stewartan concen-
tration, but no systematic differences with pH at the probed
concentrations of 5 and 10 g/L stewartan.
Furthermore, FCS in diluted stewartan solutions from 0.1 to

2 g/L showed similar general trends of probe-size-dependent
diffusion hindrance and weakly subdiffusive dynamics (Figure
S2C,D). In analogy to previous studies,50−52 we determined
the specific viscosity [ηsp = (ηstewartan − ηbuffer)/ηbuffer] obtained
from viscosimetric measurements in the same stewartan
solutions. To compare these data with those obtained from
FCS of beads and AF488, we defined a specific diffusion
hindrance τd,sp = (τd − τd,buffer)/τd,buffer. Note that τd,sp and a
macroscopically determined ηsp are equivalent in the
continuum limit, i.e., for particles that experience the full
macroscopic viscosity, according to the Stokes−Einstein
relation. All data were then pooled in a single log−log plot,
evidencing two distinct regimes, i.e., 0.1−5 and 10−20 g/L
(Figure 2C). Each group of data points was separately analyzed
using a power-law fit (τd,sp or ηsp ∝ cx). We thus identified a
transition concentration ct (∼7 g/L stewartan for all samples),
defined as the intersection between the two fit curves within
each sample. Below ct, τd,sp for beads and ηsp scale with similar
exponents in the range 0.9−1.2. Above ct, similar exponents
(3.7 and 3.6) are obtained for 200 nm beads and viscosimeter
data, whereas 60 nm beads’ diffusion is characterized by a
lower exponent of 1.7. It is worth noting that the presence of
such different regimes could not be univocally identified in the
case of AF488 diffusion data which were, therefore, not further
analyzed.

Single-Particle Tracking Experiments Quantify Slow,
Subdiffusive Dynamics of Larger Probes in Stewartan.
FCS experiments with 200 nm beads could not be performed
above 10 g/L stewartan due to the significantly slow dynamics,
with diffusion times above several hundred milliseconds (ms).
In this slow regime, we therefore used single-particle tracking
(SPT) to analyze the dynamics of 200 nm beads also at high
stewartan matrix concentrations. From the trajectories of
individual particles (Figure 3A), we calculated taMSDs (eq 3).
As shown in Figure 3B, the ensemble-averaged taMSD values
clearly decreased with increasing stewartan concentration, in
general agreement with the FCS results. We then fitted a linear
model (eq 4) and an anomalous diffusion model (eq 5) to
individual taMSDs to obtain an approximate diffusion
coefficient Dapp from the first 10 points of taMSDs (Δt ≤ τ
≤ 10Δt with Δt = 31, 62, and 122 ms for experiments in pure
buffer, sucrose, and stewartan, respectively) and the anomaly
exponent α from the behavior of taMSDs at longer times (Δt
≤ τ ≤ NΔt with N = 20 for sucrose, 30 for 5−15 g/L and 40
for 20 g/L stewartan). Due to the fast diffusion dynamics in
pure buffer, the anomaly exponent and further parameters were
not analyzed for this sample because of the short lengths of
trajectories resulting in poor statistics. We observed strongly
reduced dynamics in the stewartan matrix by almost three
orders of magnitude under both pH conditions (e.g., Dapp = 2.5
± 1.8 μm2/s in buffer to 0.006 ± 0.003 μm2/s in 20 g/L at pH
8, Figures 3C and S3A for pH 5 and Table S2).
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The distributions of the measured anomaly exponents were,
similarly to those of Dapp, fairly broad due to the limited
statistics of individual trajectories but showed, on average,
subdiffusive dynamics of the beads, i.e., a shift of the
distributions to values smaller than 1 (e.g., α = 0.91 ± 0.28
in 5 g/L to α = 0.64 ± 0.26 at pH 5, Figures 3D and S3B for
pH 5, and Table S2). In agreement with FCS experiments, the
anomaly exponents at pH 5 and 8 were similar at low stewartan
concentrations. However, at high stewartan concentrations,
anomaly exponents were consistently lower at pH 5, similarly
to FCS results obtained for 60 nm beads (Table S2).
Moreover, a larger spread of Dapp values measured for the
low-pH sample was observed at high stewartan concentrations,
compared to that at pH 8 (Figures 3C and S3A for pH 5).

As a control for normal Brownian motion, we analyzed SPT
data acquired in 40% (w/v) sucrose solutions, resulting in an
average anomaly exponent close to 1 (α = 1.04 ± 0.29), as
shown in Figure 3B−D. We attribute the slightly higher-than-
expected slope (see Figure 3B, for t > ∼0.5s) to the fast
diffusion dynamics in this sample, leading in general to short
trajectories: this causes poor statistics at large lag times and
potential artifacts due to false assignment of the positions of
multiple particles to a single trajectory.
To gain further insights into the stochastic process

governing diffusion dynamics of beads inside the stewartan
matrix, we calculated the distribution of angles between
successive steps from all trajectories in the ensemble (eq 6).
We observed a clear bias toward angles around π, i.e., a step in
an opposite direction was more likely than a step in a similar
direction with respect to the previous step (Figures 3E and
S3C for pH 5). This bias was more pronounced at higher
stewartan concentrations. In contrast, step angles in 40% (w/
v) sucrose solutions were uniformly distributed, as expected for
normal Brownian motion (Figure 3E). The anti-persistence of
subsequent steps was also evident from the velocity
autocorrelation (eq 7), showing a characteristic negative dip
for successive steps that was absent in the sucrose control
(Figures 3F and S3D for pH 5).
In summary, FCS and SPT experiments revealed a probe-

size-dependent apparent viscosity within the stewartan matrix,
with strong hindrance of large particles and subdiffusive
dynamics, particularly pronounced at stewartan concentrations
higher than ct and at low pH.

Bacteriophage Particles Show Hindered Diffusion
Dynamics and Trapping at High Stewartan Concen-
trations. The quantification of diffusive dynamics in stewartan
matrices indicated hindered molecular mobility of 50−200 nm
sized particles. In a biofilm, this size regime reflects the typical
dimensions of tailed bacteriophages53 and may be particularly
relevant in the context of bacteriophage attack in which the
EPS may provide protection against phages, by forming a
diffusion barrier and inhibiting phage transport through the
biofilm. To investigate diffusion dynamics of bacteriophages in
our reconstituted system, we selected the dsDNA bacter-
iophage P22, as a model phage particle with a capsid diameter
of about 70 nm.54 P22 infects Salmonella enterica spp. enterica
serovar Typhimurium (S. Typhimurium) and cannot enzymati-
cally modify stewartan.55 DNA inside the P22 capsid was
fluorescently labeled and phage size was confirmed by DLS
and FCS in pure buffer (see Table S1 in the SI). In addition,
we found an overall negative ζ potential for P22 phages, similar
to that of the 60 nm polystyrene beads (see the SI). Then, we
performed FCS measurements in 10 and 20 g/L stewartan
matrices at pH 5. Similarly to experiments with beads, we
observed reduced diffusion dynamics of phage particles, with
∼20-fold higher diffusion times in 20 g/L stewartan compared
to those in pure buffer (τd/τd,buffer = 16 ± 11 in 20 g/L, see
Figure 4A), and anomaly exponents lower than 1 (α = 0.78 ±
0.12 in 20 g/L, see Figure 4B). However, in comparison to 60
nm beads, the phage diffusion dynamics were ca. 3 times faster
and less subdiffusive. In contrast, in 40% (w/v) sucrose
solutions, phage particles and beads showed equally reduced
dynamics, matching the expected value of around 6-fold
reduction, and anomaly exponents around 1, indicating normal
Brownian motion.
Interestingly, SPT at 20 g/L stewartan revealed that some

phages appeared to be strongly confined, i.e., the trajectories

Figure 3. SPT analysis of polystyrene beads in stewartan matrices.
(A) Image of trajectories from SPT measurements of 200 nm
polystyrene beads in 5, 10, 15, and 20 g/L stewartan solutions at pH
8. The panel shows all trajectories obtained by tracking particles in a
single image stack of 1200 frames, i.e., ∼2.5 min acquisition. Scale
bars denote 5 μm. (B) Ensemble average of taMSDs of 200 nm
polystyrene beads in 5−20 g/L stewartan solutions at pH 5, pH 8, and
in 40% (w/v) sucrose solutions. (C, D) Distributions of apparent
diffusion coefficient Dapp (C) and anomaly exponent α (D) obtained
by fitting of eqs 4 and 5 to individual taMSDs for each sample.
Dashed lines in (C) show median Dapp values from FCS analysis. In
(C), also the Dapp distribution obtained in pure 50 mM Tris−HCl pH
8 buffer is shown. (E) Probability distribution of angle θ (eq 6)
between successive steps taken in an interval δt = Δt = 62 ms
(sucrose) or 122 ms (stewartan) with lag time τ = δt, pooled from all
trajectories recorded in each sample. (F) Normalized velocity
autocorrelation function of successive steps taken in an interval δt =
Δt = 62 ms (sucrose) or 122 ms (stewartan), separated by one to 8
steps (Δt ≤ τ ≤ 8Δt), calculated using eq 7. The panel shows the
average over all individual trajectories, calculated in segments of 10
steps. Error bars show standard deviations over all segments. All
graphs in (C)−(F) represent measurements at pH 8. Corresponding
data at pH 5 are shown in Figure S3. The number of trajectories per
sample is given in Table S2.
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were restricted in a small area throughout the entire
measurement (see Figure S4). Correspondingly, we found a
population (∼15% of all tracked phages in 20 g/L stewartan)
of very slow phage particles in the Dapp distribution determined
from the first 10 points of individual taMSDs. This subset of
phage particles is characterized by Dapp values of ∼10−3−10−2
μm2/s (Figure 4C), i.e., a more than 500-fold reduction
compared to dynamics in buffer solution.
We used this quantity to group particles in 20 g/L stewartan

samples into mobile (Dapp > 10−2 μm2/s) and confined (Dapp ≤
10−2 μm2/s) subpopulations. We then determined the
distribution of the anomaly exponent α, the step angle
distribution, and the velocity autocorrelation separately for
particle trajectories in 10 g/L stewartan solutions, 40% (w/v)
sucrose solutions, and for both populations (i.e., mobile and
confined) in 20 g/L stewartan solutions. The distribution of

the anomaly exponent (Figure 4D), obtained by fitting a power
law to the individual taMSDs (Δt ≤ τ ≤ NΔt with N = 20 for
10 g/L stewartan or 40% (w/v) sucrose and N = 40 for 20 g/L
stewartan), revealed, at most, weakly subdiffusive dynamics at
10 g/L and for the mobile fraction at 20 g/L, whereas the
distribution measured in sucrose solution was centered around
1 (see also Table S3). The confined population, however,
appeared strongly subdiffusive (α = 0.28 ± 0.15). Similar to
the SPT results observed for 200 nm beads, the angle
distribution between successive steps of all trajectories in the
ensemble showed a bias toward π (Figure 4E), which increased
with stewartan concentration and was very pronounced for the
confined phage particles. The probability p(θ) of observing
angle values close to π observed for confined phages was even
higher than that for 200 nm beads in 20 g/L stewartan. This
feature indicates a strong anti-persistence of the underlying

Figure 4. Bacteriophage diffusion dynamics in stewartan matrices measured with FCS and SPT. (A) Box plots of hindrance factor τd/τd,buffer of
fluorescently labeled P22 bacteriophage particles and 60 nm polystyrene beads in 10 or 20 g/L stewartan and 40% (w/v) sucrose solution,
calculated by normalization of diffusion times to the average values obtained in 50 mM MES−NaOH pH 5 buffer. Data were obtained from at least
14 FCS measurements for each condition in at least two independent experiments. (B) Box plots of anomaly exponent α values obtained from FCS
analysis of the measurements described in (A), by fitting a three-dimensional anomalous diffusion model to individual ACFs. (C−F) SPT analysis
of P22 bacteriophage particles in 10 or 20 g/L stewartan and 40% (w/v) sucrose solution. The number of trajectories per sample is given in Table
S3. Apparent diffusion coefficients Dapp (C) were obtained by fitting a linear function (eq 4) to the first 10 points of individual taMSDs. (D)
Histogram of anomaly exponent α obtained by fitting an anomalous diffusion model (eq 5) to individual taMSDs. Trajectories of measurements in
20 g/L stewartan were classified as mobile (Dapp > 0.01 μm2/s) or confined (Dapp < 0.01 μm2/s) subpopulations. An image of exemplary trajectories
is shown in Figure S4. (E) Probability distribution of angle θ (eq 6) between successive steps taken in an interval δt = Δt = 62 ms with lag time τ =
δt between the two steps, pooled from all trajectories under each condition. (F) Normalized velocity autocorrelation function of successive steps
taken in an interval δt = Δt = 62 ms, separated by one to 8 steps (Δt ≤ τ ≤ 8Δt), calculated using eq 7. The panel shows the average over all
individual trajectories, calculated in segments of 10 steps. Error bars show standard deviations over all segments.
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random walk that also appears in the velocity autocorrelation
as a characteristic negative dip for the subsequent step (Figure
4F). Of note, the anti-persistence relaxed after the second
subsequent step. In contrast, trajectories of phage particles in
sucrose solution are characterized by a uniform angle
distribution and uncorrelated velocities between subsequent
steps, indicative of unconstrained Brownian motion.
In summary, FCS and SPT analyses revealed significant

hindrance of bacteriophage mobility in the stewartan matrix,
subdiffusive dynamics at high concentrations and, additionally,
trapping of a substantial fraction of phage particles.
Treatment of Stewartan Matrix by Bacteriophage

Tailspike Enzymes Rapidly Restores Free Diffusion. To
overcome glycan-based barriers within bacterial biofilms and
on the surface of bacterial cells during phage infection, many
bacteriophages are equipped with tailspike depolymerases,
which specifically degrade extracellular glycan struc-
tures.28,56−58

Bacteriophage ΦEa1h infects P. stewartii and related
species59 and uses its TSP depolymerase of about 233 kDa
to specifically depolymerize stewartan into single repeat unit
oligosaccharides of 1163 Da molecular mass (cf. Scheme 1).31

We added ΦEa1h TSP (140 nM) to stewartan solutions and
measured particle diffusion dynamics to analyze how a
bacteriophage depolymerase enzyme affects the polysaccharide
glycan matrix structural organization. ΦEa1h TSP treatment
resulted in a significant reduction of the hindrance factor in
stewartan solutions, for both 60 and 200 nm beads, under all
tested conditions (Figures 5A and S5). After TSP treatment of
the stewartan matrix, the resulting diffusion times were close to

those in water and the anomaly exponent approached values
around 1 (Figure 5B), indicating a transition from subdiffusive
dynamics to free diffusion. Only in 20 g/L stewartan samples
was a ∼2-fold hindrance still observed.
To gain further insights into the dynamic changes of

stewartan matrix organization in the presence of matrix
degrading enzymes, we performed a series of FCS measure-
ments with 60 nm beads in the presence of TSP in a 10 g/L
stewartan sample. We observed a rapid decrease of the
hindrance factor in the stewartan matrix from ∼15 to ∼2
within the first 10 min (Figure 5C) and an increase of the
related anomaly exponent to ∼1 within a few minutes (Figure
5C, inset). ΦEa1h TSP depolymerase activity on the stewartan
matrix requires rapid access to the substrate, which might
initially be hindered by the high viscosity of the system. We,
therefore, analyzed the diffusion of fluorescently labeled TSP
during the enzyme action. While diffusion of TSP was initially
around three times slower than that in buffer solution, it
approached values close to that in buffer within ∼45 min
(Figure 5D). Biochemical analysis of stewartan depolymeriza-
tion revealed similar activities of labeled and unlabeled TSP
(Figure S6).
Taken together, these experiments demonstrate that

degradation of the stewartan matrix by specific TSP enzymes
drastically changes its structural organization and efficiently
restores free, unhindered diffusion of particles on the ∼minute
timescale.

Figure 5. FCS analysis of fluorescent tracers in stewartan matrices in the presence of ΦEa1h TSP stewartan depolymerase. (A) Box plots of
hindrance factor τd/τd,buffer in stewartan samples, calculated by normalization of diffusion times to the average values in pure 50 mM MES−NaOH
pH 5 buffer, before and 1 h after incubation with 140 nM ΦEa1h TSP, obtained from FCS analysis of measurements on 60 and 200 nm fluorescent
polystyrene beads. Data were pooled from at least 12 measurements each in two independent experiments. (B) Box plots of anomaly exponent α
obtained from FCS analysis of the measurements described in (A), by fitting a three-dimensional anomalous diffusion model to individual ACFs.
Corresponding data at pH 8 are shown in Figure S5. (C) Hindrance factor in 10 g/L stewartan matrix at pH 5, obtained from consecutive FCS
measurements on 60 nm fluorescent polystyrene beads during incubation with ΦEa1h TSP (140 nM), started at t = 0 min. The inset shows
anomaly parameter α values obtained for the first 10 min. (D) Hindrance factor of 140 nM Atto488-labeled ΦEa1h TSP during depolymerization
of a 10 g/L stewartan matrix at pH 5, measured in 50 mM MES−NaOH pH 5 buffer. Diffusion times were obtained from FCS analysis of
consecutive measurements, by fitting a three-dimensional anomalous (C) or normal (D, α = 1) diffusion model to individual ACFs.
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■ DISCUSSION
In this work, we have applied FCS and SPT to analyze the size-
dependent diffusion dynamics of fluorescent tracer particles in
a pure stewartan biofilm matrix model. Compared to bulk
diffusion assays that are commonly applied in biofilm
research,60,61 these methods provide information with high
temporal and spatial resolution.15,17 According to our results,
the polysaccharide stewartan forms a glycan-polymer-based
matrix, leading to subdiffusive particle mobility dynamics and
strong hindrance of large particles at high polysaccharide
concentrations. More specifically, diffusion and viscosity
analysis as a function of stewartan concentration shows two
characteristic scaling regimes, similar to the characteristic
behavior reported for other polysaccharide and polymer
systems.50−52,62 The observed power-law scaling of the specific
diffusion hindrance (or specific viscosity) with exponents
around 1 in the low-concentration regime and 3.5−4 in the
high-concentration regime is consistent with a transition from
a semidilute nonentangled polymer solution to a semidilute
entangled system.52,63 We therefore assume that the transition
concentration ct (∼7 g/L) likely represents the entanglement
concentration ce as an individual polymer material constant
which has also been described for other glycan polymers.52

This conclusion is also in agreement with the estimated
stewartan critical overlap concentration64 (∼1 g/L, see DLS
measurements in the SI) being significantly lower than the
estimated ce.

65

At concentrations below ct, we observed similar scaling
exponents for both fluorescent bead diffusion and macroscopic
viscosity, in agreement with the Rouse model prediction of
1.25.52 In the high-concentration regime (stewartan concen-
tration > ct), scaling exponents depended on probe size. The
fact that the dynamics observed for both 200 nm beads and the
specific viscosity exhibit similar variations with stewartan
concentration (Figure 2C) suggests that beads of such size
experience already the full macroscopic viscosity of the matrix,
above the continuum limit. In contrast, 60 nm beads show a
significantly lower scaling exponent and diffuse faster than the
Stokes−Einstein relation would predict, based on the
measured macroscopic viscosity. This indicates that the
characteristic mesh size of the stewartan matrix is much closer
to (and, possibly, slightly above) 60 nm than 200 nm.66 This
estimate is also supported by a recent study, reporting
unexpectedly fast diffusion dynamics for particles with
diameters smaller than the mesh size and radius of gyration
(∼75 nm for stewartan, see DLS measurements in the SI) of
the polymer constituting the matrix.67 Correspondingly, it is
expected that much smaller particles (e.g., AF488) diffuse
almost exclusively in the interstitial space and, thus, do not
experience a significant viscous drag,66 in very good agreement
with our data.
However, diffusing particles will not only be affected by the

stewartan mesh size. In addition, noncovalent interactions with
the matrix might occur. Stewartan contains a negatively
charged glucuronic acid building block, with an estimated
pKa of about 3 when within the stewartan polymer.68 The
overall negative charge accounts for strong water association,
and it may affect interactions among stewartan chains and the
penetration of other charged molecules. For example, it was
shown that the matrix charge had an important influence on
the ability of antibiotics to penetrate bacterial biofilms.11,21,69

The higher, more heterogeneous diffusion hindrance and more

pronounced subdiffusion that we observed at lower pH indeed
suggest an important role of charge−charge interactions in this
context. This might be a consequence of reduced electrostatic
repulsion between the negatively charged polystyrene beads
and stewartan at low pH. On the other hand, the solvent pH
could directly affect stewartan matrix organization, by
modulating the association or the entanglement of the
polysaccharide chains. Further evidence that the transport of
particles in the EPS might, at least, be modulated by properties
such as charge or surface chemistry is provided by the
comparison of diffusion dynamics of 60 nm polystyrene beads
and P22 bacteriophages. These particles are similar in size and
yet show a ca. 3-fold difference in mobility. Nevertheless, these
differences were only minor compared to the variations in the
diffusion hindrance reported by probes with different sizes.
This indicates that the molecular size may still be the major
factor determining diffusion dynamics in stewartan EPS.
We, therefore, conclude that the stewartan EPS is probably

not a fully inert meshwork but rather acts as a reactive
molecular sieve, likely allowing selective transport of particles.
Similar characteristics were previously observed for mucin, i.e.,
glycosylated protein hydrogels.70 Future studies are needed to
more specifically investigate the role of salts, divalent ions, and
pH, since these factors were recently shown to modulate the
mechanical properties of reconstituted mucin12 and alginate10

hydrogels. Diffusion of charged molecules through charged
hydrogel networks has also been addressed by theoretical work
in recent years,71,72 although most studies have focused on
tracer particles much smaller than those present in our system.
The observation of a strong concentration dependence of

diffusion hindrance in stewartan matrices could be very
relevant in the context of actual biofilms that are characterized
by heterogeneous EPS densities in space and time.48,49,73 We
have estimated the physiological concentration of stewartan
EPS in 65 h old P. Stewartii biofilms to be, on average, ∼15 g/
L, i.e., ca. 2-fold higher than the identified entanglement
concentration. Previous studies on other extracellular biofilm
polysaccharides report lower concentrations, below their
entanglement concentration.64 This emphasizes that biofilm
polysaccharides from different bacteria and microbiological
contexts may feature diverse modes of structural organization.
Our results indicate that stewartan EPS still provides
unrestrained transport for small molecules, such as water and
nutrients, but significant hindrance for larger particles with
sizes around or above the mesh size. This implies that, for
example, P. stewartii bacteria will remain immobile in an intact
stewartan matrix, and this might be important for immobiliza-
tion in the plant xylem water flow. Compared to the case of a
complete biofilm, our diffusion data can be most likely
considered as an upper estimate for transport dynamics, since
the presence of other macromolecules and bacteria might
further slow diffusion down.
Another very important aspect of biofilm EPS function is

protection against phages. The EPS matrix is hypothesized to
form a diffusion barrier, inhibiting phage movement through
biofilms.20,23,74 The model phage P22 used in this work has a
similar morphology and size, compared to native phages
infecting P. stewartii, such as ΦEa1h.59 However, in the
presence of P22, the stewartan matrix remains intact because
the P22 TSP depolymerase is not active on this poly-
saccharide.55 Based on FCS and SPT investigations, we report
a stewartan-concentration-dependent mobility of P22 bacter-
iophage particles. The two techniques provide similar results
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regarding the dynamics of the mobile bead and phage
populations, in agreement with recent studies.42,75 Compared
to previously reported FCS-based studies of bacteriophage
diffusion in biofilms,20 we observe a stronger diffusion
hindrance of phage particles in our system. It is worth noting
that FCS cannot quantitatively detect immobile particles and,
therefore, is not the technique of choice for the study of
strongly confined dynamics. Our observation of substantially
lower phage mobility and even trapping in concentrated
stewartan matrices may be relevant also for actual biofilms:
higher bacteriophage infection rates have been found in fact in
less mature or less dense areas of biofilms (e.g., bacteria on the
edge of colonies), which may have lower local EPS
densities.23,76,77 Apart from indicating a low phage mobility,
our measurements quantify the presence of anomalous
subdiffusion, which hinders long-range transport and has
been frequently observed in crowded biomacromolecule
solutions, for example the cytoplasm of living cells.34,44,78

Considering the diffusion coefficient and anomaly exponent
estimated for the mobile fraction of phages in 20 g/L
stewartan, a phage particle would take, on average, around
15 h to diffuse through a 100 μm thick biofilm matrix,
compared to ∼1.3 h if the diffusion were not anomalous.
Furthermore, our SPT data provide insights into the stochastic
process underlying bead and phage diffusion in stewartan, by
evidencing a random walk characterized by anti-persistence of
subsequent steps, most likely due to encounters with the dense,
putatively viscoelastic stewartan matrix. In this context, the
observed trapping of phage particles is in agreement with the
hypothesized stewartan matrix mesh size in the range ∼50−
100 nm, potentially halting phage particles in some meshes
that are (transiently) smaller than the average. Similar
characteristics have recently been reported for the diffusion
of micron-sized particles through mucus biofilms.79 It is
important to note, however, that trapping might also be related
to the presence of nonintact phage particles under these
conditions,58 although no difference in average particle size
was observed at pH 5 compared to phage buffer (Table S1).
Furthermore, the fluorescence intensity signal originating from
trapped phages was generally not higher than the signal from
mobile particles, thus excluding the possibility of significant
phage aggregation. Recent work on modeling of population
dynamics in biofilms containing bacteria and phages suggests
that the mobility of phages is an important parameter for the
coexistence of phages and bacteria or successful killing.22 In
this regard, our quantification provides experimental estimates
that could help refine such models with reasonable parameter
values.
Finally, we show that depolymerization of stewartan by

bacteriophage tailspike enzymes rapidly reduces the hindrance
of diffusion within the matrix, resulting in free diffusion with
dynamics similar to those in pure buffer. Interestingly, we
found a delay between the decrease of the diffusion hindrance
of beads (occurring after ca. 2 min) and that of labeled
tailspike enzyme (occurring after ca. 15 min). We suppose that
the persistently reduced mobility of the enzyme is likely due to
specific substrate-binding interactions with the slowly diffusing
polysaccharide chains. Furthermore, this result suggests a
sensitive dependence of the diffusion hindrance on stewartan
chain length: a few initial cleavages of long, entangled chains
appear sufficient for strong hindrance reduction of tracer
particles, within the first few minutes of the reaction. This
might be due to a transition from an entangled polymer

network to a solution of unentangled chains (in other words,
the reduction in molecular size causes an increase of ce).
Afterward, the enzyme appears to still interact with the
residual, slowly diffusing, medium-length polysaccharide
chains, probably working in processive enzymatic mode, as
often found for TSP depolymerases.80 This has, however, only
minor additional impact on the diffusion dynamics of particles.
Our data show the high efficacy of tailspike enzymes, which

have come into focus in recent years as potential novel
antimicrobial substances.27,28 Reconstituted systems such as
our stewartan polysaccharide EPS model, combined with FCS/
SPT measurements, could help to further optimize these
enzymes, e.g., by introducing and testing mutations that
provide even more efficient cleavage81,82 or promote
recognition of multiple polysaccharide substrates. An exciting
application of such enzymes is phage engineering, allowing
enhancement of host specificity or killing efficiency of
bacteriophages in biofilms.83 During infection, glycan
depolymerases may clearly provide a fitness advantage for
phages to evade trapping inside dense biofilm regions or
accelerate target search. The presented approach provides a
promising experimental strategy to explore dynamic changes of
bacterial biofilm EPS in the context of bacteriophage
infections.
An underlying assumption in our study is that alterations in

the extracellular glycan organization are needed to modulate
dynamics within the biofilm. This hypothesis is supported by
the fact that a large number of carbohydrate active enzymes
exist in bacteria and bacteriophages.84 Furthermore, gene
clusters switched on in P. stewartii during biofilm production
mainly code for polysaccharide synthesis, polymerization, and
export proteins.30 Therefore, at least for plant pathogens such
as P. stewartii, the exopolysaccharide might play a fundamental
role in the modulation of macromolecule dynamics in the
biofilm. We, thus, propose that the pure stewartan matrix
examined in this work provides a simplified model to study
relevant physical properties of more complex biofilms. Previous
work indicated similar characteristics of intact bacterial
biofilms when compared to our analyses of stewartan.13,14,24,25

However, these studies did not focus specifically on the
chemical or biophysical properties and density of EPS. We
emphasize that it is important to take into account the biofilm
molecular composition, in this case, pure polysaccharide, to
increase our understanding of the extent to which individual
physicochemical properties of all molecules in the EPS will
govern the overall biofilm characteristics and their regulation in
space and time.

■ CONCLUSIONS
Overall, our results suggest that the glycan matrix of bacterial
biofilms acts as a selective sieve of entangled polymer strands,
allowing modulated transport of molecules and pathogens
based on their size and surface properties. Our investigations
also demonstrate the high efficacy of EPS-depolymerizing
enzymes in modifying the biofilm-matrix structure. These
findings may have important implications in the context of
bacteriophage infections, affecting bacteriophage mobility in
biofilms.22,23 Future studies are needed to further explore the
molecular details of the EPS structural organization and
matrix−particle interactions. In conclusion, our reconstituted
approach highlights the connection between the biophysical
characteristics of a biofilm and the specific properties and
composition of its exopolysaccharide matrix. This provides a
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promising starting point for more complex biofilm-matrix
models, which will also include other macromolecules such as
extracellular proteins and DNA.
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SUPPLEMENTARY INFORMATION 

 

Supplementary Methods 
 
Stewartan biofilm concentration determination with the phenol-sulfuric acid method 
 
To estimate the average stewartan concentration in a P. stewartii biofilm, biofilms were 
centrifuged at 17,000g for 1 h and the supernatant analyzed by the phenol-sulfuric acid method,1 
a colorimetric method to determine the carbohydrate content in a sample. In brief, 50 µl of the 
sample (25x diluted in 100 mM NaCl) were mixed with 150 µl concentrated sulfuric acid and 
30 µl 5 % (v/v) phenol. The reaction was carried out at 90 °C for 5 min and absorption detected 
at 490 nm. In parallel, a calibration curve of previously isolated stewartan ranging from 0 to 1 
g/L stewartan was determined. The estimated average biofilm stewartan concentrations were 
13.5±2.0 g/L in 21 h, and 15.3±1.3 g/L in 65 h old biofilms (mean±SD from multiple aliquots 
of the same biofilm). In the same time window, we observed only a marginal increase in bacteria 
concentration, in agreement with previous analyses reporting a stable stewartan amount per P. 
stewartii cell.2 It is worth noting that the obtained concentrations might be slightly 
underestimated, since the volume occupied by the bacteria in the intact biofilm was not 
explicitly taken into account. 
 
Preparation and labelling of P22 bacteriophages  
P22 phages were purified as described previously.3 To label P22 phages, 2.15 x 1012 
particles/ml were incubated with 1 µM YO-PRO-1 Iodide (491/509) (Thermo Scientific) in 
phage buffer containing 50 mM Tris-HCl and 4 mM MgCl2 at pH 7.6 for 2 h at room 
temperature. Labeled phages were purified using Sephadex G-25 in prepacked PD-10 Desalting 
Columns (GE Healthcare) according to standard protocols. Absorbance at 260 nm was used to 
determine elution fractions containing labeled phages which were afterwards concentrated to 
1.63 x 1012 particles/ml (Amicon® Ultra-15, MW: 10 kDa). 
 
Expression, purification and labelling of tailspike enzyme 
A cDNA containing the coding sequence for bacteriophage φEa1h TSP depolymerase was a 
kind gift from K. Geider (Julius Kühn Institut, Dossenheim, Germany).4  
The φEa1hTSP coding sequence was amplified from cDNA with forward primer 
5’-CGATATCCCAACGACCGAAAACCTGTATTTTCAGGGCATGCCGGAAACTAAGA
TTAAG and reverse primer 5'-GCCGCGAAGCTTTACGTGTTAGATAC. A His6 tag 
followed by a TEV-protease cleavage site was introduced in the construct using the 
5´-CGCGCATATGCATCACCATCACCATCACGATTACGATATCCCAACGACCGAAA
ACC forward primer and the same reverse primer as above. The construct was then inserted 
into a pET23a+ vector (Novagen) at NdeI and HindIII restriction sites. The protein was 
expressed in E. coli BL21(DE3), cells were disrupted with French press and cell lysates were 
purified using immobilized metal affinity chromatography (IMAC).  The His6 tag was cleaved 
off with His6-TEV protease and tag-free proteins collected in the flow-through of a second 
IMAC chromatography. 
For fluorescence labeling, ΦEa1h TSP was dialyzed in phosphate-buffered saline (13.7 mM 
NaCl, 2.7 mM KCl, 10 mM Na2PO4, 2 mM KH2PO4, pH 7.4) and incubated with 0.5 mM 
ATTO 488 NHS-Ester according to manufacturer’s protocol (ATTO-Tec, Siegen, Germany).  
The reaction was carried out at pH 8.4 and room temperature for 1 h and stopped by performing 
size-exclusion chromatography using the SuperdexTM S200 10/300. Based on the absorption 
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detected at 280 nm and 550 nm, the protein and dye concentrations were determined, resulting 
in an average labeling ratio of 1.67 dye molecules per TSP. 
 
Dynamic light scattering and Zeta potential analyses of tracer particles 
 
Size and zeta potential of 60 nm (40-60 nm, according to manufacturer specification) and 200 
nm (190-210 nm, according to manufacturer specification) Dragon Green fluorescent 
polystyrene beads and YO-PRO-1 labelled P22 bacteriophages were determined by DLS and 
laser Doppler micro-electrophoresis using a Zetasizer Nano ZS (Malvern Pananalytical Ltd, 
Malvern, UK). For comparison, particle diameters were calculated from diffusion coefficients 
D determined in FCS measurements using the Stokes-Einstein relation, 𝑅" =

$%&
'()*

, where Rh is 

the average hydrodynamic radius of the particles, kB the Boltzmann constant, T and h the 
solvent temperature and viscosity.  
 
Dynamic light scattering on stewartan solutions 
 
To estimate the radius of gyration and critical overlap concentration of stewartan, we performed 
dynamic light scattering measurements at 90° angle on highly diluted stewartan solutions, and 
determined the molecular weight MW (using dn/dc=0.162 mL/g) and hydrodynamic radius Rh 
by linear interpolation of these quantities to zero stewartan concentration. From the obtained 
values, MW=1.1 MDa and Rh=50 nm, we estimated a radius of gyration Rg=75 nm, using 
Rg=1.505 Rh (random polymer coil, from Schärtl, Springer 2007), as an approximation. We did 
not observe significant variations when changing the pH between 8 and 5. Then, we obtained 
𝑐,-./012 = 3MW/(4π𝑅:;𝑁=) ≈ 1	g/L as an estimate for the critical overlap concentration. The 
determined quantities have to be considered as approximate values. A more accurate 
quantification would require multi-angle light scattering measurements. 
 
 
Supplementary Data 
 
 
 

 
Supplementary Figure S1. Viscosity measurements of sucrose solutions using FCS.  Relative diffusion times 
in 10%-40% (w/v) sucrose solutions, obtained by calculating the ratio of average diffusion times of AF488 
molecules in sucrose solutions and water, measured by FCS. At each concentration, 6 measurements were 
performed at 10 µm and 50 µm above the coverslip, with and without adjustment of the objective collar ring. 
Dashed lines show the expected relative viscosity values (h10%/hwater=1.27, h20%/hwater=1.91, h30%/hwater=2.97, 
h40%/hwater=5.80) at 25°C, measured by rotational rheometry5. All measurements were performed at 24±1°C. 
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Supplementary Figure S2. FCS analysis of AF488 in stewartan solutions of varying concentration/ pH, and 
FCS analysis of all tracer particles at low stewartan concentrations. (A) Box plots of relative diffusion times 
of AF488 in 5-20 g/L stewartan solutions at pH 5 and 8, calculated by normalizing diffusion times to the average 
values obtained in pure 50 mM Tris-HCl, pH 8, or 50 mM MES-NaOH, pH 5, buffer solutions, as measured by 
FCS. Data are pooled from at least 12 measurements in two independent experiments. (B) Box plots of anomaly 
exponent a obtained by fitting an anomalous diffusion model (eq. 2) to the ACFs of FCS measurements described 
in (A). (C) Box plots of hindrance factors td/td,buffer in 0.1-2 g/L stewartan solutions at pH 8, calculated by 
normalizing diffusion times to the average values obtained in pure 50 mM Tris-HCl, pH 8, buffer solutions, 
measured by FCS on AF488 molecules, 60 and 200 nm fluorescent polystyrene beads suspensions. Data are pooled 
from 12 measurements in two independent experiments. (D) Box plots of anomaly exponent a obtained by fitting 
an anomalous diffusion model (eq. 2) to the ACFs of FCS measurements represented in (C). 
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Supplementary Figure S3. SPT analysis of polystyrene beads in stewartan matrices at pH 5. (A-B) 
Distributions of apparent diffusion coefficient Dapp (A) and anomaly exponent a (B) obtained by fitting of eqs. 4 
and 5 to individual taMSDs of 200 nm polystyrene beads in 5-20 g/L stewartan solutions at pH 5 and in 40% (w/v) 
sucrose solutions. Dashed lines in (A) show median Dapp values from FCS analysis. In (A) also the Dapp distribution 
obtained in pure 50 mM MES-NaOH pH 5 buffer is shown. (C) Probability distribution of angle q (eq. 6) between 
successive steps taken in an interval dt = Dt = 62ms (sucrose) or 122 ms (stewartan) with lag time 𝜏 = dt, pooled 
from all trajectories recorded in each sample. (D) Normalized velocity autocorrelation function of successive steps 
taken in an interval dt = Dt = 62 ms (sucrose) or 122 ms (stewartan), separated by one to 8 steps (Dt£t£8Dt), 
calculated using eq. 7. The panel shows the average over all individual trajectories, calculated in segments of 10 
steps. Error bars show standard deviations over all segments. The number of trajectories per sample is given in 
Table 1. Corresponding data at pH 8 are shown in Figure 5. 
 
 
 

 
Supplementary Figure S4. SPT analysis of bacteriophage diffusion in stewartan matrices. (A) Image of SPT 
analysis of fluorescently labeled P22 bacteriophage particles in 20 g/L stewartan solution. The panel shows all 
individual trajectories obtained by tracking particles in a single image stack of 2000 frames, i.e. ~2 min acquisition. 
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White arrows highlight trajectories of confined particles. Scale bar is 5 µm. (B) Ensemble average of taMSDs of 
fluorescently labeled P22 bacteriophage particles in 10 or 20 g/L stewartan solution and 40% (w/v) sucrose 
solution. Trajectories of measurements in 20 g/L stewartan were arbitrarily split into mobile (Dapp > 0.01µm2/s) 
and confined (Dapp < 0.01µm2/s) subpopulations and the respective taMSDs averaged separately. 
 
 
 

 
Supplementary Figure S5. FCS analysis of fluorescent tracers in stewartan matrices at pH 8 upon digestion 
by bacteriophage tailspike enzyme. (A) Box plots of relative diffusion times in stewartan samples, calculated by 
normalizing diffusion times to the average values in pure 50 mM Tris-HCl pH 8 buffer, before and 1 h after 
incubation with 140 nM purified bacteriophage TSP, obtained from FCS analysis of measurements on 60 and 200 
nm fluorescent polystyrene beads. Data are pooled from at least 12 measurements each in two independent 
experiments. (B) Box plots of anomaly exponent a obtained from FCS analysis of the measurements described in 
(A), by fitting a three-dimensional anomalous diffusion model to individual ACFs. Corresponding data at pH 5 
are shown in Figure 5. 
 
 
 

 
Supplementary Figure S6. Biochemical assay of ΦEa1h TSP stewartan depolymerase activity. (A) 
Absorption values at 655 nm in 3-Methyl-2-benzothiazolinon-hydrazon (MBTH) reducing ends test after 30 min 
incubation of 10 g/L stewartan in 50 mM MES-NaOH pH 5 buffer with 140 nM unlabeled or Atto488 labeled 
TSP enzyme. Data are presented as mean±SD from three replicates. 
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Table S1. Properties of fluorescent polystyrene beads and bacteriophages. Zeta potential and size of 
particles, measured by laser Doppler micro-electrophoresis, DLS or FCS in the specified buffer solutions. For 
measurements performed multiple times, numbers are given as mean±SD. 

Sample Buffer Zeta potential 
[mV] 

Diameter DLS 
[nm] 

Diameter FCS 
[nm] 

60 nm beads 50 mM MES-NaOH, pH 5 -19.9±0.5 64.1±0.5 61.3±3.1 
50 mM Tris-HCl, pH 8 -33.4±1.1 64.1±0.1 61.5±4.5 

200 nm beads 50 mM MES-NaOH, pH 5 -12.1±2.2 193±3 202±2 
50 mM Tris-HCl, pH 8 -25.3±2.7 193±1 198±7 

P22 phages 50 mM MES-NaOH, pH 5 -7.5±0.3 70.9±1.0 89.2±8.5 
50 mM Tris-HCl, 4 mM 
MgCl2, pH 7.6  
(“phage buffer“) 

-13.6±1.8 72.9±0.7 78.0±8.8 

 
Table S2. Diffusion analysis of fluorescent beads using FCS and SPT. Average values of the diffusion 
coefficient Dapp and anomaly exponent a, obtained from FCS or SPT analysis of measurements on 60 nm (only 
FCS) and 200 nm polystyrene beads in buffer, 5-20 g/L stewartan at pH 5 and 8 or 40% (w/v) sucrose solutions. 
Values are given as median±SD (FCS) or mean±SD (SPT). FCS analysis on 200 nm beads could not be performed 
above 10 g/L stewartan due to the slow dynamics at higher stewartan concentrations. In the SPT analysis, reliable 
a values could not be determined for measurements in pure buffer due to the fast dynamics and short lengths of 
individual trajectories resulting in poor statistics. The last column for SPT analysis shows the number of 
trajectories that were analyzed for each condition. 

Sample 60 nm FCS 200 nm FCS 200 nm SPT  
Dapp 
[µm2/s] 

a Dapp 
[µm2/s] 

a Dapp 
[µm2/s] 

a # of 
trajectories 

0 g/L pH 5  
pH 8 

7.7±1.0 
7.8±0.8 

0.96±0.05 
0.96±0.02 

2.5±0.2 
2.5±0.3 

0.96±0.04 
0.96±0.04 

2.5±1.8 
2.5±1.8 

NA 
NA 

671 
706 

5 g/L pH 5 
pH 8 

2.1±0.4 
2.1±0.3 

0.85±0.04 
0.92±0.03 

0.33±0.13 
0.37±0.17 

0.85±0.10 
0.88±0.09 

0.33±0.15 
0.24±0.11 

0.91±0.28 
0.91±0.27 

738 
811 

10 g/L pH 5 
pH 8 

0.66±0.11 
0.88±0.11 

0.81±0.03 
0.87±0.05 

0.12±0.05 
0.08±0.03 

0.87±0.13 
0.86±0.12 

0.07±0.04 
0.06±0.03 

0.90±0.28 
0.92±0.27 

907 
965 

15 g/L pH 5 
pH 8 

0.40±0.11 
0.50±0.05 

0.74±0.07 
0.91±0.03 

NA 
NA 

NA 
NA 

0.013±0.013 
0.014±0.007 

0.71±0.27 
0.85±0.27 

792 
999 

20 g/L pH 5 
pH 8 

0.21±0.09 
0.29±0.06 

0.72±0.09 
0.89±0.03 

NA 
NA 

NA 
NA 

0.005±0.005 
0.006±0.003 

0.64±0.26 
0.78±0.29 

607 
839 

40% Sucrose 1.6±0.2 0.99±0.06 0.51±0.13 1.07±0.08 0.49±0.25 1.04±0.29 976 
 
 
Table S3. Diffusion analysis of P22 bacteriophages using FCS and SPT. Average values of the diffusion 
coefficient Dapp and anomaly exponent a, obtained from FCS and SPT analyses of P22 bacteriophage diffusion in 
50 mM MES-NaOH pH 5 buffer (0 g/L), 10 or 20 g/L stewartan and 40% (w/v) sucrose solutions. Values are 
given as median±SD (FCS) or mean±SD (SPT). SPT data in 20 g/L stewartan solution were arbitrarily split into a 
mobile (Dapp > 0.01µm2/s) and confined (Dapp < 0.01µm2/s) population. The last column shows the number of 
trajectories that were analyzed in SPT for each condition. In pure buffer, diffusion dynamics of P22 particles were 
too fast to perform reliable SPT analysis on the used experimental setup. 

Sample Dapp [µm2/s] 

FCS 

a  

FCS  

Dapp [µm2/s] 

SPT  

a  

SPT  

# of 

trajectories  

0 g/L 5.6±0.7 0.95±0.05 NA NA NA 

10 g/L 1.9±0.4 0.93±0.10 1.6±1.4 0.84±0.24 297 

20 g/L mobile 0.35±0.22 0.78±0.12 0.13±0.08 0.91±0.29 255 

20 g/L confined NA NA 0.003±0.002 0.28±0.15 71 

40% Sucrose 1.2±0.3 0.98±0.13 1.1±0.9 0.94±0.28 578 
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3 Discussion and Outlook

In this thesis FFS techniques were implemented and applied to quantify biomolecular
interactions and dynamics in several biological systems. The first part of the investiga-
tions focused on protein interactions at contact sites of living cells. It is demonstrated
that FFS allows to probe specific interactions of the neuronal transmembrane protein
APLP1 at cell-cell contacts, providing evidence that it mediates adhesion of cells and
is regulated by metal ions such as zinc. In the second part of the thesis, FP tags were
systematically evaluated. The investigation reveals that FP properties can severely
bias the quantification of protein interactions via FFS and have to be taken into
account to obtain correct results. Finally, diffusion dynamics of particles in bacterial
biofilm matrix were investigated. It is shown that biofilm polysaccharides form an
entangled meshwork that provides size selective barriers for particle diffusion.
The following sections provide a comprehensive discussion of the performed FFS
studies and address the advantages and limitations of applied FFS techniques in the
context of the biological findings.

3.1 Fluorescence fluctuation spectroscopy is suitable
to detect protein interactions at cell-cell
contacts

Cell-cell contacts are important interfaces in multicellular systems: in immune re-
sponse recognition of antigen presenting cells by lymphocytes at immunological
synapses plays a key role (Huppa and Davis, 2003). In the nervous system chemical
or electrical signals are transmitted between neurons at neuronal synapses (Südhof,
2018). In addition, adhesion of cells at cell-cell junctions is of fundamental importance
in tissues, providing structural integrity under mechanical stress and deformation
(Harris and Tepass, 2010, Tepass et al., 2000).
For investigations on the molecular level, cell-cell contact sites pose a challenge due to
their small spatial dimensions. Immunological synapses extend over few microns along
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the interface, but the separation between the two cells is only tens of nanometers
(Cartwright et al., 2014). Similar dimensions are reported for adherens junctions
(Tepass et al., 2000). In contrast, neuronal synapses are much smaller interfaces with
contact areas of less than 0.2µm2 (Santuy et al., 2018). The width of the synaptic
cleft is around 20-40 nm and thus similar to the other systems (Savtchenko and
Rusakov, 2007).
Such small distances are commonly determined from EM images. Although EM pro-
vides spatial resolution on the ∼ nm scale, it requires cell fixation and lacks molecular
specificity. Therefore, only very abundant protein complexes can be resolved, e.g. the
lattice organization of E-cadherin ectodomains in liposome junctions (Harrison et al.,
2011). Optical microscopy, on the contrary, reaches molecular specificity at the single
molecule level via fluorescence labeling, but has a much lower resolution. At best,
most novel super resolution (SR) techniques achieve a resolution of 10-50 nm in living
cells (Schermelleh et al., 2019). In two recent studies, stochastic optical reconstruction
microscopy (STORM) and photo activated localization microscopy (PALM) were
used to investigate the molecular organization of E-cadherin at adherens junctions
(Indra et al., 2018, Wu et al., 2015). In a cell co-culture assay E-cadherin cis and trans
interactions were discriminated by the presence or absence of proximal E-cadherin
nanoclusters at PMs of neighboring cells.
The approach presented in this work is based on a different principle. Instead of
resolving protein trans interactions via spatial co-localization or proximity, sFCCS
detects correlated number fluctuations caused by co-diffusion of protein complexes at
cell-cell contact sites through a diffraction limited focal volume. In this way, it is also
suitable to investigate (transient) interactions of proteins that are homogeneously
distributed at contact sites and do not localize in spatially resolvable clusters. Thus,
the small distance of proteins in the PMs of neighboring cells does not impose
a limitation on the detectability of trans complexes. On the other hand, typical
distances (< 50 nm) are small enough that simultaneous signal fluctuations in both
spectral channels, caused by the diffusion of trans interacting protein complexes,
can be detected in the observation volume. In sFCCS the full membrane signal is
sampled along the scanning direction and summed over multiple pixels at each time
point. Therefore, even larger distances between fluorophores on both sides or an
optical shift of the observation volumes of both channels in scanning direction do not
reduce the cross-correlation, as long as diffusion times are much larger than the time
it takes to acquire the signal in one line. Hence, for investigations of transmembrane
proteins such as APLP1, fluorophores can be placed at the protein’s intracellular
terminus, which is a strong advantage compared to fluorescence resonance energy
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transfer (FRET) based measurements of trans interactions (Kim et al., 2011). FRET
is strongly distance dependent and requires short distances (. 5 nm) between flu-
orophores. Thus, labels need to be placed on the extracellular side at or close to
trans binding protein domains and therefore potentially hinder trans interactions.
In addition, variations of fluorophore distances and fluorophore orientations may
modulate FRET efficiencies.
Interference of fluorophores with protein interactions may be circumvented by re-
placing FPs with smaller tags, e.g. organic dyes. However, this requires insertion of
unnatural amino acids into the protein sequence, presence or insertion of cysteine
residues, or usage of alternative tags such as SNAP-tags, which still have a consider-
able size of around 19 kDa (Cole, 2013). Nevertheless, organic dyes possess a higher
brightness and photostability compared to FPs (Gruβmayer et al., 2019) and could
thus improve the statistics of FFS measurements.

The established FFS assay allowed to investigate APLP1 cis and trans interactions
at cell-cell contacts and to propose a model of zinc ion mediated adhesion. Based on
the observation that zinc ions triggered the formation of large APLP1 clusters also
outside of contact sites, it is proposed that zinc ions induce mainly cis multimerization
of APLP1. Such APLP1 clusters then provide a multivalent platform for trans
interactions between APLP1s of neighboring cells, which were already detected in
the absence of zinc ions. Multiple of such (weak) trans interactions finally cause the
formation of stable adhesion clusters. Notably, this effect is reversible, i.e. depletion
of zinc ions causes disassembly of APLP1 clusters (Mayer et al., 2016). Interestingly,
APLP1 clusters showed strongly reduced diffusion dynamics compared to small
APLP1 oligomers, likely also due to intracellular interactions with the cortical
cytoskeleton. This hypothesis is supported by the finding that filamentous actin
enriches at the sites of APLP1 clusters. The reduced mobility appears to stabilize
and further promote formation of APLP1 trans clusters at contacts of opposing
membranes. The effect of zinc and other metal ions such as copper on interactions
of APP family members is an object of active research. Based on in vitro bead
aggregation assays, a recent study proposes that zinc ions directly trigger APLP1
trans but not cis interactions (August et al., 2019). Nevertheless, the authors neither
provide an explanation of how zinc ions mediate APLP1 trans interactions despite
absence of zinc binding to the putative APLP1 E1 trans interaction domain, nor
a control that bead aggregation is exclusively a measure of trans, but not cis
interactions.
While the presented investigations were performed in HEK 293T cells as a cellular
model system, there is strong evidence that the obtained results are transferable
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to neurons. For example, zinc ion induced clustering of APLP1 was observed along
the soma and dendritic PM of rat hippocampal neurons (Mayer et al., 2014). In
addition, zinc ions promoted adhesion of cortical neurons to substrates printed with
immobilized APLP1 ectodomain (Mayer et al., 2016). APLP1 mediated adhesion at
neuronal synapses could thus be locally regulated by synaptic zinc ion levels.

Several limitations of the presented assay have to be considered. First of all, FFS
requires fluctuations of the fluorescence signal caused by diffusion of molecules. Thus,
it cannot detect immobile or very slowly diffusing protein complexes which might,
however, be present at cell-cell interfaces. For example, Indra et al. (2018) recently
reported transient immobilization of E-cadherin molecules at cell-cell junctions for
several seconds. In the presented work, this issue has been encountered for APLP1
in the presence of zinc ions, triggering the assembly of large APLP1 clusters. In
sFCCS measurements on such clusters, correlation functions (CFs) showed decay
times on the ∼ s scale and strong noise at large lag times, prohibiting an accurate
correlation analysis. In this case, ccN&B analysis may be more appropriate to detect
a cross-correlation caused by trans interactions. Photobleaching may be reduced by
introducing pauses of a few seconds between each ccN&B frame. Nevertheless, the
slow dynamics require acquisition times of 5-10 min, which may not be possible in
very dynamic systems and are ultimately restricted by cell movement. To correct
for lateral cell movement, an image alignment algorithm was applied in this work.
Alternatively to FFS, a co-localization analysis may be sufficient to show trans
binding of proteins that form heterogeneous clusters at contact sites, similar to the
spatial distribution of APLP1 after addition of zinc ions or the mentioned clustering
of E-cadherin (Indra et al., 2018, Wu et al., 2015).
To estimate the size of protein complexes at cell-cell contacts, molecular brightness
analysis was applied. It should be noted that this analysis does not allow to resolve
mixtures of different oligomeric states, but rather provides average values of all
molecular species present in the observation volume (see discussion in the next
section). Therefore, the exact stoichiometry of cis and trans interactions is generally
not accessible. For example, if a protein of interest can either cis or trans dimerize, an
average oligomeric state between 1 and 2 will be determined by brightness analysis
because a mixture of protein complexes having a brightness corresponding to either
dimers (cis dimers) or monomers (trans dimers) is present in each channel. For APLP1
in the absence of zinc ions, small oligomers were detected at cell-cell contacts, i.e.
brightness values corresponded to dimers/trimers on each side. In a previous study,
we observed a protein concentration dependent cis dimerization outside junctions
(Mayer et al., 2016). These findings indicate that trans binding may involve more
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than one APLP1 monomer or dimer on each side, e.g. 2 : 2 stoichiometry or higher.
Generally, FFS is not suitable in (macroscopically) very dynamic systems, i.e. systems
where concentration and localization of the proteins of interest or the cell morphology
change on time scales smaller than the acquisition time. For example, immunological
synapse formation by cytotoxic T lymphocytes and downstream signaling processes
occur within few minutes (Huppa and Davis, 2003). However, accurately measuring
the diffusion of transmembrane proteins involved in one of these processes, e.g. dif-
fusing with & 50 ms diffusion time, would require sFCS acquisition times of & 1 min
(see figs. 4.22, 4.23 in appendix).
A further limitation may be imposed by the geometry of cell-cell contacts: sFCS fit
models are based on the assumption that the membrane is a flat non-curved sheet,
along the 1-1.5µm vertical extension of the focal volume. However, for very flat cells
(see fig. 4.15 in appendix), small contacts, e.g. neuronal synapses, or highly curved
membranes, this assumption may be strongly violated.
For in vivo applications of the presented cross-correlation assay, sample preparation
may be difficult. While transient transfection and mixing of culture cells are fairly
simple, differential expression of tagged proteins in multicellular organisms requires
more sophisticated schemes. Here, photoactivatable tags, cell lineage specific, or
light-inducible promoters may provide potential solutions (Zhao et al., 2017). Further-
more, non-tagged endogenous proteins may be present depending on the expression
system and could potentially reduce the detectable cross-correlation. This can be
circumvented by using CRISPR/Cas9 technology, allowing FP tagging of endogenous
proteins.
Despite these challenges, successful in vivo applications of pFCS (Kaur et al., 2013)
and sFCCS (Ries et al., 2009c) indicate the general suitability of such approaches.
As proof of concept, sFCS measurements at cell-cell junctions of living C.elegans
embryos were successfully performed in the context of this thesis (fig. 4.14 in the
appendix).
Finally, FFS may be extended to more than two channels by using FPs that can
be excited with an additional laser, e.g. 405 nm, long Stokes shift fluorophores, or
spectral detection and unmixing of fluorophores with overlapping spectra (Benda
et al., 2014) to minimize bleaching, phototoxicity, and chromatic shifts, as described
in the appendix (section 4.11). The successful implementation of three-color spectral
sFCCS is demonstrated in fig. 4.32. It is shown that differential interactions of
mEGFP, mEYFP, and mCherry2 fluorophores can be discriminated. So far, only few
realizations of multicolor FFS exist (Heinze et al., 2004, Hwang et al., 2006, Schrimpf
et al., 2018). Using suitable organic dyes and two-photon or single wavelength excita-
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tion, Heinze et al. (2004) and Hwang et al. (2006) successfully performed three-color
FCS in vitro with a single laser beam and three photon counting detectors. Recently,
Schrimpf et al. (2018) implemented three-color RICS with FPs in the cytoplasm
of living cells, following the same approach presented here, i.e. using a single spec-
tral detector. The data provided in this work mark the first successful realization
of multi-color FFS on membrane proteins. In the context of cell-cell interactions,
spectral sFCCS could allow to investigate more complex scenarios, e.g. competitive
binding of two different receptor types on one cell to one receptor species on the
neighboring cell or ternary protein interactions. This may also be applied to APLP1
in order to investigate hetero-interactions with the other APP family members APP
and APLP2 that are also present (in lower amounts) at the PM (Kaden et al., 2009,
Soba et al., 2005).
In the presented work, protein interactions were mainly investigated at contact sites
of living cells. Given the limitations of FFS in dynamic cellular systems, it may prove
beneficial to use the presented FFS assay in more controllable systems, for example
model membrane vesicles such as giant unilamellar vesicles (GUVs) or giant plasma
membrane vesicles (GPMVs). As recently shown, biological processes occurring at
cell-cell contacts, e.g. T-cell activation, can be successfully reconstituted in such
systems, e.g. at GUV-GUV or GUV-cell contacts (Jenkins et al., 2018). Furthermore,
GPMVs were shown to lack an organized cytoskeleton (Schneider et al., 2017) and,
thus, can serve as a tool to probe the effect of an absent cytoskeleton on protein
interactions. For APLP1 no trans interactions were detected at cell-GPMV interfaces,
again indicating that the cytoskeleton may play a role in APLP1-APLP1 interactions.
All together, such systems provide new platforms to study proteins involved in
cell-cell interactions using the described FFS assay.

3.2 The choice of fluorescent protein tags affects
molecular brightness analysis in living cells

As discussed in the context of APLP1, molecular brightness analysis of FFS data
provides a powerful tool to quantify the oligomeric state of protein complexes in
living cells. However, while being conceptually simple, the accuracy of this analysis
strongly depends on the type of fluorescence labels used to tag proteins of interest
and precise estimation of the corresponding labeling efficiency and stoichiometry. For
example, an ensemble of dimeric proteins will only emit twice as many photons per
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particle as an ensemble of monomers if i) the two subunits of each dimer are labeled
with a single fluorophore with 100% efficiency and ii) the fluorophores continuously
emit a signal. In this regard, FPs that are genetically fused to a protein of interest in
1:1 stoichiometry appear to be superior to organic dye labeling via specific residues
or antibodies. Nevertheless, a comparison of the brightness data obtained for APLP1
tagged with either mEYFP or mCard showed strong differences of APLP1 oligomeric
state estimates (e.g. ca. 3-4 times higher normalized brightness with mEYFP, fig.
4.16 in the appendix), questioning whether using genetically encoded FP tags ensures
unbiased brightness measurements. Indeed, previous investigations of FP properties
showed sensitive dependencies of photostability, photophysical characteristics, and
maturation times on buffer or cellular conditions (Balleza et al., 2017, Cranfill et al.,
2016, Haupts et al., 1998, Hendrix et al., 2008, Schwille et al., 2000, Vámosi et al.,
2016).
By quantifying the relative molecular brightness of artificial homo-oligomers for
several FPs using FFS, the work in chapter 2.3 presents a systematic evaluation
of commonly used FPs for oligomerization measurements and provides a simple
guideline to obtain unbiased results. It is shown that a thorough calibration of
the fluorescence probability and a simple correction scheme of raw brightness data
lead to correct estimates of the oligomeric state of even larger protein complexes
(experimentally verified up to 12mers). In addition, several recently developed red
FPs were characterized, confirming suboptimal properties of mCard, but superior
performance of mCherry2. Compared to the other tested red FPs, mCard showed
high photostability and brightness, but a low fluorescence probability of only 24%,
i.e. around 2.5 times lower than the one measured for mEYFP. This observation
is in agreement with the ca. 3-fold lower fraction of fluorescent mCard in sFCCS
measurements on myristoylated-palmitoylated (mp)-mCard-mEYFP hetero-dimers
and the discrepancy of the APLP1 brightness data.
Overall, strong differences of the fluorescence probability were found among different
FPs. It is worth noting that this parameter is conceptually empirical, quantifying
the apparent fraction of non-fluorescent states. These can be induced by a variety of
processes, for example photophysical transitions to long-lived dark states, blinking
between on and off states, photobleaching, slow FP maturation, or incorrect folding.
Notably, the presented correction scheme, determining the fluorescence probability
from the relative homo-dimer brightness, is also valid for fluorophores that populate
different fluorescent states, e.g. a bright and a dim state, rather than an on and an
off state (Wu et al., 2009).
In order to maximize the dynamic range of brightness measurements, a maximal
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fluorescence probability is desired. FPs with a low fraction of fluorescent states
suffer from the fact that each FP unit only marginally contributes to the molecular
brightness of a protein complex. This issue demonstrates a clear advantage of well-
performing FPs such as mEGFP, reaching a fluorescence probability of up to 80%,
compared to labeling via tags, antibodies, or specific residues that often lead to
much lower labeling ratios in suboptimal cellular conditions (Arant and Ulbrich,
2014, Gruβmayer et al., 2019, Thevathasan et al., 2019). Furthermore, the exact
labeling efficiency and stoichiometry are often difficult to quantify. For mEGFP,
on the other hand, it could be shown that the calibrated fluorescence probability
indeed led to correct estimates of the oligomeric state of biologically relevant protein
complexes such as the influenza virus hemagglutinin glycoprotein. Moreover, the
fluorescence probability was independent of the specific expression system, subcellular
FP localization, and FFS technique used. Thus, it appears to be a mostly FP inherent
property. The comparison of slow and fast maturating FP variants indicated that FP
maturation is a major factor determining the fluorescent probability of FPs. Of note,
such FP properties also need to be taken into consideration for other quantitative
techniques such as FRET (Liu et al., 2018, McCullock et al., 2019). For example,
maturation of donor and acceptor FPs are required for a functional FP FRET pair.

At this point, it should be briefly considered to which extent the observed properties
of mEYFP and mCard, in particular the low mCard fluorescence probability, affect
the APLP1 results, particularly the relative cross-correlation that was evaluated as
a measure of trans interactions. For trans binding of large protein complexes, e.g.
in zinc conditions, the cross-correlation is expected to be only weakly affected by
a high fraction of non-fluorescent mCard units, as long as each trans complex still
carries at least one fluorescent unit on each side. For small oligomers, on the other
hand, non-fluorescent FP units are expected to cause a significant reduction of the
detectable cross-correlation (Foo et al., 2012). In the analysis of sFCCS measurements
on APLP1, this effect could be minimized by determining the maximum relative
cross-correlation, i.e. calculating two relative cross-correlation values by normalizing
the amplitude of the cross-correlation function (CCF) with respect to the ACF
amplitudes in each channel, and defining the maximum of these two values as a
quantitative measure for trans binding. This definition is motivated by the fact that
the maximum detectable relative cross-correlation in this system is limited by the
number of APLP1s in the cell with lower expression levels (of the two cells forming
the junction). For example, if 50 proteins are present on one and 100 proteins on the
other side, those 50 will (assuming a 1:1 stoichiometry with 100% binding affinity)
all have a binding partner, whereas the 50 proteins that are left on the other side
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remain unbound (thus limiting the measured cross-correlation). The same logic
applies to the bias induced by the different fluorescence probabilities of mEYFP
and mCard. Due to the higher fluorescence probability of mEYFP, it is likely that
fluorescent APLP1-mCard is bound to a fluorescent APLP1-mEYFP in a trans
complex. In contrast, many fluorescent APLP1-mEYFPs likely interact with non-
fluorescent APLP1-mCards. Hence, a higher relative cross-correlation is expected
when normalizing the CCF amplitude to the ACF amplitude of the mEYFP channel
(this ratio being a measure of the fraction of fluorescent APLP1-mCard bound to
APLP1-mEYFP), in agreement with the results of the sFCCS measurements. In
this way, the described analysis minimizes the reduction of the cross-correlation due
to non-fluorescent FPs. Nevertheless, the obtained sFCCS relative cross-correlation
values in the absence of zinc ions and the cross-correlation brightness of the ccN&B
analysis may still underestimate the actual degree of trans interactions.

Molecular brightness analysis using FCS or N&B is based on the first and second
moment, i.e. mean and variance, of the photon count distribution. Thus, it allows
calculating two independent parameters: the average number of particles and their
average molecular brightness. This information is sufficient to characterize a ho-
mogeneous ensemble of particles that all have the same brightness. However, more
complex scenarios, for example mixtures of a single particle species having different
oligomeric states, cannot be resolved per se. Making a priori assumptions such as the
binomial model applied to calculate the fluorescence probability, nevertheless, allows
to resolve binary mixtures from the average molecular brightness. In this context,
evaluation of the concentration dependence of molecular brightness values may help
to formulate suitable models. As shown in the appendix (fig. 4.30), an equilibrium
between two oligomeric states (e.g. monomers at low concentrations and trimers at
high concentrations) is often observed. This information can be used to calculate the
monomer/trimer ratio at a certain protein concentration or to determine association
constants via fitting of equilibrium models to the brightness measured as a function
of concentration. Higher order mixtures, however, cannot be resolved.
To overcome this limitation, several techniques involving more sophisticated statisti-
cal analysis have been developed. These methods are based on fitting the photon
counting histogram of a temporal (PCH) or spatial (spiDA) measurement, or analyze
higher order moments of the photon count distribution (FCA/TIFCA) (Chen et al.,
1999, Godin et al., 2011, Müller, 2004, Wu and Müller, 2005). In this work, FCA and
TIFCA were explored, as described in the appendix (section 4.10). While working
successfully on simulated sFCS data (fig. 4.26), application on membrane proteins in
living cells suffered from limited statistics (fig. 4.29).
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Generally, the signal-to-noise ratio (SNR) in FFS is directly proportional to the
brightness of fluorophores and scales with the square root of the measurement time
(figs. 4.6, 4.7). The molecular brightness can principally be increased by the excitation
laser power, but photobleaching limits the available brightness in practical cases.
Hence, in particular small oligomers suffer from low SNR in FFS measurements.
In addition, PCH and FCA/TIFCA require low particle numbers, ideally around
1 (Müller et al., 2000), that are not feasible in sFCS geometry for overexpressing
cells, typically showing 100 particles or more in the focal volume. Lastly, higher
moment analysis requires careful calibration of the focal volume geometry and the
detector noise characteristics. While the detector variance can be determined by
calibration measurements (e.g. for N&B, chapter 2.2 and section 4.2.3 in appendix),
the detector contribution to higher moments of the photon count distribution is not
easily accessible and varies strongly among different microscopes (fig. 4.27). Two
recent studies therefore present a time-shifted analysis, using the fact that detector
noise contributions are practically not correlated in time (Hennen et al., 2019a,b). In
conclusion, a successful application of advanced techniques to resolve higher order
mixtures of protein complexes at the PM could not be achieved yet due to the
mentioned limitations. Nevertheless, a microscope with higher detection efficiency
that only recently became available (fig. 4.29) may help to successfully apply such
techniques to sFCS data. This microscope may also enable to multiplex brightness
measurements of differently tagged protein species via spectral detection, as discussed
in the previous section.

As already mentioned for APLP1 experiments, it is important to consider that FFS
per se and, hence, brightness analysis is based on detecting fluorescence fluctuations.
More specifically, it requires fluctuations of the number of particles present in the
focal volume, for example via diffusive transport. As shown in the appendix (fig.
4.6), the molecular brightness is underestimated when particle diffusion is too slow
with respect to the total acquisition time of a measurement. The fluorescence signal
detected from immobile complexes will only fluctuate due to detector shot noise
(and potentially photobleaching), but will not exhibit a contribution from number
fluctuations. In the cellular context, this limitation applies to very large membrane
protein complexes showing diffusion coefficients of 0.1µm2/s and lower. On the other
hand, for fast diffusion the temporal resolution of the acquisition needs to be high
enough that number fluctuations do not average out during the accumulation of the
fluorescence signal in a single pixel or time interval. Therefore, acquisition schemes
should be carefully selected and adjusted to match the diffusion dynamics present in
the system under investigation.
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Compared to other counting techniques, FFS brightness analysis has the advantage
that it is live cell compatible due to its dynamic nature. Alternative techniques such
as subunit counting via stepwise photobleaching or via photon statistics, intensity or
SR based counting require extended acquisition times on single molecule complexes,
required to be static during the measurement (Gruβmayer et al., 2019). This is
often achieved by sample fixation. Similarly to the approach in this work, reference
standards such as artificial FP homo-oligomers or protein complexes of known
stoichiometry are used to calibrate the quantification in most of these techniques
(Finan et al., 2015, Fricke et al., 2015, Thevathasan et al., 2019). For example, Puchner
et al. (2013) reported a detectable fraction of close to 60% for the photoactivatable
FP mEos2, thus, a value similar to the fluorescence probabilities determined for
conventional FPs described here.

Since fluctuation analysis provides the basis for any FFS technique, external fluc-
tuations, e.g. long-term variations of the average signal due to additional processes
besides diffusion of molecules, may severely perturb FFS measurements of diffusion
or interactions. This issue is often encountered in cellular systems suffering from
depletion of fluorescent molecules or fluctuations induced by the active nature of
cells, such as cellular motion or intracellular transport. In the appendix of this work
multiple schemes are discussed that circumvent or correct for these perturbations.
Extensive simulations of sFCS and N&B were carried out to evaluate the performance
of correction schemes for photobleaching, background fluorescence, or for instabilities
via Fourier- or segment-wise analysis, and their effect on parameter estimates (sections
4.9.1-4.9.4). Nevertheless, amplitude and frequency of such external perturbations
strongly vary in different systems and may, in the worst case, completely impede
measurements of molecular transport or interactions via FFS techniques.
Future research may help to better identify or correct signal perturbations, e.g. via
(supervised) machine learning approaches. In addition, alternative analysis schemes
such as the recently presented Bayesian approach by Jazani et al. (2019) may cir-
cumvent the current requirement of acquisition times that are much longer than
the dynamics of the microscopic process of interest (figs. 4.22, 4.23 in appendix).
This requirement is the main reason why, up to now, measurements often suffer
from long-term signal variations due to cellular dynamics. Such alternative analysis
frameworks may also provide new opportunities to resolve ensembles with mixed
populations of different brightness or diffusion dynamics.
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3.3 Bacterial biofilm matrix hinders diffusion probe
size dependently

In the last part of this work, diffusive transport in a bacterial biofilm matrix model was
investigated. By performing pFCS and SPT in a reconstituted polysaccharide matrix
system, a characteristic size dependence of the diffusion hindrance experienced by
small molecules, nanoparticles, and bacteriophages was found. In addition, diffusion
analysis allowed to infer the concentration dependent structural organization of the
polysaccharide matrix, showing characteristics of an entangled polymer network at
physiological concentrations.
The main advantage of the presented in vitro approach is that key parameters
of the system such as molecular composition, polysaccharide concentration, and
pH are well controllable and can be therefore investigated systematically. Thus,
measured diffusion properties can be linked to the organization of a specific biofilm
derived biopolymer. This is in contrast to most previous studies that addressed
diffusion directly in bacterial biofilms where the specific macromolecular composition
is complex and remains unknown. Nevertheless, the in vitro approach carried out in
this work has several important limitations. The most striking is that in vivo biofilms
are complex multicomponent systems, which are frequently composed of multiple
bacterial species or matrix components. Hence, many different macromolecules
potentially interact with each other and give rise to complex emergent properties
(Flemming and Wingender, 2010). Even in systems that predominantly consist of one
matrix polymer, the chain lengths, concentration, and solvent conditions (e.g. ions,
salts) may vary in space and time (Stewart and Franklin, 2008). Generally, biofilms
are strongly heterogeneous systems. Embedded bacteria can control composition
and abundance of their extracellular matrix by enzymatic modifications or changes
in the rate of production or release of certain matrix components. This complex
organization is not properly mimicked by a simple homogeneous one component
model. Thus, the here investigated system provides a starting point for more realistic
model systems incorporating multiple components. For example, it has recently
been hypothesized that fibrillar proteins confine phage mobility in E.coli biofilms
(Vidakovic et al., 2018). These, on the other hand, also contain polysaccharide matrix
components of high abundance (Hufnagel et al., 2015). Therefore, it would be very
interesting to set up a matrix model system containing both types of macromolecules.
The diffusion properties of the combined system should then be investigated as a
function of concentration or enzymatic depolymerization of one or both components.
In addition, the role of charges in modulating particle diffusion and biofilm matrix
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organization should be systematically explored. In many biofilm systems, major
EPS components are charged, affecting both, transport of charged molecules such as
antibiotics and the macroscopic rheological properties, which may additionally be
altered by ions and salts (Körstgens et al., 2001, Singh et al., 2016, Wagner et al.,
2017).
Finally, a direct comparison of particle diffusion dynamics in simplified model systems
and intact biofilms should be performed. In this context, it could be beneficial to
concurrently monitor the amount of specific EPS components in intact biofilms,
for example via fluorescence labeling of sugar residues (Lawrence et al., 2007).
Implementation of a quantitative calibration protocol could allow to determine the
physical concentration of labeled matrix components from the fluorescence signal.
Hence, it may be possible to correlate particle dynamics and, in the context of
bacteriophage infections, even local infection rates with physiological EPS densities.
In order to explore and map spatial heterogeneities, sFCS, imaging FCS, or SPT,
providing the possibility to quantify diffusion dynamics in several locations in parallel,
should be used rather than pFCS. A recently published investigation by Sankaran
et al. (2019) presents the first application of single plane illumination microscopy
(SPIM) FCS to generate spatially resolved maps of diffusion in living biofilms.

When performing FCS on finite-sized particles such as polystyrene beads or bacterio-
phages, size effects and the spatial distribution of fluorophores on the particles have
to be considered. As shown by Wu et al. (2008) and Deptuła et al. (2015), diffusion
times may be overestimated when fitting a point model to the ACFs. Assuming a
shell particle model, a < 4% error on diffusion times is expected for 60 nm beads and
75 nm phage particles for one-photon excitation. For 200 nm beads the error would
be around 15%. In the presented work, SPT and FCS analysis yielded comparable
results. Furthermore, size estimates of particles by Dynamic Light Scattering (DLS)
and FCS measurements agreed. Thus, size effects appear to be smaller than the
experimental variation of diffusion times obtained within each sample, which was
typically around 10-15%.

In the last part of the biofilm investigation, it was shown that enzymatic depoly-
merization of the polysaccharide matrix by bacteriophage tailspike proteins (TSPs)
strongly affects matrix organization and facilitates unhindered diffusion even for
larger particles. In future studies the effect of TSPs on intact biofilms will be investi-
gated as a function of enzyme concentration. Furthermore, the role of TSPs will be
explored at the level of bacteriophages by comparing transport dynamics of phage
particles that possess or lack the capability to degrade EPS in both, model systems
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and intact biofilms, at different phage titers. An interesting aspect here is that EPS
depolymerization by TSP enzymes may have local and global impacts on biofilm
organization. At very low phage titers, phage diffusion and accompanied matrix
depolymerization should mainly generate local perturbations of the matrix structure,
which might even be repaired by release of newly synthesized matrix material. At
high phage titers, on the other hand, many local perturbations may globally change
EPS matrix organization and cause strong changes of transport dynamics and overall
biofilm mechanical properties.
Ultimately, such experimental investigations will provide a quantification of impor-
tant mechanistic aspects of bacterial biofilm organization that can be incorporated
in mathematic models, e.g of the propagation of bacteriophage infections in biofilms
(Simmons et al., 2018). Finally, a fundamental understanding of bacterial biofilm
ecology is of vital importance considering the strong emergence of multiresistant
bacterial strains. Bacteriophages and TSP enzymes could provide novel antimicrobial
strategies acting on specific bacterial targets.
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4.1 Introduction to FCS/sFCS and theoretical
background

In the following sections, 〈x〉 denotes the time average of a quantity x, 〈x〉t, unless
otherwise noted.

4.1.1 Derivation of the FCS correlation function

As introduced in chapter 1, FCS analyzes fluctuations δF (t) of the fluorescence signal
F (t), emitted by an ensemble of fluorophores that move (e.g. diffuse) through the
observation volume. The fluctuations are analyzed using the ACF:

G(τ) = 〈δF (t)δF (t+ τ)〉
〈F (t)〉2 = 〈F (t)F (t+ τ)〉

〈F (t)〉2 − 1 . (4.1)

In order derive an explicit model for G(τ) that can be fitted to experimental data, the
detected signal F (t) is modeled as follows. The signal emitted by a single fluorophore
located at position ~r is f(~r) = εMDF(~r). Here, ε denotes the molecular brightness,
which depends on the absorption cross-section σabs, the fluorophore quantum efficiency
qf and the detection efficiency ηd: ε = σabsqfηd. The molecule detection function
(MDF) is the product of the microscopes illumination profile I(~r) and the detection
probability distribution Ω(~r):

MDF(~r) = I(~r)Ω(~r) . (4.2)

The intensity F (t) is the superposition of the signal contributions of each single
fluorophore, integrated over the sample volume:

F (t) =
∫
d3~r εMDF(~r)c(~r, t) , (4.3)
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where c(~r, t) is the concentration of fluorophores at position ~r and time t. Note that
for multiple species i, the total intensity F (t) is the sum of the contributions of all
species, F (t) = ∑

i Fi(t).
Splitting the concentration c(~r, t) into the time-averaged concentration 〈c〉 (in the
following simply noted as c) and a fluctuating part δc(~r, t), the signal fluctuations
can be expressed as

δF (t) =
∫
d3~r εMDF(~r)δc(~r, t) . (4.4)

Insertion into eq. 4.1 gives

G(τ) =
∫
d3~r

∫
d3~r ′ ε2 MDF(~r)MDF(~r ′)〈δc(~r, t)δc(~r ′, t+ τ)〉

(
∫
d3~r εMDF(~r)〈c(~r, t)〉)2 . (4.5)

The term 〈δc(~r, t)δc(~r ′, t)〉 is the concentration CF, given by the propagator P (~r, ~r ′, τ)
(Green’s function) of the partial differential equation (PDE) governing the dynamics
of c(~r, t), i.e. the solution of the PDE for the initial condition c(~r, 0) = δ(~r):

〈δc(~r, t)δc(~r ′, t+ τ)〉 = c P (~r, ~r ′, τ) . (4.6)

For a single particle, P (~r, ~r ′, τ) gives the probability of finding the particle at position
~r ′ after time τ . For normal diffusion, P is obtained by solving the diffusion equation,

∂

∂t
c(~r, t) = D~∇c(~r, t) , (4.7)

and given by

P (~r, ~r ′, τ) = 1
(4πDτ)d/2 exp

(
−|~r − ~r

′|2

4Dτ

)
, (4.8)

for diffusion in d dimensions.
Finally, a model for the MDF of the microscope has to be defined. For confocal
setups the MDF is commonly described with the 3D Gauss model:

MDF3DG(~r = (x, y, z)) = 23/2

π3/2ω2
0ωz

exp
(
−2(x2 + y2)

ω2
0

− 2 z
2

ω2
z

)
, (4.9)

where ω0 and ωz are the lateral and axial elongations of the focal volume. The ratio
of lateral and axial dimensions defines the structure factor, S = ωz/ω0.
Using eqs. 4.5, 4.6, 4.8, 4.9, the ACF for normal diffusion in 3D can be calculated
analytically:

G(τ) = 1
N

(
1 + τ

τd

)−1 (
1 + τ

S2τd

)−1/2
. (4.10)
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Here, N denotes the number of particles, N = cVeff , in the effective volume
Veff = π3/2Sω3

0 and τd = ω2
0/4D the diffusion time. Note that N is obtained di-

rectly from the amplitude of G(τ), N = 1/G(0), which is further discussed in the
next section.
For FCS on particles diffusing in a 2D geometry (e.g. a planar lipid membrane,
effectively restricted to the xy-plane), the MDF is approximated by a 2D Gaussian:

MDF2DG(~r = (x, y)) = 2
πω2

0
exp

(
−2(x2 + y2)

ω2
0

)
. (4.11)

The corresponding ACF is given as

G(τ) = 1
N

(
1 + τ

τd

)−1
, (4.12)

with N = cAeff particles in the effective detection area Aeff = πω2
0 and τd = ω2

0/4D.

In the following sections, the MDF is used in a rescaled form, normalized at the
origin (MDF(~0) = 1), hence f(~0) = ε (Chen et al., 1999).

4.1.2 Particle number, molecular brightness and effective
detection volume

To fit experimental data, the FCS correlation function is commonly expressed in the
form given in the previous section (eq. 4.10) using the parameters N and τd that
can be obtained directly from the ACF. Determination of the physical parameters c
and D requires knowledge of the physical dimensions of the focal volume. Particle
number and concentration are related by the effective detection volume,

Veff = N

c
= 1
G(0)c . (4.13)

More generally, Veff can be defined using eq. 4.5. The particle number/concentration
in the focal volume follows Poisson statistics. Hence, the variance of the num-
ber/concentration is equal to the mean. Thus,

〈δc(~r, t)δc(~r ′, t)〉 = 〈δc2(~r, t)〉δ(~r − ~r ′) = 〈c(~r, t)〉δ(~r − ~r ′) . (4.14)
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Insertion into eq. 4.5 gives:

G(0) = c ε2
∫
d3~r MDF2(~r)

c2ε2(
∫
d3~r MDF(~r))2 (4.15)

= 1
cVeff

= 1
N
, (4.16)

with
Veff =

∫
d3~r MDF2(~r)

(
∫
d3~r MDF(~r))2 . (4.17)

For the 3D Gaussian MDF model (eq. 4.9), Veff can be calculated analytically, giving
Veff = π3/2Sω3

0.
Similarly, G(0) = 1/N can be derived starting directly from eq. 4.1, by taking
τ = 0:

G(0) = 〈δ
2F (t)〉
〈F (t)〉2 = Var(εeffN)

〈εeffN〉2
= ε2effVar(N)

ε2eff〈N〉2
= 1
N
, (4.18)

where the variance of the particle number Var(N) was assumed to be equal to the
mean particle number. Here, it should be noted that in the FCS analysis, G(0) is
obtained by interpolating the lag time τ to zero, i.e. a model Gfit (e.g. eq. 4.10) is
fitted to the ACF and evaluated at τ = 0. Thereby, the detector shot noise, which
is not correlated on the experimentally sampled time scales (& 1µs), averages out
and can thus be neglected here, in contrast to N&B analysis (see section 4.2.3 for
details).
In eq. 4.18, εeff denotes the effective molecular brightness,

εeff = 〈F 〉
N

, (4.19)

of particles diffusing through the focal volume. This average value depends on the
shape of the focal volume and the spatial distribution of particles. While particles
located in the center emit a brightness equal or close to the maximum count rate
per particle, εMDF(~0) = ε, particles in the periphery emit a lower signal. Thus, the
effective brightness εeff is given by the average brightness over all possible particle
positions ~r, contributing a signal εMDF(~r),

εeff =
∫
d3~r (εMDF(~r))MDF(~r)∫

d3~r MDF(~r) = γε . (4.20)

This equation defines the γ-factor, that can be analytically calculated. For the 3D
Gaussian model, γ3D = 1/(2

√
2) ≈ 0.35, for particles distributed in a 2D Gaussian

detection area, γ2D = 0.5. The effect of this geometrical factor can be observed when

114



Appendix

comparing FFS brightness values detected on fluorophores distributed in 3D, e.g. the
cell cytoplasm, with the values obtained for fluorophores of the same type distributed
in 2D, e.g. at the basal membrane, the latter giving significantly higher brightness
values due to the axial confinement of fluorophores to the center of the MDF.

4.1.3 Photophysical transition dynamics

Fluorophores that are commonly used in FCS experiments undergo photophysical dy-
namics, e.g. transition to a triplet state or blinking due to deprotonation/protonation
reactions. In the simplest model, these processes are described as transitions between
two states, a bright (on) and a dark (off) state:

Fon
koff−−⇀↽−−
kon

Foff . (4.21)

In equilibrium, the average fraction of particles populating the off state is given by
T = koff

koff+kon
, with an average lifetime τT = 1

koff+kon
. The transitions cause additional

fluctuations of the fluorescence intensity and contribute to the ACF. Assuming
statistical independence of photophysical transitions and particle motions, the CF
factorizes in a diffusion and a photophysics term:

G(τ) = Gdiff(τ) ·GT (τ) . (4.22)

Solving the corresponding reversible first order equations, the photophysics term
follows as

GT (τ) =
(

1 + T

1− T e−
τ
τb

)
. (4.23)

Thus, the full ACF model for normal diffusion in 3D, including triplet or blinking
dynamics, is given by

G(τ) = 1
N

(
1 + T

1− T e−
τ
τb

)(
1 + τ

τd

)−1 (
1 + τ

S2τd

)−1/2
. (4.24)

It has to be noted that diffusion and photophysical dynamics are only statistically
independent for transitions that do not depend on the excitation intensity. In contrast,
triplet dynamics depend on the excitation power (e.g. increased koff with increased
illumination), and thus dependent on the position of particles in the focal volume.
Therefore, eq. 4.24 should be considered as an approximation in this case.
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4.1.4 FCS correlation function for anomalous diffusion

As mentioned in the introduction (chapter 1), anomalous diffusion dynamics are often
encountered in biological systems. They are characterized by a subdiffusive MSD
scaling (i.e. MSD ∼ tα) and a deviation of the ACF from a normal diffusion model
(see fig. 4.1). To account for such dynamics, a time-dependent diffusion coefficient is
assumed, D(t) = Γtα−1. From the modified diffusion equation

∂

∂t
c(~r, t) = D(t)~∇c(~r, t) , (4.25)

the propagator

P (~r, ~r ′, τ) = 1
(
√
πΓτα)

exp
(
−|~r − ~r

′|2

Γτα

)
(4.26)

can be derived.
Inserting this expression into eq. 4.5, using a 3D Gaussian MDF model (eq. 4.9)
and assuming triplet transitions of a fraction T of particles, the following ACF is
obtained (Weiss et al., 2004):

G(τ) = 1
N

(
1 + T

1− T e−
τ
τb

)(
1 +

(
τ

τd

)α)−1 (
1 + 1

S2

(
τ

τd

)α)−1/2
. (4.27)

Figure 4.1: Anomalous diffusion in the cell cytoplasm. The top panel shows the
ACF (squares) of a pFCS measurement in the cytoplasm of human epithelial lung A549
(A549) cells, expressing mEGFP homo-tetramers. The solid curves are fits of a 3D normal
diffusion (blue, eq. 4.24) or anomalous diffusion model (red, eq. 4.27) to the ACF, including
a photophysics term. The anomalous diffusion model gives α = 0.84, indicating subdiffusive
dynamics. The residuals (bottom panel) for the normal diffusion model (blue line) show a
systematic deviation of the fit curve from the ACF, particularly at large lag times.
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4.1.5 Two-focus FCS

A useful variant of FCS is 2fFCS. In this approach the fluorescence signal is measured
in two detection volumes spatially shifted by ~d. Then, ACFs for each detection
volume, and the spatial CCF are computed. The latter is defined as

Gcc(τ) = 〈δF (~r, t)δF (~r + ~d, t+ τ)〉
〈F (~r, t)〉〈F (~r + ~d, t)〉

. (4.28)

If the two detection volumes can be described by the same MDF, Gcc is

Gcc(τ) =
∫
d3~r

∫
d3~r ′ MDF(~r)MDF(~r ′ + ~d)〈δc(~r, t)δc(~r ′ + ~d, t+ τ)〉( ∫

d3~r MDF(~r)〈c(~r, t)〉
) (∫

d3~r ′ MDF(~r ′ + ~d)〈c(~r ′ + ~d, t)〉
) . (4.29)

Assuming a lateral shift in one direction, e.g. ~d = (0, d, 0), a 3D Gaussian MDF (eq.
4.9) and normal diffusion, the following CCF is obtained:

Gcc(τ) = G(τ) exp
(
− d2

4Dτ + ω2
0

)
, (4.30)

where G(τ) is the ACF for pFCS (eq. 4.10).
The advantage of 2fFCS is that it enables calibration-free FCS. Knowing the distance d
of the foci, the diffusion coefficient D, the waist ω0 and thus the average concentration
c can be obtained by fitting eq. 4.30 to the measured two-focus CCF. In particular,
a global fit of the two ACFs and the two-focus CCF can be performed, leading to
more robust and accurate results.
An important issue for the accuracy of 2fFCS is spatial cross-talk, causing leakage
of signal emitted by fluorophores in one focus to the second focus. This leads to an
autocorrelation contribution to the two-focus CCF at small lag times (Brinkmeier
et al., 1999). Sophisticated fit model schemes may be used to correct for this effect.
For example, Baum et al. (2014) computationally optimized MDF models for a home-
built setup, assuming invariance of the diffusion coefficient of fluorescent particles in
water measured for spatial correlations of pixels at multiple distances.
To completely avoid spatial cross-talk, alternated excitation of both foci can be
performed. In this case, the time lag ∆t between acquisitions of both foci has to be
considered:

Gcc(τ) = 〈δF (~r, t)δF (~r + ~d, t+ τ + ∆t)〉
〈F (~r, t)〉〈F (~r + ~d, t+ ∆t)〉

. (4.31)

If ∆t is much smaller than the diffusion time, it can be neglected, and eq. 4.28
provides a valid approximation.
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An important application of 2fFCS is the investigation of flow (Brinkmeier et al.,
1999, Dittrich and Schwille, 2002). If molecular transport is not isotropic, different
CFs will be obtained when correlating the signal in the first focus with the signal
in the second focus and vice versa. For normal diffusion with an additional flow of
velocity ~v = (vx, vy, vz) and a 3D Gaussian model, the two-focus CCF is

Gcc,flow(τ) = G(τ) exp
(
−(vxτ − dx)2 + (vyτ − dy)2

4Dτ + ω2
0

− (vzτ − dz)2

4Dτ + ω2
z

)
. (4.32)

4.1.6 Dual-color FCCS

A powerful extension of FCS is multiple-color FCCS, in which multiple spectral
channels are detected in parallel on a sample containing several fluorescent species
with distinct spectral properties (Schwille et al., 1997). In the simplest form (FCCS),
two species, named green (g) and red (r) in the following, are detected. In addition
to ACF analysis, the two-color cross-correlation Ggr(τ) is analyzed. This function is
a measure of the coincidence of signal fluctuations detected in both channels and
thus reports on the degree of co-diffusion of molecules tagged with green or red
fluorophores. The CCF is defined as

Ggr(τ) = 〈δFg(t)δFr(t+ τ)〉
〈Fg(t)〉〈Fr(t+ τ)〉 . (4.33)

Denoting the MDFs of the two spectral windows MDFg and MDFr, the CCF has
the form:

Ggr(τ) =
∫
d3~r

∫
d3~r ′ MDFg(~r)MDFr(~r ′)〈δcg(~r, t)δcr(~r ′, t+ τ)〉

(
∫
d3~r MDFg(~r)〈cg(~r, t)〉) (

∫
d3~r ′ MDFr(~r ′)〈cr(~r ′, t)〉)

. (4.34)

Using a 3D Gaussian MDF model (eq. 4.9) and assuming normal diffusion, the
following CCF is obtained:

Ggr(τ) = cgr
Vgr(cgr + cg)(cgr + cr)

(
1 + τ

τd,gr

)−1
1 +

(
ω0,gr

ωz,gr

)2
τ

τd,gr

−1/2

. (4.35)

Here, cgr is the concentration of particles carrying both red and green labels, cg and
cr are the concentrations of free green and red particles, respectively. The parameters
ω0,gr and ωz,gr are the lateral and axial elongations of the overlap volume Vgr, having
a structure factor S = ωz,gr/ω0,gr. The given CCF does not contain a photophysics
term. Due to the statistical independence of photophysical transitions of green and
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red fluorophores, such fluctuations average out in the CCF. In contrast, eq. 4.24 is
usually fitted to the ACFs of an FCCS measurement. Note that for measurements in
the cytoplasm, eq. 4.35 can be modified to account for anomalous diffusion, analogous
to eq. 4.27.
Generally, the detection volumes Vg, Vr of both spectral channels have different sizes
and are shifted with respect to each other (Schwille et al., 1997). When both detection
volumes are concentric, the overlap volume is given by the geometric average of the
dimensions ω0,i, ωz,i in each spectral channel (i = g, r):

Vgr = π3/2ω2
0,grωz,gr =

(
π

2

)3/2
(ω2

0,g + ω2
0,r)(ω2

z,g + ω2
z,r)1/2 . (4.36)

When volumes are shifted by the displacement ~d = (dx, dy, dz), the amplitude of the
CCF becomes

Ggr(0) = cgr
Vgr(cgr + cg)(cgr + cr)

exp
(
−
d2
x + d2

y

ω2
0,gr

− d2
z

ω2
z,gr

)
. (4.37)

The exponential term has the same form as the additional factor in the two-focus
CCF (eq. 4.30). Usually, the displacement of the detection volumes is difficult to
calibrate and experimental data are therefore fitted without explicit consideration of
an optical shift. Then,

Ggr(0) = cgr
Vgr,eff(cgr + cg)(cgr + cr)

, (4.38)

where Vgr,eff is an effective volume that is generally larger than the actual overlap
volume Vgr. Hence, the amplitude of the CCF is reduced and higher diffusion times
τd,gr are obtained (Foo et al., 2012). To account for this effect, the maximum achievable
cross-correlation of a setup is calibrated, e.g. using double-labeled DNA strands (Ries
et al., 2010b) or FP hetero-dimers (Foo et al., 2012), as a reference for experimentally
measured cross-correlation values.
Together with the amplitudes of the channel ACFs,

Gg(0) = 1
Vgr,eff(cg + cgr)

, Gr(0) = 1
Vgr,eff(cr + cgr)

, (4.39)

the approximate relative fractions of bound red (Θr) and green molecules (Θg) can
be calculated:

Θg = crg
cg + crg

= Ggr(0)
Gr(0) , Θr = crg

cr + crg
= Ggr(0)

Gg(0) . (4.40)
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Throughout this thesis, the maximum of both relative fractions was used as a measure
of hetero-interactions:

rel.cc. = max
(
Ggr(0)
Gr(0) ,

Ggr(0)
Gg(0)

)
. (4.41)

This definition of the relative cross-correlation is justified by the fact that when the
interacting species are present in different numbers, the maximum fraction of bound
particles is limited by the species that is present in lower number.

In many systems, red and green particles do not interact in a 1 : 1 stoichiometry.
In this case, the molecular brightness of free and bound particles is not the same
and the consideration above is not valid anymore (e.g. eqs. 4.40). For more complex
interactions, the concentrations can generally not be determined without a priori
assumptions or a specific model (Kim et al., 2005).

In addition to imperfect overlap, spectral cross-talk limits the accuracy of FCCS.
This artifact is caused by leakage of signal emitted from one species into the detection
channel of the other. In the common setting, signal from the tail of the emission
spectrum of the green species is detected in the red channel. Cross-talk can be
reduced by appropriate filter settings, e.g. increasing the lower bound of the red
detection window. However, this reduces the brightness and thus the SNR in the red
channel. Therefore, a compromise between cross-talk reduction and signal loss has to
be found. In FCCS spectral cross-talk induces a false positive cross-correlation. The
maximum contribution of cross-talk can be quantified using a negative control, e.g. a
sample containing red and green labeled species that are not expected to interact.
Alternatively, cross-talk can be corrected by measuring the cross-talk coefficient, i.e.
the fraction of green signal that leaks into the red channel in a sample containing
only green fluorophores. Using this value, the cross-talk signal can be subtracted
from the total red signal measured in the actual sample, thus obtaining a corrected
CFs (Bacia et al., 2012). Nevertheless, even with cross-talk correction, the dynamic
range of the measurable cross-correlation is reduced, and measurement errors are
highly amplified when only a small fraction of red signal comes from red molecules.
To overcome these limitations, more sophisticated excitation schemes have been de-
veloped based on alternating excitation, e.g. ALEX and pulsed interleaved excitation
(PIE) (Kapanidis et al., 2004, Müller et al., 2005). In the absence of cross-excitation,
these schemes enable true cross-talk-free FCS measurements and additionally allow
to identify FRET between the two species. Alternatively, spectral (see section 4.11)
and lifetime detection were recently used to effectively suppress cross-talk using
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spectral or lifetime filters (Padilla-Parra et al., 2011, Schrimpf et al., 2018). These
procedures, however, might also reduce the SNR of the red ACF.

4.1.7 sFCS perpendicular to the membrane

The major limitations of pFCS on membranes are photobleaching and low stability
caused by slow diffusion dynamics and membrane movement. To overcome these
limitations, sFCS perpendicular to the membrane was developed by Ries and Schwille
(2006). In this variant the detection volume is repeatedly scanned across the membrane
with a constant speed v along a line in a time T that is much smaller than the
diffusion time of the molecules. For each scanned line, the detected signal emitted
by the fluorescent molecules diffusing in the membrane is integrated. To derive the
ACF of the integrated signal F (t),

G(τ) = 〈δF (t)δF (t+ τ)〉
〈F (t)〉2 , (4.42)

the effective MDF has to be considered. Assuming a scan in x-direction through a
plane membrane located at (x = 0, y, z), the MDF is integrated over the scanning
period:

MDFscan(y, z) = 1
T

∫ T/2

−T/2
dt MDF(x, y, z) ≈ 1

vT

∫ ∞
−∞

dx MDF(x, y, z) . (4.43)

Using the 3D Gaussian MDF model, the effective MDF is given by

MDFscan(y, z) =
√
π

2
ω0

vT
exp

(
−2 y

2

ω2
0
− 2 z

2

ω2
z

)
. (4.44)

The ACF can then be derived from (~r = (y, z)):

G(τ) =
∫
d2~r

∫
d2~r ′ ε2 MDFscan(~r)MDFscan(~r ′)〈c(~r, t)c(~r ′, t+ τ)〉

(
∫
d2~r εMDFscan(~r)〈c(~r, t)〉)2 . (4.45)

Inserting the concentration CF (eq. 4.6) with the diffusion propagator for 2D diffusion
(eq. 4.8 with d=2), the final correlation function can be calculated:

G(τ) = 1
N

(
1 + τ

τd

)−1/2 (
1 + τ

S2τd

)−1/2
. (4.46)

Here, N = cπω0ωz is the mean particle number in the effective detection area
Aeff = πω0ωz, τd = ω2

0/4D the diffusion time and S = ωz/ω0 the structure parameter.
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Eq. 4.46 does not contain a photophysics term, since such transitions usually occur
on a time scale (e.g µs) much smaller than the minimal lag time given by scanning
period of the microscope (e.g. ms) and, thus, average out.

By scanning two parallel lines across the membrane, two-focus sFCS (2fsFCS) can
be easily implemented, offering the possibility to perform calibration-free sFCS
measurements. In analogy to eq. 4.30, the following two-focus CCF, expressed in the
physical parameters c, D and ω0, applies:

Gcc(τ) = 1
cπω2

0S

(
1 + 4Dτ

ω2
0

)−1/2 (
1 + 4Dτ

ω2
0S

2

)−1/2

exp
(
− d2

ω2
0 + 4Dτ

)
. (4.47)

Eqs. 4.46 and 4.47 can be globally fitted to the ACFs in both lines and the two-focus
CCF, taking the temporal shift between both foci, given by one line time, into
account. The 2fsFCS variant is particularly useful for fast diffusion dynamics, i.e.
diffusion times on the order of the scan time (typically ∼ 1 ms for fastest scanning).
In this case, an accurate fit to the ACFs is not possible due to the limited time
resolution. Nevertheless, the two-focus CCF still allows to capture the fast dynamics
by selecting a line separation that shifts the peak (see fig. 4.5) to larger lag times.

In order to investigate hetero-interactions or multiple species in the membrane, sFCS
can be extended to multiple colors. In sFCCS the signal is acquired in two spectral
channels and the spectral CCF is calculated in addition to two ACFs. By fitting eq.
4.46 to all three CFs, the amplitudes Gr(0), Gg(0), Ggr(0) and, following eq. 4.40,
the relative fractions of bound and free molecules can be determined. An ALEX
acquisition scheme can be easily implemented by alternated scanning in the green
and red channel (with only green or red excitation). This procedure is valid as long
as diffusion times (usually > 10 ms in cell membranes) are much larger than the
scanning period for one line which is fulfilled in most cases. Thus, spectral cross-talk
can be circumvented in sFCCS as long as fluorophores do not show cross-excitation.

Finally, sFCCS and 2fsFCS can be combined to dual-color two-focus sFCCS (2fsFCCS)
(Dörlich et al., 2015, Ries et al., 2010c), which is typically performed by alternated
scanning of two lines and two channels. In this scheme the detected signals are
correlated in all combinations resulting in 16 CFs that can be globally fitted. The
CCF of both channels and lines is generally given by (Dörlich et al., 2015, Ries et al.,
2010c)

Ggr,cc(τ) = 1
cAeff

(
1 + 4Dτ

ω2
0,eff

)−1/2 (
1 + 4Dτ

ω2
z,eff

)−1/2

exp
(
− d2

ω2
0,eff + 4Dτ

)
. (4.48)
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Here, Aeff = πω0,effωz,eff is the effective detection area, ω0,eff =
√

(ω2
0,g + ω2

0,r)/2
the effective waist and ωz,eff =

√
(ω2

z,g + ω2
z,r)/2 the axial elongation (ωz,g = Sω0,g,

ωz,r = Sω0,r). The waists and displacement of the green and red detection volumes
can be determined from the global fit, with d, ω0,g and ω0,r as free fit parameters (ω0

replaced by ω0,eff in the dual-color CCFs and by ω0,g/ ω0,r in the single-color CCFs,
eqs. 4.46, 4.47). Thereby, artifacts due to imperfect overlap can be corrected.

4.2 N&B analysis

4.2.1 Theoretical background

The previously described FCS variants allow to measure the dynamics and concen-
tration of molecules in a fixed position of a sample, e.g. a small cytoplasmic volume
or cross-sectional area of the cell membrane. In order to map concentration and
aggregation of particles in space, N&B has been developed (Digman et al., 2008).
In this method a pixelwise moment analysis of a stack of confocal images (or of a
camera acquired image stack using SPIM or TIRF setups) is performed. The first and
second moment of the detected pixel intensity, i.e. mean intensity 〈I〉 and variance
σ2, are related to the average particle number n and the average molecular brightness
εeff in every pixel:

〈I〉 = εeffn , (4.49)
σ2 = ε2effn+ εeffn . (4.50)

The variance of the signal has two contributions: i) intensity fluctuations ε2effn arising
from fluctuations of the number of particles (e.g. due to diffusion), ii) photon shot
noise which follows Poisson statistics for true photon counting detectors and thus
has a variance equal to the average signal εeffn. The principle of N&B is to explore
the Superpoissonian statistics of the signal, i.e. the first contribution, in addition to
shot noise. This contribution is usually small (e.g. only 10% of the total variance),
requiring a careful calibration of the detector noise characteristics (see section 4.2.3).
Inverting eqs. 4.49, 4.50 leads to:

εeff = σ2

〈I〉
− 1 , (4.51)

n = 〈I〉2

σ2 − 〈I〉
. (4.52)
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Of note, photon counts in each pixel are integrated over a pixel dwell time τp. Thus,
the brightness εeff obtained by eq. 4.51 has the unit photon counts per pixel. Division
by the pixel dwell time gives the molecular brightness in physical units (counts per
molecule and second, i.e. Hz):

εeff,t = εeff/τp . (4.53)

Note that in analogy to FCS, εeff is the average brightness over all particle positions,
i.e. eq. 4.20 also applies here.
When multiple (independent) brightness species are present, the variance contribu-
tions of each species add up and the average brightness is given by:

〈εeff〉 =
∑
i ε

2
eff,ini∑

i εeff,ini
. (4.54)

N&B can also be performed on analog detectors or detectors that do not operate in
true photon counting, e.g. do not show truly Poissonian shot noise. In this case the
following equations apply (Dalal et al., 2008):

εeff = σ2 − σ2
0

S(〈I〉 − offset) − 1 , (4.55)

n = (〈I〉 − offset)2

σ2 − σ2
0 − S(〈I〉 − offset) . (4.56)

Here S is the conversion factor between detected photons and recorded digital counts,
σ2

0 the readout noise and offset the detector intensity offset. These parameters can
be calibrated experimentally by measuring the detector variance as a function of
intensity on a sample that does not show number fluctuations, e.g. using constant
illumination on a reflective metal surface or dried dye solution as described in chapter
2.2.
An alternative way to quantify the detector noise characteristics based on the ACF
amplitude in FCS is presented in section 4.2.3.

4.2.2 Cross-correlation N&B

Similarly to FCCS, the N&Bmethod can be extended to investigate hetero-interactions
using multiple labels with distinct spectral properties. For two channels, the cross-
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correlation brightness Bcc is calculated in addition to the channel brightness values
εeff,i (i=g,r):

εeff,i = σ2
i

〈Ii〉
− 1 , (4.57)

Bcc = σ2
cc√

〈Ig〉〈Ir〉
= 〈(Ig − 〈Ig〉)(Ir − 〈Ir〉)〉√

〈Ig〉〈Ir〉
. (4.58)

For two species G, R interacting in unknown stoichiometry,

νgG+ νrR −⇀↽− GνgRνr , (4.59)

the average signals and variances can be expressed by molecular parameters:

〈Ii〉 = εf,ini + νiεf,incc , (4.60)
σ2
i = ε2f,ini + (νiεf,i)2ncc + εf,ini + νiεf,incc , (4.61)

σ2
cc = νgεf,gνrεf,rncc . (4.62)

Here, εf,i is the molecular brightness of the free particles in channel i, ni their number,
and ncc the number of complexes.
Accordingly, the average channel brightness values are apparent brightness values
containing contributions from free particles as well as complexes that add up following
eq. 4.54:

〈εeff,i〉 =
ε2f,ini + (νiεf,i)2ncc

εf,ini + νiεf,incc
. (4.63)

Correspondingly, the apparent particle numbers in each channel, 〈ni〉 = 〈Ii〉/〈εeff,i〉,
do not reflect the true particle numbers.
In equivalence to FCCS, the correct molecular parameters are only obtained for a
1 : 1 stoichiometry. With νi = 1, eq. 4.63 simplifies to 〈εeff,i〉 = εf,i and thus

〈ni〉 = 〈Ii〉
εf,i

= ni + ncc = ntotal,i , (4.64)

ncc = σ2
cc

εf,gεf,r
. (4.65)

Experimentally, the limitations mentioned in section 4.1.6 regarding cross-talk and
imperfect overlap in FCCS equally apply to ccN&B. Cross-talk may be circumvented
by using an ALEX scheme and switching the excitation for each acquired line of
the image frames, or pixel-by-pixel PIE if the instrumentation is available (Hendrix
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et al., 2013). Furthermore, the consideration above is only valid if all molecules are
labeled with a single label and 100% labeling efficiency.

4.2.3 Detector noise characterization

The N&B method requires careful calibration of the detector noise characteristics.
Since the contribution of number fluctuations to the total variance of the signal
(eq. 4.50) is often only 10% or less, slight deviations of the detector variance from
Poissonian statistics can strongly bias the output of N&B measurements. Nevertheless,
calibration measurements performed on several microscope setups revealed such
deviations. In particular, a larger than expected variance was observed on the mostly
used setup (fig. 4.2). In order to calibrate the detector variance, multiple schemes are
presented in chapter 2.2. In addition to these approaches, the detector variance can
also be calculated from the ACF of FCS measurements. Assuming a detector variance
σ2
d = K〈I〉 (K = 1 for Poissonian noise), the factor K can be determined using the

value of the ACF amplitude calculated at τ = 0, G(0) = σ2/〈I〉2, and the interpolated
amplitude that is obtained from FCS analysis, Gfit(0) = G(τ → 0) = 1/N . The
molecular brightness (eq. 4.51) is now given by εeff = σ2

〈I〉 −K. Thus,

K = σ2

〈I〉
− εeff (4.66)

= G(0)〈I〉 − 〈I〉
N

(4.67)
= 〈I〉(G(0)−Gfit(0)) (4.68)
= 〈I〉∆G . (4.69)

Thus, the difference ∆G between the ACF amplitude computed for τ = 0 and the
amplitude Gfit interpolated by the FCS fit has to be calculated (see fig. 4.2). The
latter is dominated by number fluctuations since the detector noise is not correlated
on the evaluated time scales.
This procedure gives similar values as the other presented schemes, but has the
advantage that it can be easily performed as part of the daily focal volume calibration
routine (e.g. FCS on Alexa Fluor 488 (AF488)), with no need for an additional
sample or experiment.
It should be noted that a larger than expected variance would also be observed for a
detector that does not truly operate in photon counting mode, i.e. for which eqs. 4.55,
4.56 apply. A conversion factor K between detected photons and recorded digital
counts (see section 4.2.1 and chapter 2.2) leads to the same higher variance.
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Figure 4.2: Detector noise calibration. A: Probability distribution of detector counts
measured using constant illumination on a reflective surface on top of the objective. For
comparison, the Poissonian probability distribution calculated for the average count rate is
plotted, showing a clear deviation in the tail region. B: ACF of pFCS measurement on
AF488 in water, plotted on a linear time scale. The difference ∆G between the ACF value
at τ = 0 (first, upper point) and the interpolated amplitude can be used to calculate the
detector noise applying eq. 4.69. For this measurement, K = 1.08 is obtained. The inset
shows the ACF plotted in conventional form on a logarithmic time scale (i.e without the
data point at τ = 0).

4.3 Simulation of sFCS and N&B for 2D diffusion

To test the sFCS and N&B analysis implementations, both methods were validated
on Monte Carlo simulations of Brownian diffusion in a 2D plane, using a frame/line
scanning acquisition and a Gaussian MDF model. The diffusion simulations were
carried out in a 3.6µm× 3.6µm (N&B) or 10µm× 10µm grid (sFCS) with periodic
boundary conditions. Initially, a total number of N particles was placed at random
positions drawn from a uniform distribution. The acquisition process was simulated
as subsequent frame scans of a central 32× 32 pixel region of 50 nm pixel size (N&B)
or 50 pixel line scans with 100 nm pixel size perpendicular through the center of the
box (sFCS). Each pixel was ’illuminated’ for a pixel dwell time τp = 32µs (N&B) or
τp = 10µs (sFCS). Particles were assigned a molecular brightness ε, i.e. a photon
count of ε τp per molecule for a particle in the center of the MDF, and a diffusion
coefficient D. The simulation was then iterated for a given number of frames (N&B,
20 to 400) or lines (sFCS, 100, 000 to 400, 000), respectively, with the pixel dwell
time as the iteration time step, as follows:

• For a pixel located at (xj, yj, zj = 0) at time t of the scanning process, the pho-
ton count Ii contributed from particle i at position (xi, yi, zi) = (xi(t), yi(t), zi(t))
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is determined by the relative position of the particle to the MDF, centered
around (xj, yj, zj = 0) and modeled by a 2D/3D Gaussian function (N&B/sFCS)
with structure parameter S. The MDF model takes the geometry of the acqui-
sition relative to the particle plane into account (see fig. 4.3), i.e. diffusion and
acquisition in xy-plane (zi = zj = 0) for N&B, diffusion in yz-plane (xi = 0)
and scanning in x-direction (yj = y0, zj = z0) for sFCS,
N&B:

Ii(xj, yj, 0, t) = ε τp exp
(
−2(xi − xj)2 + (yi − yj)2

ω2
0

)
, (4.70)

sFCS:

Ii(xj, y0, z0, t) = ε τp exp
(
−2

x2
j + (zi − z0)2

ω2
0

− 2(yi − y0)2

S2ω2
0

)
. (4.71)

Remark: Instead of further discretizing each pixel and integrating the MDF
in scanning direction over the pixel, the intensity Ii is calculated at a fixed
position (xj, yj, zj). This approximation works well for small pixel sizes, i.e
sufficient sampling of the MDF.

• The total photon count I in a scanned pixel at (xj, yj, zj) is given by the
superposition of the contributions Ii of all particles, drawn from a Poissonian
distribution that accounts for the detection shot noise:

I(xj, yj, zj, t) = POI
(

N∑
i=1

Ii(xj, yj, zj)
)
. (4.72)

• For each particle i, the displacement to the new position (xi(t+ τp), yi(t+ τp))
(for N&B, (yi(t+ τp), zi(t+ τp)) accordingly for sFCS) is drawn from a standard
normal distribution SND(µ, σ) with mean µ = 0 and standard deviation (SD)
σ =

√
2Dτp:

(xi(t+ τp), yi(t+ τp)) = (xi(t), yi(t)) +
(
SND

(
0,
√

2Dτp
)
, SND

(
0,
√

2Dτp
))

.

(4.73)

In addition to single-color implementations, dual-color simulations of ccN&B and
sFCCS were implemented containing two optionally binding particle species with
total (bound and unbound) particle numbers Ng, Nr and diffusion coefficients Dg,
Dr. A number Ngr of bound particles diffusing together with diffusion coefficient Dgr

was set. Furthermore, 2fsFCS and 2fsFCCS were simulated with two parallel lines
scanned one after the other in one or two channels with a separation d.
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Figure 4.3: Sketch of the acquisition geometry in sFCS and N&B. A: In sFCS
line scans in x-direction through the center of the yz-plane are acquired. Diffusion is
simulated in a 2D plane (yz-plane), the focal volume is elongated in z. For N&B, diffusion
and image acquisition are simulated in the xy-plane, the focal volume is elongated in z.

4.4 FFS analysis software
In order to analyze FFS measurements and simulated data, several software packages
were implemented in MATLAB for the following methods:

• pFCS and dual-color FCCS
• sFCS, sFCCS, 2fsFCS, and 2fsFCCS perpendicular to the membrane
• spectral sFCCS (see section 4.11)
• N&B, ccN&B and spectral N&B
• FCA/TIFCA (see section 4.10, together with Salvatore Chiantia)
• iMSD for line- and frame acquisition (not part of this thesis)
• SPIM-FCS (not part of this thesis)
• pCF analysis for confocal line scan or light sheet imaging data (not part of this

thesis)

Furthermore, a script that calculates statistical properties of SPT trajectories obtained
from analysis with the Fiji plugin TrackMate was implemented.

4.5 sFCS simulations
The sFCS analysis code was first tested on simulated data. In all cases, sFCS analysis
resulted in correct parameter estimates (figs. 4.4, 4.5). For sFCS (one-focus scanning
in one color) (fig. 4.4A) the diffusion coefficient was calculated from the diffusion
time determined by fitting the 2D diffusion model eq. 4.46 to the ACF. For 2fsFCS a
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global fit to the two ACFs and the two-focus CCF was performed, directly resulting
in parameter estimates for the diffusion coefficient, particle concentration, lateral
focus waist and structure parameter (fig. 4.4B). The sFCCS diffusion coefficients were
calculated from determined diffusion times (fig. 4.5). The relative cross-correlation
was calculated from the determined particle numbers according to eqs. 4.40.

Figure 4.4: Simulation of sFCS and 2fsFCS. A: ACF, fit function (solid line), and fit
residuals from analysis of an sFCS simulation. The ACF was averaged from four simulations
of 400, 000 lines each with D = 0.2µm2/s, ω0 = 0.2µm, S = 3.5 and 1000 particles in the
simulation box (10µm× 10µm). B: ACFs and two-focus CCF, fit functions (solid lines)
and residuals for 2fsFCS. The CFs were averaged from four simulations of 2× 200, 000 lines
with D = 0.4µm2/s, ω0 = 0.25µm, S = 3.5, 500 particles in the box, i.e. a concentration
of 5 particles/µm2, and line separation d = 300 nm. Parameter estimates were correctly
obtained from globally fitting eqs. 4.46, 4.47 to the CFs.

To test 2fsFCCS, a simulation with different waists in the green and red channel
(ω0,g = 0.2µm, ω0,r = 0.25µm) was analyzed, simulated with 80% of bound particles
(fig. 4.5B). Due to the larger focal volume in the red channel, the amplitude of
the ACF in the red channel was lower than the one in the green channel, i.e. more
particles were detected in the red channel on average. A global fit to all 16 CFs
resulted in correct estimates of the two waists and diffusion coefficients of all species.
The relative cross-correlation differed between both channels. The average amplitude
ratio of the red ACFs to the dual-color CCFs, Gr(0)/Ggr(0) = 0.87, was higher than
the ratio calculated with the amplitudes of the green ACFs, Gg(0)/Ggr(0) = 0.71.
This fits the expectation that for a fraction of red particles, a green partner was not
detected due to the larger observation volume in the red channel. Thus, the fraction
of red particles being in a complex (given by Gg(0)/Ggr(0)) was lower than the
fraction of detected green particles being in a complex with red particles (given by
Gg(0)/Ggr(0)). However, the average relative cross-correlation matched the expected
value of 80%.
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Figure 4.5: Simulation of sFCCS and 2fsFCCS. A: Single-channel ACFs (red/green),
dual-color CCF (blue), fit functions (solid lines), and residuals for sFCCS. The CFs
were obtained from a single simulations of 200, 000 lines with ω0 = 0.2µm, S = 3.5,
Dg = Dr = Dgr = 0.5µm2/s, Ng = Nr = 500, and Ngr = 200 particles in the box. Fitting
a 2D diffusion model (eq. 4.46) independently to the CFs resulted in correct estimates of
the diffusion coefficients (calculated from diffusion times) and the relative cross-correlation
(eq. 4.40). B: CFs of 2fsFCCS, averaged from four simulations. 2 × 200, 000 lines were
simulated with Dg = Dr = Dgr = 0.4µm2/s, Ng = Nr = 500 particles in the box of which
400 particles each were bound and ω0,g = 0.2µm, ω0,r = 0.25µm. The line separation was
d = 300 nm. Six of the 16 calculated CFs are plotted. Left: Channel ACFs (green/red) in
focus one and two-focus CCFs in each channel (blue: channel one, purple: channel two).
Right: Dual-color CCF in focus one (blue) and dual-color-two-focus CCF (purple). A global
fit model (solid lines) of eqs. 4.46, 4.47, 4.48 was fitted to the CFs with free fit parameters
Dg, Dr, Dgr, cg, cr, cgr, ω0,g, ω0,r.

4.6 N&B simulations

A series of N&B simulations was performed to test the influence of molecular
parameters on brightness estimates and their statistical accuracy. N&B analysis of
simulated data resulted in correct determination of the molecular brightness (fig.
4.6A), calculated by averaging brightness values of all pixels. Of note, the average
brightness values obtained from the analysis were around half of the brightness
parameters set in the simulations. This corresponds to a γ-factor of 0.5, as expected
for 2D diffusion in the xy-plane of the MDF (see section 4.1.2). Brightness parameters
Bsim on the x-axis of figs. 4.6, 4.7 were corrected by this factor, i.e. show the
MDF averaged brightness that is also obtained by the analysis. To assess the
statistical accuracy of determined brightness values B, the SNR was calculated,
SNR = B/SD(B), where the SD was calculated from brightness values of all pixels.
The SNR increased linearly with increasing molecular brightness (fig. 4.6D). Varying
the number of particles in the box with fixed brightness parameter resulted in
constant brightness and SNR values (fig. 4.6B,E).
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Figure 4.6: Simulation results for N&B with varying molecular parameters.
A,D: N&B simulation with varying molecular brightness from around 5 − 40 kHz, D =
1µm2/s, and 200 particles in the simulation box. The determined brightness values (A,
blue points) were close to the expected values (Bsim), as shown by the linear fit (red line),
giving a slope of 0.94± 0.03 (95% confidence intervals (CIs)). The SNR of brightness values
(D) shows a linear scaling (linear regression in red) with the molecular brightness. B,E:.
Brightness values (B) and SNR (E) obtained for N&B simulations with particle number
Nsim,total in the box varying from 200 to 8000, D = 1µm2/s, and a brightness of 20 kHz
(dashed line). C: Determined brightness values for N&B simulations with varying diffusion
coefficients in the range of 10−3 − 10µm2/s, pixel dwell times of 25µs and 100µs, 200
particles in the box, and brightness of 10 kHz.

An important parameter when setting up the N&B acquisition experimentally is
the diffusion coefficient of the particles. Fig. 4.6C shows the determined brightness
values for particle dynamics simulated with diffusion coefficients in the range of
10−3-10µm2/s. For slow diffusion dynamics, brightness values were strongly underes-
timated since the total acquisition time was too short to sample sufficient number
fluctuations due to diffusive motion (see also section 4.9.4). For example, for particles
diffusing with D = 0.01µm2/s (corresponding to τd = 1 s) and acquisition with
τp = 100µs (∼ 0.1 s frame time/ ∼ 10 s acquisition time for 100 frames, i.e. only 10
times higher than the diffusion time) the brightness was 36% lower than expected.
Increasing the acquisition time relative to the diffusion time reduced this bias (e.g.
< 1% error for D = 1µm2/s, corresponding to τd = 10 ms and thus 1000 times higher
acquisition than diffusion time). For a fixed diffusion coefficient, higher acquisition
times can be achieved via increasing the pixel dwell time, the number of frames,
or by pausing in between frame scans for a few seconds, which was applied in the
investigation of APLP1 (chapter 2.1).
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Figure 4.7: Simulation results for N&B with varying acquisition parameters.
A,B: Brightness values and corresponding SNR values from N&B simulations with varying
pixel dwell time τp, a brightness of 10 kHz (dashed line in A), 200 particles in the box,
and D = 1µm2/s. C,D: Determined brightness (C) and SNR (D) from N&B simulation
as described in (A), analyzed with varying frame number. Error bars show the SD of the
pixel brightness distribution.

In order to further investigate the influence of the acquisition settings, additional
simulations were performed. Varying the pixel dwell time yielded a constant molecular
brightness (fig. 4.7A) for sufficiently fast diffusion dynamics (here D = 1µm2/s). Of
note, this was obtained after dividing the raw brightness values (in photon counts per
molecule and dwell time) by the respective pixel dwell time. The raw brightness values
were proportional to the pixel dwell time, as expected from eq. 4.51 since a higher
pixel dwell time generates more integrated photon counts from each molecule. For this
reason, higher pixel dwell times led to higher SNR, with a square root dependence of
the SNR on the dwell time (fig. 4.7B). Similarly, increasing the number of frames
improved the accuracy of the brightness quantification. Low frame numbers (i.e.
reduced total acquisition time, see also section 4.9.4) led to underestimation of the
absolute brightness, e.g. around 10% lower brightness for 50 frames (fig. 4.7C). In
addition, the SNR increased with a square root dependence on the frame number
(fig. 4.7D), as observed for the pixel dwell time. Hence, the SNR is determined by
the total measurement time: e.g. doubling the frame number with half the dwell time
does not improve the SNR. Generally the pixel brightness distributions were fairly
broad (see fig. 4.7C), showing that N&B is not capable of accurately measuring the
brightness in a single pixel, but rather requires averaging over a sufficient number of
pixels in a region of interest.
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4.7 Experimental test of the sFCS implementation
Throughout this and the following sections, quantities in the text are given as
mean±SD unless otherwise noted. The number of measurements, e.g. on different
cells or GUVs, is given as n. Box plots indicate median values and whiskers ranging
from minimum to maximum values.

4.7.1 sFCS on GUVs
In order to test the implementation of the sFCS analysis experimentally, sFCS and
pFCS measurements were acquired on the same sample. More in detail, GUVs were
produced with a lipid composition that exhibits sufficiently fast diffusion dynamics
allowing a direct comparison of sFCS and pFCS parameter estimates on the same
GUV. To this aim, pFCS measurements were performed on top of GUVs, followed by
sFCS lateral scanning through GUV membranes (fig. 4.8). To test sFCS and 2fsFCS,
both acquisition types were carried out at two different sides of the same GUV.

Figure 4.8: Sketch of FCS measurements on GUVs. Schematic of pFCS/sFCS
acquisitions performed on GUVs (right-hand side). sFCS and 2fsFCS measurements were
acquired laterally across GUV membranes, pFCS measurements on top of GUVs. The
image on the right-hand side is a confocal image of GUVs, composed of 30% cholesterol
and 70% 1,2-dioleoyl-sn-glycero-3-phosphocholine (DOPC), containing 0.002% Bodipy FL
C12-HPC. Scale bar is 50µm.

Exemplary CFs of sFCS and 2fsFCS measurements are shown in fig. 4.9A,B. By
fitting 2D diffusion models (eqs. 4.12, 4.46) to the CFs, the particle number N and
diffusion time τd were obtained for pFCS and sFCS (fig. 4.9C,D). For 2fsFCS, N and
τd were calculated from the concentration, diffusion coefficient, and waist obtained
from a global fit (eqs. 4.46, 4.47). Due to the different sample orientation relative
to the focal volume, the ratio of particle numbers in sFCS (diffusion in yz-plane)
relative to pFCS (diffusion in xy-plane) is expected to be equal to the structure
factor S for a homogenous dye concentration in the GUV membrane (fig. 4.8A).
Indeed, the obtained average ratios of 5.4± 1.3 (sFCS, n = 7) and 6.3± 2.1 (2fsFCS)
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were close to the experimental value of S = 5.0, calibrated by pFCS measurements
on AF488 in water. In contrast, diffusion times from pFCS and sFCS are expected to
be comparable. However, obtained sFCS diffusion times, 1.0± 0.3 ms, were ca. 30%
lower than in pFCS, 1.4± 0.1 ms. The difference was most likely caused by the fast
diffusion dynamics, i.e. diffusion times that were only 4-5-fold the time resolution of
sFCS (sFCS: ca. 236µs, 2fsFCS: ca. 473µs), precluding an accurate fit of eq. 4.46
to the CFs. For 2fsFCS the situation was improved by the spatial CCF which is
governed by the diffusion from one focus to the other causing a peak at larger lag
times compared to the decay time of the ACFs. However, 2fsFCS acquisition on the
given microscope was restricted to 100, 000 frames, limiting the SNR of the CFs and
thus the statistical accuracy of the parameter estimates. For comparison to sFCS,
an average diffusion time of τd = 1.4± 0.5 ms was calculated from the determined
2fsFCS diffusion coefficients and the average waist, w0 = 0.21 ± 0.05µm. Overall,
given the mentioned limitations, sFCS analysis led to results comparable to pFCS,
showing the successful implementation of the sFCS methods.

Figure 4.9: FCS measurements on GUVs. A: ACF obtained from sFCS measurement
across GUVs, as shown in fig. 4.8. 500, 000 lines were acquired with a scan time of 236.36µs
and 300 nm pixel size. Solid line shows fit of eq. 4.46 to the ACF, resulting in fit parameters
given in the box with 95% CIs. B: CFs from 2fsFCS measurement of 2 × 100, 000 lines
with scan time of 472.73µs and pixel size of 340 nm. Solid lines show fit curves obtained
from a global fit (eqs. 4.46, 4.47) with fit parameters given in the box. The structure factor
was fixed to S = 5, as obtained from pFCS calibration on AF488. C,D: Particle numbers
(C) and diffusion times (D) from pFCS, sFCS and 2fsFCS on seven GUVs.
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Furthermore, an experimental test of brightness analysis of sFCS data was performed.
To this aim, GUVs containing either single- or double-labeled Bodipy FL lipids
(Bodipy FL C12-HPC/2xBodipy FL C11-PC) were prepared and sFCS measurements
acquired on both samples (fig. 4.10A,B). While similar diffusion times were obtained
in both cases (fig. 4.10C), the obtained brightness was significantly higher on the
double-labeled GUVs (fig. 4.10D). Nevertheless, the obtained ratio of 1.6± 0.2 was
lower than the expected value of 2. This indicates suboptimal labeling of the lipids,
i.e. not all lipids in the double-labeled sample may have carried two dye labels.

Figure 4.10: Brightness analysis of sFCS measurements on GUVs. A,B: ACFs
obtained from sFCS across GUVs containing 32% cholesterol, 68% sphingomyelin and
0.002% Bodipy FL C12-HPC (A) or 2xBodipy FL C11-PC (B). 400, 000 lines were acquired
with a scan time of 945.54µs and 200 nm pixel size. Solid lines show fit curves obtained by
fitting eq. 4.46 to the ACFs, resulting in fit parameters given in boxes with 95% CIs. C,D:
Diffusion times (C) and brightness values (D) obtained from n = 10/8 measurements in
each sample. The brightness was obtained by dividing the mean photon count rate by the
determined particle number.

4.7.2 sFCS on the plasma membrane of living cells
To check its applicability to living cells sFCS was performed on the PM of HEK
293T cells expressing mp-mEYFP. sFCS and 2fsFCS measurements on the same cell
resulted in similar estimates of diffusion coefficient and protein concentration (fig.
4.11). The minor differences (around 25%) were most likely caused by heterogeneities
or residual photobleaching.
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Figure 4.11: sFCS measurements in living cells. A: ACF of sFCS on mp-mEYFP in
the PM of HEK 293T cells. 200, 000 lines were acquired with a line time of 472.73µs. Solid
line shows fit of eq. 4.46. Fit parameters are given in the box with 95% CIs. Concentration
and diffusion coefficient were calculated using ω0 obtained from 2fsFCS. B: CFs of 2fsFCS
on the same cell. 100, 000 frames were acquired with 945.45µs frame time. A global fit of
eqs. 4.46, 4.47 to the CFs was performed, resulting in parameter estimates given in the box.

In addition, sFCCS was tested on living cells. Therefore, sFCCS was performed on
cells co-expressing mp-mEYFP and mp-mCard (negative cross-correlation control)
or mp-mCard-mEYFP hetero-dimers (positive cross-correlation control). To avoid
spectral cross-talk, an ALEX acquisition scheme was used. From the amplitudes of
the obtained CFs (fig. 4.12), the relative cross-correlation was calculated (eq. 4.41).
On average, a negligible cross-correlation (rel.cc = 0.05±0.04, n = 8) was obtained in
the negative control. In contrast, the positive control showed a high cross-correlation
of 0.55 ± 0.11 (n = 8). In the latter sample, the same particle numbers would
be expected if all hetero-dimers contained fluorescent mEYFP and mCard units.
Nevertheless, the amplitude of the ACF in the mCard channel was on average around
three times higher than the ACF amplitude in the mEYFP channel. This observation
suggests a ca. three-fold lower fraction of fluorescent mCard compared to mEYFP,
similar to a previous study investigating hetero-dimers of mEGFP and monomeric
red fluorescent protein (mRFP)/-mCherry (Foo et al., 2012), and motivated the work
in chapter 2.3. The therein characterized fluorescence probabilities of around 60%
for mEYFP and 24% for mCard agree well with the sFCCS results. Nevertheless,
the relative cross-correlation calculated using eq. 4.41 was still fairly high, since the
majority of fluorescent mCard units were bound to a fluorescent mEYFP, and only
few fluorescent mCard units had a non-fluorescent mEYFP partner.

137



Appendix

Figure 4.12: sFCCS measurements in living cells. A: CFs of sFCCS measurement
in PM of HEK 293T cells, co-expressing mp-mEYFP and mp-mCard. 300, 000 lines were
acquired with alternated excitation of 488 nm and 561 nm lasers and 472.73µs line time. Eq.
4.46 was fitted to all CFs (green/red: ACF in mEYFP/mCard channel, blue: CCF). B: CFs
of sFCCS on HEK 293T cells expressing mp-mCard-mEYFP hetero-dimers, acquired with
the same settings. C: Box plots of relative cross-correlation values of sFCCS measurements
(n = 8) on cells expressing mp-mEYFP and mp-mCard (neg.) and mp-mCard-mEYFP
hetero-dimers (pos.), calculated according to eq. 4.41.

As shown in chapter 2.3, a larger fraction of fully fluorescent hetero-dimers improves
the SNR of the FCCS CCF. Therefore, the identified superior red FP mCherry2
and mCherry were tested in sFCCS measurements on membrane-anchored hetero-
dimers with mEGFP. Compared to mCard, both mCherry2 and mCherry showed
amplitudes that are closer to the one in the mEGFP channel (fig. 4.13A,B). On
average, Gg(0)/Gr(0) ratios of 0.85± 0.12 and 0.66± 0.12 (median± SD, n = 34/33)
were obtained for mp-mCherry2-mEGFP/mp-mCherry-mEGFP hetero-dimers (fig.
4.13C), in agreement with the detected fluorescence probabilities (mEGFP: ∼ 75%,
mCherry2: ∼ 65%, mCherry: ∼ 45%). The relative cross-correlation, however, was
similar for mCherry2 and mCherry containing hetero-dimers. While mCherry2 con-
taining hetero-dimers showed a higher fraction (Ggr(0)/Gr(0)) of mEGFP in fully
fluorescent dimers (since more mEGFP units had a fluorescent red partner), mCherry
containing hetero-dimers had a higher fraction of red FP units with a fluorescent
mEGFP partner (measured by Ggr(0)/Gg(0)). Due to the higher fluorescence proba-
bility of mCherry2, the latter fraction was reduced by the presence of more fluorescent
mCherry2 units having no fluorescent mEGFP partner.
The larger diffusion times measured in the red channel (fig. 4.13A,B) suggest a larger
red observation volume, which additionally affects the amplitude ratios. As discussed
by Foo et al. (2012), this and further factors such as FRET can be taken into account
for a more accurate quantification of biomolecular interactions using FCCS.
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Figure 4.13: sFCCS measurements with mCherry and mCherry2. A,B: CFs of
sFCCS measurements in PM of HEK 293T cells expressing mp-mCherry-mEGFP (A) or
mp-mCherry2-mEGFP hetero-dimers (B). 250, 000 lines were acquired with alternated
excitation of 488 nm and 561 nm and 472.73µs line time. Eq. 4.46 was fitted to all CFs
(green/red: ACF in mEGFP/mCherry(2) channel, blue: CCF). C: Box plots of amplitude
ratios for measurements described in (A)/(B), obtained from 33 (mCherry)/34 (mCherry2)
sFCCS measurements in three independent experiments.

It should be emphasized that sFCS is not only applicable to model membranes or
culture cells, but can also be used to investigate membrane protein dynamics in living
multicellular systems, e.g. living embryos. As an example, sFCS measurements were
performed on the peripheral membrane protein Disks large homolog 1 (DLG-1)-1 in
the hypodermis of C.elegans embryos, around 7 h after fertilization (see fig. 4.14).
The measured diffusion time of 80 ms corresponds to a diffusion coefficient of around
0.2µm2/s, which is a reasonable value for a membrane protein in a cellular PM.
More accurate values could be obtained with 2fsFCS, which was not possible on the
given experimental setup.

Figure 4.14: sFCS measurements in living C.elegans embryo. A: Image of DLG-
1-mRFP in hypodermis of living C.elegans embryo, around 7 h after fertilization. Yellow
arrow indicates sFCS line scan of 250, 000 lines, acquired with ∼ 1 ms line time. Scale bar is
5µm. B: Corresponding ACF of sFCS measurement. Solid line shows fit of a 2D diffusion
model (eq. 4.46).

Generally, sFCS on the PM of living cells has several geometric limitations. In the
derivation of the sFCS fit function, eq. 4.46, it is assumed that fluorophores diffuse
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in a plane perpendicular to the scan path, i.e. the membrane is modeled as a flat,
elongated sheet. This assumption can be challenged by three factors: i) nanoscopic
membrane curvature leading to a larger effective area of the (curved) membrane in
the focal volume and thus underestimation of diffusion dynamics, ii) microscopic
curvature as encountered for very flat cells, iii) tilted membranes, i.e. membranes
that appear to be flat but are not perpendicular to the scan path. Such geometric
properties are strongly cell type dependent. HEK 293T cells seem to be well suited,
showing ∼ 10µm axial elongation of the (sometimes tilted) PM at cell-cell contacts
and cell edges (fig. 4.15A,B). In contrast, Madin-Darby canine kidney II (MDCK II)
or COS-7 cells are very flat at cell borders (axial elongation of 1 . µm and high
curvature) and only appear suitable at cell-cell contacts where the axial height is a
few µm (fig. 4.15C,D).
In addition to these constraints, membrane shape fluctuations may contribute to
fluorescence intensity fluctuations, causing a displacement (e.g. by 10 s of nm) of
multiple fluorophores diffusing in the membrane on cell type specific time scales (e.g.
< s-scale) (Monzel et al., 2015).

Figure 4.15: Axial elongation of adherent culture cells. A-D: Confocal images (xy)
and orthogonal sections (right: yz; bottom: xz) from z-stacks of HEK 293T (A,B), MDCK
II (C) and COS-7 cells (D) expressing mp-mEGFP. Orthogonal cross-sections are plotted
along the indicated lines. Image stacks were acquired with ∆z = 0.5µm and 0.1µm lateral
pixel size. Scale bars are 10µm (A,B) or 10µm (xy) and 6µm (yz/xz) for (C,D).
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4.8 Supplementary data related to APLP1
The high fraction of non-fluorescent states for the red FP mCard that was detected
in sFCCS measurements on mp-mCard-mEYFP heterodimers was also observed in
ccN&B measurements on APLP1 at cell-cell contacts of HEK 293T cells. At these
sites, normalized brightness values measured in the mEYFP and mCard channel are
expected to be similar due to the symmetry of the system. Nevertheless, brightness
distributions of APLP1-mEYFP (fig. 4.16A,C) showed much higher values than the
distributions obtained for APLP1-Card (fig. 4.16B,D) in the absence and presence of
zinc ions. The values differed by a factor of ca. 3-4 (e.g. median values of 8.2 and 2.2
for APLP1-mEYFP/-mCard in zinc ion conditions), which is similar to the ca. 3-fold
lower fraction of fluorescent states of mCard compared to mEYFP inferred from
sFCCS. The even lower fluorescent fraction in the APLP1 experiments indicates that
the location of the mCard tag (e.g. C- or N-terminally fused) may affect its folding
efficiency.

Figure 4.16: Brightness analysis of APLP1-mEYFP and APLP1-mCard clus-
ters. A,B: Normalized brightness histograms of APLP1-mEYFP (A) and APLP1-mCard,
obtained from ccN&B measurements on cell-cell contacts of HEK 293T cells (see chapter 2.1
for details) in the absence of zinc. Brightness values were normalized to the average bright-
ness obtained from mp-mEYFP/mCard. C,D: Normalized brightness histograms obtained
from ccN&B measurements on the same samples (C: APLP1-mEYFP, D: APLP1-mCard)
after 30 min incubation with 50µM ZnCl2. All data were pooled from 12 measurements in
two independent experiments.
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4.9 Artifacts in FFS measurements
The following sections discuss a range of artifacts that may occur in any kind of FFS
measurement. Potential correction schemes are presented in the context of sFCS and
N&B, but equally apply to other FFS techniques.

4.9.1 Photobleaching
A major perturbation in FFS measurements is photobleaching, the irreversible
off switching of fluorophores. Photobleaching affects the accuracy of parameters
measured by FFS in several ways. At high laser powers, in-focus bleaching can occur,
turning off fluorophores before they diffuse out of the focal volume und thus reducing
obtained diffusion times. This artifact is usually more pronounced for slowly diffusing
molecules, which spend more time in the focal volume and are individually longer
exposed to the highest laser power in the center of the focus. At low laser powers and
fast dynamics, in-focus bleaching is usually negligible. A useful strategy to check for
in-focus bleaching is to measure at different laser powers and compare the obtained
diffusion times.
When measuring in confined compartments such as the PM, depletion of fluorophores
occurs, causing a long-term decay of the fluorescence signal and severe distortions
of the CF (fig. 5 in chapter 2.2, fig. 4.17B). At low laser powers, this effect can be
corrected for since each fluorophore diffuses many times through the focal volume
before it bleaches. Thus, the short-term fluctuations of the signal are still dominated by
diffusion. As proposed by Ries et al. (2009b), the long-term decay of the fluorescence
signal F (t) can be fitted with a multi-exponential function,

f(t) =
∑
i

aiexp(bit) , (4.74)

and corrected according to the following transformation:

F (t)c = F (t)√
f(t)/f(0)

+ f(0)(1−
√
f(t)/f(0)) . (4.75)

As shown by sFCS simulations (fig. 4.17), this procedure correctly recovers the ACF
of an unperturbed signal. Most importantly for molecular brightness measurements,
the correction also improves the estimate for the number of fluorophores and thus
(at least partially) corrects for bleaching of oligomers and the associated decay in
variance (fig. 4.17E).
An alternative framework to correct long-term instabilities such as photobleaching or
slow oscillations of FCS data was presented by Baum et al. (2014), who proposed to
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crop low frequency components of the FCS intensity trace in Fourier space. To this
aim, the Fourier spectrum of an unperturbed measurement (e.g. of a dye in solution)
is taken as a reference and the Fourier spectrum of a perturbed measurement cropped
according to the Fourier envelope of the unperturbed spectrum (see figs. 4.20, 4.21
in section 4.9.3). In more detail, the envelope of the unperturbed spectrum was first
calculated with a moving window i along the frequency axis from window mean µ
and SD:

ei = µi + 3 SDi . (4.76)

Then, an empirical model function given by

funperturbed(ν) = a1exp(−k1ν) + a2exp(−k2ν) + a3exp(−k3ν) (4.77)

was fitted to this envelope. Afterwards, an envelope function f(ν) = bfunperturbed(ν)
proportional to this model function was fitted to the Fourier spectrum of the pertubed
measurement. Finally, the amplitudes of this spectrum were cropped to the values
of f(ν) and the spectrum transformed back to time domain for subsequent FCS
analysis.

Figure 4.17: Depletion correction of simulated sFCS data. A: Intensity traces of
sFCS simulations with variable bleaching strength (i.e. bleached fraction at the end of the
acquisition) of 0% (p = 0) to 80% (p = 0.8). Solid lines show double-exponential fit (eq.
4.74 with i = 2). B: ACFs of sFCS traces shown in A. The inlet shows ACFs of time traces
corrected with eq. 4.75. C,D: Diffusion time τd (C) and particle number N (D) obtained by
fitting eq. 4.46 to bleaching corrected and non-corrected ACFs. E: Molecular brightness of
simulated monomers (M) and dimers (D), obtained by sFCS analysis with (c.) and without
(n.c.) bleaching correction for simulations with 50% (p = 0.5) or no bleaching (p = 0).
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To analyze the suitability of the Fourier approach to correct for photobleaching, it
was implemented and evaluated at multiple bleaching strengths. As a reference, the
Fourier spectrum of a bleaching-free simulation was used. Although Fourier corrected
ACFs were much less distorted than non-corrected curves (fig. 4.18), deviations from
the non-bleached case were still observed. At 50% bleaching, the diffusion time was
overestimated by around 20% (fig. 4.18B) and the number underestimated by around
30% (fig. 4.18C).

Figure 4.18: Fourier based depletion correction of simulated sFCS data. A:
ACFs of Fourier corrected (FF) and non-corrected simulated sFCS measurements at
variable bleaching strength of 0% (p = 0) to 80% (p = 0.8). B,C: Diffusion time τd and
particle number N obtained by fitting eq. 4.46 to the ACFs shown in A.

For N&B, bleaching is more difficult to correct for. The boxcar filter described in
chapter 2.2 reduces the additional variance of the signal due to a long-term decay.
Thus, as shown by Hellriegel et al. (2011), it can be used to filter bleaching of
immobile background. Nevertheless, it does not correct for the decay in variance
when higher oligomers are bleached. In contrast to bleaching of monomers, in which
the number of molecules that are still detectable decays but their brightness remains
constant, the brightness for higher oligomers that are exposed to bleaching decays
over time. This can severely bias oligomerization measurements (Hur et al., 2014).
Unfortunately, the correction presented above for sFCS is not applicable to moment
based methods such as N&B, since it falsely amplifies the detector part of the total
variance.
In the presented investigations (chapters 2.1 to 2.3), potential bias by photobleaching
was controlled by evaluating the brightness values of the sliding segments of the
boxcar filter. If these values decay over time, interpolation of the brightness as a
function of segment number can be used to obtain an estimate of the initial brightness
before bleaching. However, this procedure only works for low or moderate bleaching
strength since the apparent brightness of the first segments may be amplified by a
residual decay of signal even within short segments.
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4.9.2 Background

In cellular systems background fluorescence is often present and can significantly
bias FFS measurements. If background fluorescence is emitted by mobile bright
molecules that show fluctuations on a similar time scale as the species of interest, a
two-component fit model may be used. On the other hand, if diffusion of background
molecules is either much faster (e.g. fluorophores in the cytoplasm for a protein of
interest at the membrane) or they are immobile, their fluorescence can be considered
as an uncorrelated signal, since corresponding fluctuations average out for the slow
sampling of the acquisition or are not present at all. This is typically encountered in
sFCS measurements, in which the intracellular background fluorescence contributes
an approximately constant offset to the measured fluorescence intensity and thus only
to the denominator of eq. 4.42, thereby reducing the ACF amplitude. In this case,
the average pixel background signal 〈Fbg〉 can be subtracted from the uncorrected
membrane fluorescence Fu(t) (see fig. 4.19):

F (t) = Fu(t)−m〈Fbg〉/2 . (4.78)

Here, m is the number of pixels containing membrane signal. The factor 1/2 takes
into account that intracellular background is only present on one side of the PM.
If photobleaching is present, the time-dependent background should be subtracted.
Immobile background in the membrane is much more difficult to correct for, but is
often quickly bleached at the beginning of the sFCS acquisition. For FFS in 3D, an
immobile fraction (e.g. a fraction of a cytoplasmic protein of interest binding to a
large, immobile structure) may bleach much slower, but can be inferred from the
decay kinetics of the signal (Skinner et al., 2008).
As shown in fig. 4.19, intracellular background signal strongly biases the Gaussian
fit that is applied in sFCS analysis to identify the pixels containing the membrane
fluorescence. This can be compensated by including a sigmoid or step function in
the fit model. In the example, an sFCS measurement on a GPMV, around 30%
background was present inside the vesicle. This caused a more than 3-fold lower
diffusion time, ca. 5-fold higher particle number and around 30% lower molecular
brightness compared to the background corrected analysis (sigmoid fit and eq. 4.78).
Of note, selection of a smaller region of interest (ROI) containing only few background
pixels (ROI 2) only partially improved the analysis.

In many cases background originates rather from the presence of many dim molecules
(e.g. autofluorescence), whose contribution to the correlation term can be neglected.
This is typically encountered in the cell cytoplasm and may be taken into account by
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measuring the average background signal from cells that do not express the protein
of interest and subtracting this signal from the fluorescence measured on the protein
of interest (in a spot for pFCS or in each pixel for N&B). Alternatively, spectral
filtering (see section 4.11) can be used to directly subtract background signals. This
is advantageous if background decays due to bleaching or varies from cell to cell.
However, a constant background emission spectrum that still has to be measured in
a non-expressing sample is required for this approach.

Figure 4.19: Background correction of sFCS measurements. A: Kymograph of
sFCS on mp-2xmEGFP in a GPMV budding from a living HEK 293T cell. The GPMV
membrane is located at pixel 100. Pixels inside the GPMV (right side) show significant
background signal. Several ROIs were selected for sFCS analysis: ROI 1 (orange) includes the
membrane and background, ROI 2 (red) contains the membrane and only few background
pixels, ROI 3 (blue) is the same as ROI 1, but contains a subregion ROI bg (blue, dashed)
of background pixels only. B: Fits of time-averaged lateral intensity profile for the different
ROIs. For ROI 1 and 2, a Gaussian fit was performed, for ROI 3 a sum of a Gaussian and
a sigmoid function was fitted to the intensity profile. C: Intensity time trace obtained by
summation of the pixels within ±2.5SD of the Gaussian fit for each ROI. For ROI 3, the
background signal of ROI bg was subtracted according to eq. 4.78. D: ACFs calculated for
the three intensity traces. E: Diffusion time (left), particle number (center) and molecular
brightness (right), obtained by fitting a 2D diffusion model (eq. 4.46) to the ACFs.

4.9.3 Instabilities
FFS measurements in living cells often suffer from instabilities, caused by movement
of the whole cell, sub-cellular structures (e.g. filopodia, intracellular vesicles), or
membrane shape fluctuations (e.g. in GPMVs). In most cases, such instabilities appear
as a peak or sudden change of the fluorescence intensity, increasing the amplitude
of the ACF and/or brightness (e.g. a vesicle containing many fluorophores appears
as a single, very bright particle). In more subtle cases, non-fluorescent structures
(e.g. organelles not containing fluorophores) may (partially) enter the focal volume,
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causing a drop in the fluorescence signal and, depending on its localization relative
to the focal volume and dynamics, an increase or decrease of the ACF amplitude.
The most common way to deal with such fluctuations is to analyze a measurement
in short segments, as discussed in chapter 2.2 for both FCS and N&B (boxcar filter).
This allows to i) effectively filter long-term fluctuations causing intensity changes on
timescales longer than the segment time and ii) remove segments that show clear
instabilities of the intensity and ACFs or brightness values that deviate from the ones
obtained for the majority of segments. Nevertheless, segment-wise analysis raises two
important issues. First, segments of short size suffer from statistical limitations that
can strongly bias parameter estimates (see next section). Second, removing segments
manually may be biased by the user. Therefore, more sophisticated filtering schemes
have been developed based on automatic segment selection (Ries et al., 2010a) or
Fourier filtering (Baum et al., 2014). Generally, segment-wise analysis works well as
long as instabilities are sparse. In doubt, unstable measurements should be removed
completely from further analysis.

Figure 4.20: Fourier analysis of sFCS intensity traces. A,B: Fluorescence time
series of two sFCS measurements on mp-mEGFP in HEK 293T cells. C,D: Fourier spectra
(blue diamonds, shown for frequencies below 5 Hz), Fourier envelopes (red dots, from eq.
4.76) and envelope fit (solid red line, from eq. 4.77) of the fluorescence time series in A/B.

Fourier filtering (see section 4.9.1 for details) is based on the observation that unstable
measurements are characterized by higher amplitudes of low frequency components
(fig. 4.20). Cropping these amplitudes using Fourier spectra of stable measurements
attenuates long-term intensity fluctuations. This procedure was tested on sFCS data
acquired on HEK 293T cells expressing mp-mEGFP. Five measurements with visible
instabilities were Fourier filtered before sFCS analysis using the Fourier envelope
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of stable measurements lacking high Fourier amplitudes at low frequencies (fig.
4.20A). Then, diffusion times and molecular brightness values were compared to
estimates without filtering and the values obtained on stable measurements. The
filtering successfully removed major distortions of the ACFs (fig. 4.21B) and resulted
in strongly reduced diffusion times and brightness values (fig. 4.21C,D). However,
compared to parameter estimates from stable measurements, a 40% higher diffusion
time (28 ms to 17 ms) and 20% higher brightness were obtained on average. This
indicates that the Fourier filter does not fully remove the effect of instabilities and
should thus be combined with segment-wise filtering.

Figure 4.21: Fourier filtering of sFCS measurements. A: Fourier spectrum (blue
diamonds, shown for frequencies below 5 Hz) of sFCS intensity trace measured on mp-
mEGFP. The envelope function (orange solid line) calculated from four stable measurements
(by averaging the Fourier envelopes and fitting eq. 4.77) was fitted to the Fourier envelope
(red dots). Fourier amplitudes were cropped to the values of the fitted envelope function.
The inset shows the intensity time trace before (top) and after Fourier filtering (bottom).
B: ACFs obtained from sFCS analysis of Fourier filtered (FF) and non-corrected time
series (inset in A) for the measurement described in A. C,D: Box plots of diffusion times
(C) and molecular brightness values (D) from five unstable measurements analyzed with
(FF) or without Fourier filtering (no FF) and five stable measurements (control).

A major difficulty of the Fourier approach is that a reference spectrum is always
required. To this aim, Baum et al. (2014) used Fourier spectra measured on mEGFP
in glycerol solutions with a glycerol concentration adjusted to match the diffusion
coefficient of mEGFP in the cytosol of cells. For measurements on membrane proteins,
showing much higher diffusion times (e.g. tens of ms rather than a few hundred µs),
this approach is not feasible. Furthermore, diffusion times of a protein of interest
are not known a priori if no stable measurements are available. As a first approach,
Fourier spectra of mp-mEGFP, which is routinely measured as a monomeric reference
and usually does not suffer substantially from instabilities, may be used (4.20A).
However, this protein is only anchored to one leaflet of the PM and thus diffuses
faster than transmembrane proteins. In order to test whether the faster diffusion
biases sFCS parameter estimates after Fourier filtering, we compared the diffusion
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times of Influenza A virus hemagglutinin (HA) (tagged with mEGFP, see chapter
2.3) obtained with and without mp-mEGFP based Fourier filtering on a measurement
lacking visible instabilities. Applying the filtering the diffusion time of HA was 27 ms,
compared to 41 ms without filtering. Thus, the potential bias by the faster diffusion
of mp-mEGFP (τd = 17 ms) appears to be smaller than 30%, considering that the
filtering may have also removed minor instabilities that were not visible by eye.

Besides the above-mentioned instabilities, movement of the whole cell may be an
issue. Lateral movement in sFCS is effectively corrected. Nevertheless, lateral or
vertical cell movement may result in changes of the angle between the membrane and
the scan path, which is not taken into account in the sFCS fit model. This geometric
constraint likely contributes to the variability of parameters estimated for diffusion
or brightness when comparing multiple cells in the same sample. For (cc)N&B,
cell movement is not inherently corrected. To overcome this limitation, an image
alignment algorithm (described in chapter 2.1) that corrects for lateral shifts of the
cell was applied before performing the (cc)N&B calculations. The alignment requires
sufficient sampling of the MDF, i.e. pixel sizes below 100 nm, to avoid sudden changes
of the intensity in a pixel. Without alignment correction, pixels in the periphery of a
structure (e.g. a membrane section) may only contain fluorescence for part of the
measurement time and thus give biased brightness values (Trullo et al., 2013).

4.9.4 Statistical Limitations
As described in the previous section, FFS data are often analyzed in segments in
order to filter long-term instabilities. However, this procedure can severely bias
parameters estimates because of statistical limitations. To obtain correct parameter
estimates from an FCS measurement, the total measurement time (or segment length
for segment-wise analysis) should be ca. a factor 1000 higher than the diffusion
time of the particles. Shorter measurement times (or segment lengths) cause severe
distortions of the CF that are recognizable as a characteristic negative dip at large
lag times (fig. 4.22A). At a measurement time of 100τd, the diffusion time from
an sFCS simulation was underestimated by ca. 30% (fig. 4.22B) and the number
overestimated by around 15% (fig. 4.22C). Generally, the bias was stronger for the
diffusion time. Correspondingly, the brightness was underestimated (fig. 4.22D).
Nevertheless, relative brightness ratios were preserved (fig. 4.22E), as long as both
oligomeric species had the same ratio of total measurement time (or segment length)
and diffusion time. Interestingly, experimental data (fig. 4.23) showed a stronger
dependence of τd on the segment length than simulations (fig. 4.22), probably because
analysis with very long segments is additionally biased by long-term fluctuations in
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the experimental system.
In the sFCS experiments presented in this thesis, the full sFCS time traces were
typically divided in 10-20 segments. For a measurement time of 5 min, a minimum
factor of 1000τd would be obtained for diffusion times of up to 30 ms (for 10 segments).

Figure 4.22: Segment-wise analysis of simulated sFCS data. A: Average ACFs of
sFCS simulation of 400, 000 lines with ω0 = 0.2µm, D = 0.2µm2/s (i.e. τd = 0.05 ms),
S = 3.5, and 1000 particles in the box, analyzed in segments of variable length T for
T = 10, 100 or 1000τd. B,C: Diffusion time τd (B) and particle number N (C) obtained
from segment-wise analysis ranging from T = 10τd to T = 2000τd. Error bars show
SDs for four simulations with the same set of parameter. D,E: Molecular brightness
(D) and brightness ratios (E) from analyzing sFCS simulations as described in (A) run
with brightness parameter ε (monomer) or 4ε (tetramer), in segments of variable length.
Brightness ratios were calculated by dividing the determined molecular brightness values
of monomer and tetramer for the same segment length.

Figure 4.23: Segment-wise analysis of sFCS measurements. A: ACFs of sFCS
measurement on HEK 293T cells expressing mp-2x-mEGFP, analyzed in 2, 20 or 200
segments, i.e. T ≈ 60, 600 or 6000τd. The sFCS acquisition consisted of 400, 000 lines,
measured with a line time of 472.73µs. B,C: Diffusion time τd (B) and particle number N
(C) obtained from sFCS analysis with different segment length T .
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Finally, the effect of the boxcar filter (described in chapter 2.2) on the N&B quantifica-
tion was investigated by simulating N&B measurements on oligomers, i.e. monomers
to tetramers, with constant particle number and diffusion coefficient, but brightness
proportional to the oligomer size. The simulations revealed that small boxcar sizes
(e.g. 5 frames, corresponding to an acquisition time of 0.13 s, i.e. 13τd) caused up
to 25% lower than expected brightness values (fig. 4.24A) due to the insufficient
sampling of number fluctuations (i.e. diffusion events) in only a few frames. This sta-
tistical effect is equivalent to the bias in segment-wise sFCS analysis (fig. 4.22), where
a lower brightness was also obtained for short segments. It has to be considered when
determining absolute brightness values and particle concentrations experimentally
via N&B: small boxcar sizes will underestimate the brightness and thus overestimate
the particle number. In most applications relative brightness ratios are determined as
a measure of oligomerization of a protein of interest. As shown in fig. 4.24B, relative
brightness ratios were determined correctly even for small boxcar sizes, as long as
the size (i.e. the ratio of boxcar time and diffusion time) was kept constant for all
samples. Thus, the statistical bias does not effect the quantification of oligomeric
states by brightness normalization, as already shown for sFCS (fig. 4.22E).

Figure 4.24: Boxcar filter analysis of simulated N&B data. A: Brightness from
N&B simulations (N = 200 particles in the box, D = 1µm2/s, i.e. τd = 0.01 s, τp = 32µs,
i.e. 0.13 s frame time) of oligomers ranging from monomers (brightness 10 kHz) to tetramers
(brightness around 40 kHz), analyzed with a boxcar filter of varying boxcar size. B: Relative
brightness obtained from boxcar filter analysis, calculated by normalizing the brightness
values obtained for the oligomers to the monomer brightness value determined with the
same boxcar size. Dashed lines show expected (normalized) brightness values.
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4.10 FCA and TIFCA

Brightness analysis of N&B data is based on temporal mean and variance of the
fluorescence signal, i.e. the first and second moment of the photon count distribution.
Thus, two independent parameters can be obtained: the mean number of particles
and their average molecular brightness. For a mixture of different oligomeric species,
the average brightness obtained by eq. 4.54 does not reflect the true molecular
composition of the sample. In order to resolve multiple species, more sophisticated
statistical methods have been developed. In the PCH approach (Chen et al., 1999)
different models (e.g. monomers and dimers with unknown numbers) are fitted
to the photon count distribution and evaluated based on how well they fit the
histogram. This method requires a sufficient SNR, i.e. sufficiently long acquisition
times, temporal stability, and low particle numbers. Furthermore, the resolvability
of a mixture strongly depends on the brightness ratio of the species (Müller et al.,
2000). Species with only small differences in brightness are particularly difficult to
resolve. A drawback of PCH analysis is the lack of a statistical criterion predicting
the number of species that can be resolved. Without any assumption, each species is
characterized by two free parameters (particle number and molecular brightness).
Resolving two unknown species would thus require to determine four independent
parameters reliably.
Such a statistical criterion is provided by the related FCA technique, developed
by Müller (2004). This method analyzes factorial cumulants of the photon count
distribution. For a species of N fluorophores having a molecular brightness ε, the
r-th factorial cumulant is given by

κ[r] = γrε
rN , (4.79)

where γr is the r-th γ-factor of the MDF (e.g. γ2 in eq. 4.20),

γr =
∫
d3~r (MDF(~r))r∫
d3~r MDF(~r) . (4.80)

FCA uses the fact that cumulants of the sum of statistically independent variables
are given by the sum of the cumulants of the individual variables. Thus, for a mixture
of s species, κ[r] is given by

κ[r] = γr
s∑
i=1

εriNi . (4.81)
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The factorial cumulants of a photon count distribution k can be calculated from its
moments (mean 〈k〉 and higher moments 〈∆kj〉 for j > 2), e.g.:

κ[1] = 〈k〉 , (4.82)
κ[2] = 〈∆k2〉 − 〈k〉 , (4.83)
κ[3] = 〈∆k3〉 − 3〈∆k2〉+ 2〈k〉 , (4.84)
κ[4] = 〈∆k4〉 − 6〈∆k3〉 − 3〈∆k2〉2 + 11〈∆k2〉 − 6〈k〉 . (4.85)

Notably, Müller (2004) derived a framework to estimate the statistical accuracy of
the factorial cumulants. Their variance can be expressed as a function of regular
cumulants κj . For example, the variance of the first two factorial cumulants, sampled
with n data points, reads

Var[κ[1]] = 1
n
κ2 , (4.86)

Var[κ[2]] = 2
n

(κ2 + 2κ2
2 − 2κ3 + κ4) . (4.87)

The expressions for the higher order cumulants can be found in Müller (2004). The
regular cumulants κj are again a function of the moments, e.g.:

κ1 = 〈k〉 , (4.88)
κ2 = 〈∆k2〉 , (4.89)
κ3 = 〈∆k3〉 , (4.90)
κ4 = 〈∆k4〉 − 3〈∆k2〉2 . (4.91)

Finally, the relative error of each factorial cumulant can be calculated:

δκ[r] = SD[κ[r]]
κ[r]

=

√
Var[κ[r]]
κ[r]

. (4.92)

The FCA framework allows to determine n independent parameters by fitting a
suitable model (generally given by eq. 4.81) to the first n factorial cumulants of the
photon count distribution. The number n of statistically reliable cumulants is given
by the number of cumulants with a relative error smaller than 1. The quality of the
fit is judged by the reduced χ2,

χ2 =
∑r0
r=1

(k[r]−κ[r])2

Var[k[r]]

(r0 − p)
, (4.93)
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where k[r]/κ[r] are the experimental/theoretical cumulants, r0 the number of cumulants
used in the fit and p the number of free fit parameters in the model.

The implementation of the FCA approach was first tested on sFCS simulations.
Therefore, two independent simulations of monomers and tetramers were analyzed
individually and summed up to simulate a two species mixture of monomers and
tetramers. FCA yielded four (monomers) or five (tetramers) statistically reliable
factorial cumulants (fig. 4.25C,D). Single species models were fitted to the cumulants,
giving a brightness ratio of around 4 and similar particle numbers (fig. 4.25A,B), as
expected. To investigate whether the monomer-tetramer mixture can be resolved,
several models of putative mixtures (e.g. monomer-dimer, monomer-trimer, monomer-
tetramer or dimer-tetramer) were fitted to the cumulants and the reduced χ2 values
evaluated (fig. 4.26). Among all tested models, a monomer-tetramer mixture resulted
in the best fit (χ2=1.4), with similar particle numbers for both species. Of note,
models of more than two components collapsed to two species, i.e. the particle number
of one species (e.g. dimers in a monomer-dimer-tetramer mixture) was effectively
zero.

Figure 4.25: Cumulant analysis of simulated sFCS data. A,B: Cumulants κ[r] (red
diamonds) of sFCS simulation of monomers (A) and tetramers (B) diffusing in a 2D plane.
Solid blue lines show fit to a single species model resulting in estimates for the particle
number N and molecular brightness ε, given in arbitrary units. The analysis recovers the
expected brightness ratio, ε4/ε1 = 4.09 and particle number (Nsimulation = 1.57). C,D:
Relative errors of cumulants for the described sFCS simulations. The monomer simulation
yields four, the tetramer simulation five cumulants with a relative error smaller than 1
(black line).
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Figure 4.26: Cumulant analysis of simulated oligomer mixture. Cumulants κ[r]
(red diamonds) of sFCS simulation of mixed monomers and tetramers, fitted with different
models (solid blue lines). In the fitting routine, the monomer brightness was fixed to
the value obtained for the pure monomer simulation. Fit parameters for the number of
monomers (M)/dimers (D)/trimers (Tr) or tetramers (Tetra) are given in boxes. Reduced
χ2 values indicate that a monomer-tetramer model best fits the cumulant data.

In order to perform FCA of experimental data, two issues have to be addressed. First,
the detector noise characteristics have to be calibrated. Second, the γ-factors of the
experimental MDF need to be calibrated. These often deviate from the theoretical
values of a 2D or 3D Gaussian model (Wu et al., 2013).
To calibrate the detector noise, the analysis described in section 4.2.3 has to be
extended to characterize higher moments of the detector noise. To this aim, pFCS
measurements on AF488 were performed at different laser powers and the offsets of
the moments (normalized by the mean) were calculated from a linear interpolation.
For truly Poissonian noise, the following moments are expected:

〈∆k3〉p = 〈∆k2〉p = 〈k〉 , (4.94)
〈∆k4〉p = 〈k〉(1 + 3〈k〉) . (4.95)

On different microscope setups, different offset values were calculated, all higher
than expected for Poissonian noise (see fig. 4.27). For example, the third moment
was 6% (laser scanning microscope (LSM) 880) or 20% (LSM 780) higher than the
mean (fig. 4.27B). The same values were obtained by analyzing higher order CFs, in
analogy to fig. 4.2B. To correct the FCA calculations, the determined incremental
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moments of the detector noise were subtracted from the moments of the photon count
distribution when calculating the (factorial) cumulants according to eqs. 4.83-4.85,
4.89-4.91.

Figure 4.27: Detector calibration for cumulant analysis. A,B: Box plots of relative
variance 〈∆k2〉/〈k〉 (A) and third moment 〈∆k3〉/〈k〉 (B) of photon count distributions
obtained from pFCS measurements on AF488 with varying laser powers and on two different
microscopes (Zeiss LSM 780/880). Six measurements were performed at each laser power.
Solid lines show linear regressions.

Figure 4.28: Cumulant analysis of pFCS measurements on AF488. A: Factorial
cumulants (left column) and relative errors (right column) of 2nd to 4th order as a function of
binning time T , obtained from a pFCS measurement on AF488 (FCS: N = 0.8, τd = 29µs),
acquired for 2.5 min. B: First three factorial cumulants (red diamonds) obtained from pFCS
measurements in AF488 dilution series. At each concentration three measurements were
performed. A single species model (solid line, eq. 4.79) was globally fitted to the cumulants
(binned to T = 12.2µs), with γ2, γ3 and molecular brightness as free fit parameters. For
the particle number, a single fit parameter was used and the relative concentrations were
fixed according to the dilution ratios. Obtained fit parameters are given in the box. For
the particle number of the stock solution, N = 41 was obtained.
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To determine the γ-factors, pFCS measurements on AF488 were performed at different
laser powers or concentrations (e.g. in subsequent dilutions of 1:2) and cumulants
(up to 3rd or 4th order depending on the relative error) were fitted globally with
the γ-factors as free fit parameters (fig. 4.28). To improve the SNR, the time series
acquired with a time resolution of 1.53µs were binned by a factor of 4-8, i.e. keeping
the binning time T still below the diffusion time of around 30-40µs. Depending
on the concentration of AF488, three (for N � 1) or four (for N ≈ 1) factorial
cumulants were obtained with a relative error smaller than 1, in line with previous
studies (Müller, 2004). The results of a single dilution series fitted to third order
(for T = 12.2µs) are shown in fig. 4.28B. From multiple dilution experiments,
γ2 = 0.22 and γ3 = 0.18 were determined on average. The γ2 value differs from
the theoretical value of a 3D Gaussian MDF (γ2,3DG ≈ 0.35, γ3,3DG ≈ 0.19). The
resulting particle number (renormalized by respective dilution factors) and molecular
brightness (N = 41, ε = 7.2 kHz) agreed well with the parameters obtained from
pFCS (N = 40, ε = 7.3 kHz) in the undiluted solution.

Finally, the applicability of FCA to experimental sFCS data was explored. To this
aim, factorial cumulants were calculated for sFCS measurements performed on mp-
mEGFP or mp-2x-mEGFP in the PM of living HEK 293T cells, on two different
microscopes (LSM 780/880). The two microscopes differed in the detector noise
characteristics (see fig. 4.27) and detection efficiency (ca. two-fold higher molecular
brightness of AF488 on LSM 880 compared to 780 at the same excitation power). To
filter instabilities or long-term intensity fluctuations (e.g. due to photobleaching),
FCA calculations were performed segment-wise. Segments were manually evaluated
based on the ACFs and cumulants of all clean segments were averaged. Laser powers
were chosen to keep photobleaching below 25%. For all measurements maximally
three factorial cumulants with relative error < 1 were obtained (fig. 4.29B,D). On the
LSM 780 time binning was required and three reliable cumulants were never observed
for mp-mEGFP (data not shown), i.e. a monomeric FP at the PM, in contrast to the
LSM 880 that showed lower relative errors. Overall, the relative errors were around
one order of magnitude higher than the values for in vitro measurements on AF488
under ideal conditions, i.e. N ≈ 1 (see fig. 4.28A, measured on LSM 780). This is
likely due to the different geometry in sFCS, causing higher particle numbers, and the
limited available molecular brightness, since photobleaching restricts the excitation
power. Unfortunately, the superiorly performing LSM 880 instrument only recently
became available. Therefore, a quantitative cumulant analysis of sFCS could not be
realized yet. The high relative errors indicate that meaningful fitting to the third
factorial cumulant of live cell data requires a model that includes time binning. For
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point measurements, such an extension, TIFCA, was presented by Wu and Müller
(2005). It benefits from the fact that the relative errors of factorial cumulants show a
minimum for binning times larger than the diffusion time of the particles. In order to
apply TIFCA to sFCS, higher order binning functions will have to be derived for the
particular sFCS geometry. In addition, elimination of the detector noise correction
by time-shifted analysis may improve the precision of the analysis (Hennen et al.,
2019a,b) and reduce relative errors.
In principle, three cumulants will be sufficient to resolve a two species mixture at the
PM if one parameter, e.g. the monomer brightness or the fluorescence probability,
is fixed by additional measurements. Once the theoretical framework is formulated,
further experiments containing controllable mixtures (e.g. single- and double-labeled
lipids in GUVs) will be required to evaluate the ability to determine two mixed species
experimentally, e.g. by fitting different models as shown for simulated sFCS data
(fig. 4.26). The presence of oligomeric species showing a higher molecular brightness
than monomeric FPs may further improve the SNR.

Figure 4.29: Cumulant analysis of sFCS measurements in living cells. A,C:
Second (A) and third (C) factorial cumulants as a function of binning time T , obtained
from two sFCS measurements each in living HEK 293T cells expressing mp-mEGFP (880
#1/2) or mp-2x-mEGFP (780 #1/2) at two different microscopes (Zeiss LSM 780/880).
Measurements were acquired for ∼ 4 min with 403.2µs (880) or 472.73µs (780) line time at
the same laser power. Data points are connected by lines for better visibility. B,D: Relative
error of second (B) and third (D) factorial cumulant for described sFCS measurements as
a function of binning time T .
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4.10.1 Distinguishing oligomeric species via protein
concentration

In some cases, different oligomeric species of a protein can be resolved by evaluating
the molecular brightness as a function of protein concentration (or number). The
concentration can be calculated from the mean intensity of an FCS or N&B mea-
surement and the calibrated monomer brightness, giving the number of monomers
corresponding to the number of proteins present. Normalization by the focal volume
allows to calculate the concentration in physical units. In fig. 4.30A the oligomeric
state of eukaryotic fusion failure protein 1 (EFF-1), a transmembrane glycoprotein,
is shown as a function of monomer number, measured via sFCS in GPMVs. The
oligomeric state depended on the local protein concentration, with monomers at
low numbers (N . 50) and trimers at high numbers (N & 500). At intermediate
concentrations brightness values were between 1 and 3, indicating the presence of
multiple species, e.g. a monomer-trimer mixture. Although this mixture cannot be
specified per se, the fraction of monomers and trimers can be calculated assuming
a mixture of only monomers and trimers. This generally allows to determine the
dissociation constant kd of an equilibrium model.
The average brightness of a monomer-j-mer mixture is according to eq. 4.54:

〈ε〉 =
ε21[M ] + ε2j [J ]
ε1[M ] + εj[J ] . (4.96)

The fraction of proteins (in units of monomers) that are bound in j-mers is

θ = [Mj]
[Mtot]

= j[J ]
[M ] + j[J ] . (4.97)

For simplicity, the empirical model

θ([Mtot]) = 1
1 + k

[Mtot]
, (4.98)

containing a single parameter k is used. At a concentration [Mtot] = k, half of all
monomers that are present would be bound in trimers, the other half would be free
monomers. Combining eqs. 4.96-4.98 leads to

〈ε〉 =
ε21 + ε2j

[Mtot]
jk

ε1 + εj
[Mtot]
jk

, (4.99)
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which can be directly fitted to experimental brightness data. For EFF-1 k = 103µm−2

was obtained after normalization by the effective area Aeff = πω0z0 ≈ 1.1µm2 of
the focal volume. Two EFF-1 mutants with a single point mutation in the trimer
interface, hypothesized to have a lower oligomerization tendency, resulted in a ca.
10-fold higher k. Of note, the reference proteins mp-mEGFP, mp-2x-mEGFP did
not show a concentration dependent brightness (fig. 4.30B), furthermore suggesting
that the behavior observed for EFF-1 is protein specific. In order to confirm the
monomer-trimer model for EFF-1, e.g. exclude the presence of dimers or higher order
oligomers instead of trimers, TIFCA analysis of EFF-1 sFCS data may provide a
useful tool.
A more accurate fit model than the empirical model (eq. 4.99) presented here could
incorporate such information and can be derived from a third order association
equilibrium model.

Figure 4.30: Concentration dependence of molecular brightness from sFCS
measurements. A: Oligomerization of EFF-1-mEGFP (wild type protein) and mutants
EFF-1-P174G-mEGFP, EFF-1-P183L-mEGFP as a function of protein number (in units
of monomers), measured using sFCS in GPMVs of HEK 293T cells. The oligomerization
was calculated from the normalized molecular brightness and the fluorescence probability,
calibrated using a monomeric and dimeric reference (mp-mEGFP, mp-2x-mEGFP). Data
points were binned in 20 logarithmically spaced bins on the horizontal axis. Solid lines
show fits to an empirical monomer-trimer model (eq. 4.99 with ε1 = 1, j = εj = 3), giving
kwt = 110, kP174G = 939, kP183L = 749. B: Oligomerization of reference proteins as a
function of protein number.

4.11 Spectral sFCCS
Conventionally, the number of different fluorophores that can be detected by FCS is
limited by the overlap of their emission and excitation spectra, causing cross-talk
or cross-excitation. Furthermore, usage of a wide range of the optical spectrum and
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multiple laser lines may induce optical artifacts, e.g. reduced cross-correlation of
fluorophores excited in the blue and far red part of the optical spectrum due to
chromatic shifts.
An approach which circumvents this limitation is fluorescence lifetime correlation
spectroscopy (FLCS), presented by Böhmer et al. (2002). Using time-correlated
single photon counting (TCSPC) detection and statistical filtering (Enderlein and
Erdmann, 1997), spectrally strongly overlapping fluorophores are discriminated
by their different lifetime patterns. This techniques was successfully realized with
(mostly) organic dyes to distinguish multiple dye species or detect fast molecular
transitions, e.g. on the ns timescale (Ghosh et al., 2018, Kapusta et al., 2012). To
separate species their lifetime decays must be sufficiently different, which is often
not the case for FPs. Therefore, Benda et al. (2014) recently presented spectral FCS,
which combines the mathematical framework of FLCS and hyperspectral detection to
discriminate overlapping fluorophores based on their spectral patterns. This method
was demonstrated on in vitro mixtures of Atto 488 and Oregon Green 488 dyes, and
recently implemented with RICS acquisition to perform cross-talk free measurements
on FPs in the cytoplasm of living cells (Schrimpf et al., 2018).
The foundation of spectral FCS is the theoretical framework of FLCS (Böhmer et al.,
2002):
The fluorescence signal in spectral channels j at time t is a linear combination of the
normalized fluorescence spectra pkj of the n species:

Ij(t) =
n∑
k=1

wk(t)pkj , (4.100)

where wk(t) is the contribution of species k at time point t. Eq. 4.100 is a set of linear
equations where Ij(t) is measured and the spectra pkj calibrated a priori. If photon
detection in each channel obeys Poissonian statistics, it can be shown (Enderlein and
Erdmann, 1997) that the contributions wk(t) can be calculated by

wk(t) =
N∑
j=1

fkj Ij(t) , (4.101)

with the filter functions (or photon weights) fkj given by

fkj =
([
M̂TDM̂

]−1
M̂D

)
jk
. (4.102)

Here, the matrix elements areMjk = pkj andD is a diagonal matrix:D = diag[〈Ij(t)〉−1],
i.e. diagonal elements 1/〈Ij(t)〉.
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The CFs of the k-th with the l-th species (ACFs: k = l, CCFs: k 6= l) are then given
by

Gkl(τ) = 〈w
k(t)wl(t+ τ)〉
〈wk(t)〉〈wl(t)〉 =

∑N
i=1

∑N
j=1 f

k
i f

l
j〈Ii(t)Ij(t+ τ)〉∑N

i=1
∑N
j=1 f

k
i f

l
j〈Ii(t)〉〈Ij(t)〉

. (4.103)

In order to apply spectral FCS to membrane proteins in living cells, it is here combined
with sFCCS. Therefore, standard sFCCS line acquisition was performed, but the
fluorescence signal detected in multiple (up to 32) spectral channels simultaneously
using the Lambda mode functionality of the Zeiss GaAsP detectors. Spectral patterns
of different FPs were measured on cells expressing only one FP (fig. 4.31) using the
same excitation and detection settings.

Figure 4.31: Fluorescence spectra and spectral filters in spectral three-species
sFCS. A: Emission spectra of mEGFP, mEYFP, and mCherry2 measured on HEK 293T
cells expressing one of the three FPs anchored to the PM, excited with 488 nm and 561 nm
excitation. B: Corresponding filter functions calculated from one measurement on cells
expressing all three FPs using eq. 4.102.

To demonstrate the feasibility of spectral sFCCS, measurements on cells expressing
mEGFP, mEYFP, and mCherry2 independently at the PM and cells expressing
mEYFP and mCherry2-mEGFP hetero-dimers, both anchored to the PM (see fig.
4.32), were performed. In the first sample, no cross-correlation is expected for all
FP pairs. In the latter sample, a cross-correlation between mEGFP and mCherry2
should appear, while the other pairs should not show cross-correlation. On both
samples spectral sFCCS measurements were acquired for ∼ 4 min with 488 nm
and 561 nm excitation. The fluorescence was detected from 499 to 696 nm in 22
spectral bins of ∼ 9 nm width. From the amplitudes of the CFs (fig. 4.32C,D), the
relative cross-correlation (eq. 4.41) was calculated (see fig. 4.32E). In the sample
containing independently expressed FPs, low average cross-correlation values were
obtained for all three FP pairs (rel.cc.G−Y = 0.08± 0.08, rel.cc.G−C = 0.05± 0.08,
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rel.cc.Y−C = 0.04 ± 0.05, n = 6). On the other hand, in the cells expressing mp-
mCherry2-mEGFP hetero-dimers, a high cross-correlation of 0.51±0.03 was obtained
for mEGFP and mCherry2. In contrast, cross-correlation values calculated for the
other two pairs were very low (rel.cc.G−Y = 0.04 ± 0.04, rel.cc.Y−C = 0.07 ± 0.06,
n = 6). The very low cross-correlation measured in the absence of interactions
demonstrates the successful decomposition of the fluorescence emitted by the three
FPs despite strong spectral overlap (e.g. for mEGFP and mEYFP). The remaining
cross-correlation of a few percent is most likely caused by residual membrane dynamics
rather than insufficient spectral decomposition. This is indicated by the measured
diffusion times. For example, an average diffusion time of ∼ 140 ms was obtained
from the CCF of mEGFP and mEYFP, i.e. around ten times the diffusion times in
the single channels. On the contrary, the diffusion time of the CCF of mp-mCherry2-
mEGFP hetero-dimers, τd = 17 ± 5 ms was similar to the diffusion times of the
independently expressed FPs at the PM (around 15 ms).

Figure 4.32: Spectral three-species sFCCS in living cells. A,B: Decomposed
fluorescence signals of spectral sFCCS measurements (300, 000 lines with 806.4µs line
time) on HEK 293T cells expressing mp-mEGFP, mp-mEYFP, and mp-mCherry2 (A)
or mp-mCherry2-mEGFP and mp-mEYFP (B) at the PM. C,D: CFs (green/yellow/red:
ACFs in mEGFP/mEYFP/mCherry2 channel, purple/blue/grey: CCFs of mEGFP-
mEYFP/mEGFP-mCherry2/mEYFP-mCherry2) of spectral sFCCS measurements de-
scribed in (A)/(B). Solid lines show fits of a 2D diffusion model (eq. 4.46) to the CFs.
Bottom panels show fit residuals. The relative cross-correlation (cc) calculated using eq.
4.41 is given in boxes (G=mEGFP, Y=mEYFP, C=mCherry2). E: Box plots of relative
cross-correlation obtained for six spectral sFCCS measurements in both samples.
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As discussed in recent work presenting spectral RICS, the presence of spectrally
overlapping fluorophores reduces the SNR of the CFs (Schrimpf et al., 2018). This
issue is particularly crucial when the concentrations of two species differ substantially.
In future work, the limitations of spectral sFCCS will be further explored, also in
the context of multiplexing oligomerization measurements via molecular brightness
analysis of decomposed species. In addition, the successful decomposition of three
species may allow to detect higher order interactions, e.g. ternary protein interactions,
in the PM of living cells via analysis of higher order CFs. So far, such approaches were
limited to in vitro samples and organic dye labeling (Heinze et al., 2004, Ridgeway
et al., 2012a,b). Moreover, four-color sFCCS should become possible by exploring
fluorophores that possess suitable spectral properties and fill the gap between mEYFP
and mCherry2. Finally, combination of multiple detection schemes (e.g. lifetime and
spectral information) may truly enable multicolor FFS investigations.
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