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Preface 

This dissertation is prepared and submitted in accordance with the guidelines for the degree of Doctor 

of Philosophy in Faculty of Science (Discipline Geoecology) at the University of Potsdam, Germany. The 

Ph.D. study was under the supervision of Prof. Dr. Michael Rode (Helmholtz Centre for Environmental 

Research – UFZ) and Prof. Dr. Gunnar Lischeid (University of Potsdam/Leibniz Centre for Agricultural 

Landscape Research – ZALF). The study was carried out at UFZ. 

The study was mainly funded by the Chinese Scholarship Council (CSC) for a period of four years (No. 

201506710068) and partially supported by the Department of Aquatic Ecosystem Analysis and 

Management (ASAM), UFZ.  

The dissertation is presented as an accumulation of three peer-reviewed publications, including a 

general Introduction and a general Discussion as Chapter 1 and Chapter 5, respectively. Chapters 2 – 4 

present the three peer-reviewed manuscripts and are slightly modified from the three original 

publications as detailed below: 

Chapter 2 Yang, X., Jomaa, S., Zink, M., Fleckenstein, J. H., Borchardt, D., & Rode, M. (2018), A new 

fully distributed model of nitrate transport and removal at catchment scale, Water 

Resources Research, 54(8), 5856-5877. https://doi.org/10.1029/2017WR022380. 

Chapter 3 Yang, X., Jomaa, S., Büttner, O., & Rode, M. (2019), Autotrophic nitrate uptake in river 

networks: A modeling approach using continuous high-frequency data, Water Research, 

157, 258-268. https://doi.org/10.1016/j.watres.2019.02.059. 

Chapter 4 Yang, X., Jomaa, S., & Rode, M. (2019), Sensitivity analysis of fully distributed 

parameterization reveals insights into heterogeneous catchment responses for 

catchment water quality modeling, Water Resources Research, 55, 10935-10953. 

https://doi.org/10.1029/2019WR025575. 

The catchment nitrate model (mHM-Nitrate) developed from this study is an open-source software, 

following the GNU General Public License. The source code of the mHM-Nitrate model (v2.0) is publically 

accessible (Yang, X., & Rode, M. (2020), A Fully Distributed Catchment Nitrate Model - mHM-Nitrate v2.0. 

Zenodo. https://doi.org/10.5281/zenodo.3891629).    

https://doi.org/10.1029/2017WR022380
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Abstract 

Water quality in river systems is of growing concern due to rising anthropogenic pressures and climate 

change. Mitigation efforts have been placed under the guidelines of different governance conventions 

during last decades (e.g., the Water Framework Directive in Europe). Despite significant improvement 

through relatively straightforward measures, the environmental status has likely reached a plateau.  A 

higher spatiotemporal accuracy of catchment nitrate modeling is, therefore, needed to identify critical 

source areas of diffuse nutrient pollution (especially for nitrate) and to further guide implementation of 

spatially differentiated, cost-effective mitigation measures. On the other hand, the emerging high-

frequency sensor monitoring upgrades the monitoring resolution to the time scales of biogeochemical 

processes and enables more flexible monitoring deployments under varying conditions. The newly 

available information offers new prospects in understanding nitrate spatiotemporal dynamics. 

Formulating such advanced process understanding into catchment models is critical for model further 

development and environmental status evaluation. This dissertation is targeting on a comprehensive 

analysis of catchment and in-stream nitrate dynamics and is aiming to derive new insights into their 

spatial and temporal variabilities through the new fully distributed model development and the new 

high-frequency data.  

Firstly, a new fully distributed, process-based catchment nitrate model (the mHM-Nitrate model) is 

developed based on the mesoscale Hydrological Model (mHM) platform. Nitrate process descriptions 

are adopted from the Hydrological Predictions for the Environment (HYPE), with considerable improved 

implementations. With the multiscale grid-based discretization, mHM-Nitrate balances the spatial 

representation and the modeling complexity. The model has been thoughtfully evaluated in the Selke 

catchment (456 km2), central Germany, which is characterized by heterogeneous physiographic 

conditions. Results show that the model captures well the long-term discharge and nitrate dynamics at 

three nested gauging stations. Using daily nitrate-N observations, the model is also validated in 

capturing short-term fluctuations due to changes in runoff partitioning and spatial contribution during 

flooding events. By comparing the model simulations with the values reported in the literature, the 

model is capable of providing detailed and reliable spatial information of nitrate concentrations and 

fluxes. Therefore, the model can be taken as a promising tool for environmental scientists in advancing 

environmental modeling research, as well as for stakeholders in supporting their decision-making, 

especially for spatially differentiated mitigation measures. 



 

VIII 
 

Secondly, a parsimonious approach of regionalizing the in-stream autotrophic nitrate uptake is proposed 

using high-frequency data and further integrated into the new mHM-Nitrate model. The new 

regionalization approach considers the potential uptake rate (as a general parameter) and effects of 

above-canopy light and riparian shading (represented by global radiation and leaf area index data, 

respectively). Multi-parameter sensors have been continuously deployed in a forest upstream reach and 

an agricultural downstream reach of the Selke River. Using the continuous high-frequency data in both 

streams, daily autotrophic uptake rates (2011-2015) are calculated and used to validate the 

regionalization approach. The performance and spatial transferability of the approach is validated in 

terms of well-capturing the distinct seasonal patterns and value ranges in both forest and agricultural 

streams. Integrating the approach into the mHM-Nitrate model allows spatiotemporal variability of in-

stream nitrate transport and uptake to be investigated throughout the river network. 

Thirdly, to further assess the spatial variability of catchment nitrate dynamics, for the first time the fully 

distributed parameterization is investigated through sensitivity analysis. Sensitivity results show that 

parameters of soil denitrification, in-stream denitrification and in-stream uptake processes are the most 

sensitive parameters throughout the Selke catchment, while they all show high spatial variability, where 

hot-spots of parameter sensitivity can be explicitly identified. The Spearman rank correlation is further 

analyzed between sensitivity indices and multiple catchment factors. The correlation identifies that the 

controlling factors vary spatially, reflecting heterogeneous catchment responses in the Selke catchment. 

These insights are, therefore, informative in informing future parameter regionalization schemes for 

catchment water quality models. In addition, the spatial distributions of parameter sensitivity are also 

influenced by the gauging information that is being used for sensitivity evaluation. Therefore, an 

appropriate monitoring scheme is highly recommended to truly reflect the catchment responses. 
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Chapter 1: Introduction 

1.1. Problem statement 

Water quality in river systems is of growing concern due to rising anthropogenic pressures and climate 

change. Among others, diffuse source (mainly from agriculture) has become one of the main causes 

blaming for eutrophication in fresh and coastal waters, especially for nitrogen pollution. In the European 

Union (EU), agriculture contributes 50-80% of the total nitrogen load and is the main pollution source in 

most regions and catchments (EEA, 2005). For instance, agricultural diffuse source affects 79% of water 

bodies in Germany (the Water Information System for Europe – WISE, last accessed on June 13th, 2019). 

After implementation of multiple directives (e.g., the Nitrate Directive and the Urban Waste Water 

Treatment Directive in 1991, and Water Framework Directive – WFD in 2000), considerable 

management efforts have been in place and significant improvement has been achieved. However, large 

proportion of surface waters (ca. 60%) has not yet reached the environmental “good status”, and diffuse 

sources have likely remained at a constant level (EEA, 2005, 2018). Such bottleneck problem has likely 

been encountered after the implementation of relatively straightforward measures; further 

improvement will only be possible by much more costly actions (Reusch et al., 2018). This gives a rise to 

the need for cost-effective, on-farm mitigation measures, which intend to target on critical source areas 

(CSAs) of diffuse pollution (EEA, 2005; Collins et al., 2014; Refsgaard et al., 2019). Therefore, to further 

mitigate the fresh water eutrophication and to achieve the environmental objectives of governance 

conventions (e.g., the WFD in EU), advanced scientific knowledge should be formulated and be available 

for different governance levels (EEA, 2012; Collins et al., 2014; Reusch et al., 2018). 

Catchment-scale nutrient models, as decision supporting tools, have gained wide acceptance from 

scientists and managers, specifically in assessing current and further environmental status and in 

evaluating effectiveness of candidate mitigation measures (Rode et al., 2009). Currently, most of the 

widely used models are semi-distributed, which hierarchically disaggregate a catchment into several 

subcatchments and further into homogenous classes (e.g., hydrological response unit) (Wellen et al., 

2015). The semi-distributed structure largely reduces the model complexity, but overlooks spatial 

information within the catchment/subcatchments (e.g., nutrient states and fluxes at specific locations). 

Such detailed information, however, is increasingly asked for to identify CSAs and guide corresponding 

mitigation measures in those areas (Arnold et al., 2010; Refsgaard et al., 2014; Bieger et al., 2017). 

Therefore, fully distributed catchment models (i.e., grid-based model structure) are needed to balance 

the accurate spatial representation and the model complexity (Clark et al., 2017).  
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In addition, the development of sensor techniques enables monitoring of in-stream ecosystem 

processes at much higher temporal and spatial resolutions (Rode et al., 2016b; Wollschläger et al., 2016). 

Advances of process understanding have been increasingly gained based on high-frequency monitoring. 

As a step beyond, the advanced process understanding offers new opportunities on process-based 

environmental modeling in terms of, e.g., developing new process descriptions and new 

parameterization schemes (Rode et al., 2016b). Studies have shown that high-frequency data can help 

to identify nutrient sources and dominant transport pathways (Mellander et al., 2013; Bowes et al., 

2015) and to quantify the coupled nutrient processing and metabolism (Heffernan & Cohen, 2010; 

Dupas et al., 2016). However, on the one hand, such process insights are mostly site-specific but the 

biogeochemical processes are spatiotemporally heterogeneous; on the other hand, few models are 

capable of compromising between reach/plot scale and network/catchment scale. To date, modeling 

activities at larger scales have not yet made full use of high-frequency data.  

Nitrate has been intensively investigated due to its mobility and environmental abundances and effects 

(Meybeck, 1982; Grant et al., 2018). Moreover, nitrate optical sensors, among others, are widely 

deployed and robust. Therefore, in this dissertation I exclusively focus on spatiotemporal analysis of 

nitrate dynamics based on fully distributed catchment modeling and its integration with the information 

provided by the emerging high-frequency sensor data.  

1.2. Background and state-of-the-art 

1.2.1. Hydrological and nitrate modeling at catchment scale 

Process-based understanding of hydrological and nitrate dynamics 

Mineral fertilizers and manure have long been applied to agricultural lands to increase the food 

production all over the world. Excess nutrients are stored in the soil and transported following 

hydrological processes, resulting in serious water pollutions in fresh and coastal waters (Smith et al., 

1987; Davis et al., 2018; Yu et al., 2019). Hydrologists and environmental scientists have advocated 

tremendous efforts in understanding hydrological and biogeochemical processes of water and nutrient 

transports in both terrestrial and in-stream phases. Since 1960s, different types of hydrological and 

water quality models have been developed in serving scientific and societal concerns. Process-based 

models have gained the highest attraction (Beven, 1989; Fatichi et al., 2016; Clark et al., 2017). 

Numbers of high-reputational reservoirs-based catchment hydrological models have been proposed, 

including the HBV model in Europe (Bergström, 1976, 1995), the Sacramento Soil Moisture Accounting 
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Model (SAC-SMA) in the US (Burnash et al., 1973; Burnash, 1995) and the Xinanjiang model in China 

(Zhao et al., 1980; Zhao, 1992). Despite differences in process descriptions, they all consider major 

processes of the hydrological cycle. Tremendous model versions that embed newly emerged data have 

been developed since 1970s, but the basic principles of model structure have been remained. Rainfall 

and snow are firstly intercepted by plant canopy and then received by pervious and impervious areas. 

Direct runoff generates directly from the impervious areas (e.g., urban paved areas and water body 

surface). In pervious areas, precipitation infiltrates into deeper soil layers and supplements the soil 

water therein. Depending on soil water content, water fluxes can be calculated (i.e., evapotranspiration, 

deep groundwater percolation and runoff generation). The generated runoff is routed from headwaters 

to the outlet/receiving water bodies. Multiple soil layers are usually defined to represent variant soil 

properties along the depth below surface and to consider their impacts on soil moisture constants (i.e., 

wiling point, field capacity and saturation capacity), which directly determine the calculation of water 

fluxes. Conceptual reservoirs are defined to represent the water storages and dynamics in different 

phases of the hydrological cycle.  

Nutrient dynamics at catchment scale are predominantly driven by hydrological dynamics (Rode et al., 

2010; Jiang et al., 2014; Dupas et al., 2016; Dupas et al., 2017). Moreover, under current anthropogenic 

impacts, significant external nitrogen has been added into the catchment through agricultural fertilizer 

application and atmospheric deposition (Bergström & Jansson, 2006; Schlesinger, 2009). Especifically for 

nitrate, sources from atmospheric wet deposition are added into catchment simultaneously with rainfall. 

Together with applied fertilizer on agricultural land, external nitrate sources infiltrate into soils and 

integrate with water dynamics. In addition to the physical mixing and dynamics, biogeochemical 

transformations are also considered in the soil (Figure 1.1). Important biogeochemical processes in the 

terrestrial phase include plant/crop uptake, denitrification and transformations related to solid organic 

nitrogen (e.g., mineralization and degradation) (Lindström et al., 2010); for the in-stream phase, 

denitrification and assimilatory uptake are the most important transformation processes. These 

processes are normally conceptualized as a function of scaling factors (i.e., reaction rates as model 

parameters), available pool size of initial nitrogen status and other known factors (e.g., soil temperature, 

soil moisture, etc.). All transformations are considered at each time step to calculate nitrate 

concentration in soil water and to update pool sizes of each nitrogen forms (Figure 1.1). Following 

hydrological dynamics, nitrate fluxes are calculated based on the water fluxes and the concentration of 

respective water storage.  



 

4 
 

 

Figure 1.1. hydrological and nutrient dynamics at catchment scale (Modified from Phillips et al. (1999)). 

Four different nitrogen forms are normally defined: dissolved inorganic nitrogen (DIN) and dissolved 

organic nitrogen (DON), active solid organic nitrogen (SON) and inactive solid organic nitrogen (SONI). 

Spatial discretization of catchment water quality models 

Based on above process understandings, numbers of catchment water quality models have been 

developed. Spatially distributed catchment models are highly recommended to represent the high 

heterogeneity of catchment characteristics and anthropogenic impacts (Refsgaard, 1997; Beven, 2001; 

Borah & Bera, 2003; Wellen et al., 2015). According to the review by Wellen et al. (2015), the top five 

spatially distributed, process-based models are the Soil Water Assessment Tool (SWAT) (Arnold et al., 

1998), the Integrated Catchment Model (INCA) (Whitehead et al., 1998; Futter et al., 2014), the 

Agricultural Nonpoint Source Pollution Model (AGNPS) (Young et al., 1989), the Hydrological Simulation 

Program-Fortran (HSPF) (Bicknell et al., 1997) and the HBV-NP model (now revised as Hydrological 

Predictions for the Environment - HYPE) (Lindström et al., 2010). Most of them follow similar philosophy 

of describing flow and nutrient processes, while the way how they disaggregate the catchment into 

multiple units can be divided into two categories: semi-distributed and fully distributed (or grid-based) 

models. 

Most of the models developed and applied adopt the semi-distributed structure (Wellen et al., 2015). 

Semi-distributed models firstly disaggregate the whole catchment into multiple subcatchments based on 

surface topography and then further divide each subcatchment into multiple homogenous units (e.g., 

the hydrological response unit for SWAT and the soil and landuse class for HYPE). Due to the 



 

5 
 

topographic division, meteorological inputs are specified differently for each subcatchment. The 

homogenous unit is usually defined by overlapping multiple geographic data (e.g., land use and soil 

type), so that similar hydrological and nutrient responses can be assumed. Such hierarchical structure 

largely reduces the model complexity, while maintains certain degree of representation of the spatial 

variability of parameters and inputs (Krysanova et al., 1998).  However, one of the main disadvantages 

of the semi-distributed structure is the lack of detailed information at specific location and its 

interaction with surrounding areas (Arnold et al., 2010). Moreover, the river network of semi-distributed 

models is usually conceptualized by the total length of each subcatchment and the linkage between all 

subcatchments. This sets a structural barrier for detailed in-stream process investigations, e.g., the 

mitigation effect of buffer strip implementation (Stutter et al., 2012) and the assessment of 

geomorphological impacts on in-stream nutrient retention (Gomez-Velez et al., 2015).     

Fully distributed models discretize the whole catchment into square grids, where terrestrial hydrological 

and nutrient dynamics are calculated. All grid cells are linked according to the topographic information 

(e.g., flow direction based on digital elevation model - DEM). Therefore, detailed spatial information of 

flow and nutrient fluxes can be derived explicitly and it can be easily linked to potential driving factors.  

However, the other side of the coin is that all meteorological and geographic inputs should be extracted 

and model parameters should be specified for each grid cell. Studies have emphasized the need for finer 

resolution of basic input data (Chaubey et al., 2005; Shrestha et al., 2006). For instance, Chaubey et al. 

(2005) evaluated the effect of DEM resolution on SWAT performance and argued that DEM resolution 

needed for nutrient simulation is higher than that for discharge simulation. This will increase the model 

complexity largely (Rathjens et al., 2015) and arise the scaling issues (Refsgaard et al., 2016), especially 

for large catchments (e.g., catchment with size greater than 300 km2). Therefore, a novel design of 

multiscale discretization is needed to balance the spatial representation and model complexity 

(Samaniego et al., 2010). 

Advanced multiscale discretization of the mHM model 

Samaniego et al. (2010) developed the process-based mesoscale Hydrological Model (mHM) and the 

multiscale parameter regionalization technique (MPR), which allow multiple resolutions of input data 

according their respect availability and can automatically integrated into the modeling level (Figure 1.2). 

Model parameters (e.g., soil moisture constants) and state variables (e.g., soil moisture in different soil 

layers) are firstly defined at the basic geographic level (level 0) with higher resolution (e.g., 100 m). This 

implementation ensures sufficient spatial representation of the model parameters because the 
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resolution is compatible with the driving factors (the geographic information, such as land-use and soil 

types). As the second step of the MPR, the parameter and geographic information are upscaled to the 

modeling level (i.e., level 1, with user-specified resolution), where the lumped HBV model is applied. 

Therefore, each grid cell at level 1 acts as a combined role of subcatchment and homogenous unit. In 

addition, basic stream morphological information (e.g., stream length and flow direction) is also 

calculated at level 0 and scaled up to the modeling level, where an additional routing resolution can be 

specified (Thober et al., 2019). Such multiscale implementation balances well the spatial representation 

and the model complexity, in terms of largely reduced computational load and explicit spatial 

information at specific locations, respectively.  

  

Figure 1.2. Spatial discretization and multi-resolution structures of the mHM model, and the 

parameterization and upscaling technique (MPR). 

As mentioned above, nitrate processes are predominated by hydrological processes, but their dynamics 

are likely more spatially heterogeneous due to additional impacts of human activities on the 

biogeochemical transformations (Hansen et al., 2014). Sufficient spatial representation of nitrate 

modeling is, therefore, needed to represent the higher spatial variability and to provide scientific guides 

for different mitigation measures, especially for the more cost-effective, spatially differentiated 

measures (Refsgaard et al., 2019). Due to its advanced implementation, the mHM provides a promising 

platform for further water quality model development. 

1.2.2. In-stream nitrate uptake at river network scale 

Streams and rivers act as important sinks for nitrate due to their intrinsic connections with terrestrial 

systems and high rate of biological activities in both water column and hyporheic zone (Mulholland et al., 
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2008; Trauth et al., 2015; Dodds & Smith, 2016; Grant et al., 2018). Biogeochemical transformations are 

greatly influenced by hydrological, morphological and biochemical conditions, resulting in high 

spatiotemporal variability throughout the river network (Bernhardt et al., 2005).  Headwater streams 

(i.e., 1st and 2nd order streams) play a disproportionate role (Gomez-Velez & Harvey, 2014; Wohl, 2017); 

meanwhile higher order streams can also exert considerable influence on nutrient transport (Ensign & 

Doyle, 2006; Wollheim et al., 2006). Therefore, thoughtful investigations of in-stream nutrient transport 

and removal should be carried out for the whole river network. 

Nutrient spiraling concept  

The term nutrient “spiraling” was firstly named by Webster (1975) describing the intimate 

spatiotemporal coupling of waterborne nutrient cycling in fluvial environments (streams and rivers). The 

nutrient spiraling concept describes the cycling of nutrients being (1) assimilated from the water column 

into benthic biomass, (2) temporarily retained, and (3) re-mineralized back into the water column. The 

mathematical framework was formalized by Newbold et al. (1981). In his model, spiraling length (𝑆𝑆) is 

introduced as an integrated measure of water velocity and the influence of biochemical demand and 

sorption by sediment. Nutrient addition approaches (by injecting isotopic tracers or bulk addition of N 

and P to streams) are commonly used to gain the information of the whole-stream nutrient cycling 

(Stream Solute Workshop, 1990).  

Nutrient uptake metrics are, therefore, developed to quantify impacts of biochemical factors (e.g., 

bacteria, algae and macrophytes) and geomorphic factors (stream physical properties, e.g., channel size 

and transient storage) (Ensign & Doyle, 2006). The spiraling length of the inorganic form in water 

column (𝑆𝑆𝑤𝑤 , 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙ℎ 𝑙𝑙𝑡𝑡𝑡𝑡𝑙𝑙−1), which is the dominant part of the total length 𝑆𝑆, can be directly calculated 

by regression of the injection experiment measurements. Considering the impact of advection, the 

uptake rate (𝑈𝑈,𝑡𝑡𝑎𝑎𝑎𝑎𝑎𝑎 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙ℎ−2 𝑙𝑙𝑡𝑡𝑡𝑡𝑙𝑙−1) can be calculated from 𝑆𝑆𝑤𝑤, stream water nutrient flux and 

stream morphological information. Pursuing a more effective comparison between streams, the uptake 

velocity (𝑉𝑉𝑓𝑓 = 𝑈𝑈/𝐶𝐶, 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙ℎ 𝑙𝑙𝑡𝑡𝑡𝑡𝑙𝑙−1) is recommended to be independent from concentration (𝐶𝐶) and 

hydrological conditions. For a systematic review of the nutrient spiraling concept and metrics, please 

refer to Stream Solute Workshop (1990)  and Ensign and Doyle (2006). 

Direct measuring of nitrate uptake by traditional reach scale experiments 

Nutrient spiraling experiments were firstly conducted in 1983 using 32P as isotopic tracer (Newbold et al., 

1983). Due to the difficulties in using radioactive P in surface waters, most experiments shifted to use 
15N as isotopic tracer. The Lotic Intersite Nitrogen eXpermient (LINX) project and the subsequent LINX II 
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project provide the most information on whole-stream N cycling (Webster et al., 2003; Mulholland et al., 

2008). The project conducted 15N injection experiments in numbers of streams across varying climatic 

and anthropogenic characteristics. Using standard experimental protocols, the project investigated the 

controlling hydrodynamic, chemical and metabolic characteristics for stream N uptake, retention and 

cycling. Advanced understandings on in-stream N cycling have been achieved (Mulholland et al., 2008; 

Covino et al., 2010).  

However, theoretical limitations of such stream tracer experiments are also well documented:  

• Nutrient additions likely alter the natural biochemical nutrient uptake, which can potentially 

affect measurements and the subsequent calculations of spiraling metrics (Mulholland et al., 

2002).   

• The majority of experiments were conducted in short periods of time and mostly during low 

flow conditions, which hampered the use of the gained knowledge in long-term investigation of 

nutrient dynamics (Doyle, 2005).  

• Despite the large variations in stream conditions, most of them are small headwater streams 

(e.g., the LINX streams); while empirical experiments in large rivers are still lagging behind, but 

are needed to understand the role of entire river systems (Tank et al., 2008).     

Nitrate uptake and stream metabolism using high-frequency sensors  

Geomorphic factors do explain certain variation in nutrient uptake, while they only indirectly affect the 

stream biota taking up nutrients. Stream metabolism is intrinsically related to in-stream nutrient cycling. 

Evidence has shown that gross primary production (GPP) controls autotrophic assimilatory N uptake; 

while ecosystem respiration (ER) is more important to heterotrophic N uptake/removal (Tank et al., 

2017). Hall and Tank (2003) found GPP and ER together explained 82% of variation in ammonium uptake, 

while GPP alone explained 75% of variation in nitrate uptake. In other words, stream metabolism rates 

are more predictive of nutrient uptake than physical variables (Roberts & Mulholland, 2007). Instead of 

conducting logistically heavy injection experiments, stream metabolism rates can be easily calculated 

from direct measurements of dissolved oxygen concentration (DO) using high-frequency sensors. For 

instance, Roberts et al. (2007) and Roberts and Mulholland (2007) measured 15min DO for a two-year 

period, and conducted intensive campaigns of nutrient sampling (2-3 time per week for a 18-month 

period, plus hourly sampling over 24 hours on 13 dates) in a first-order forest stream. Such intensive 
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campaigns allow temporal variability to be examined in a more comprehensive way (Hoellein et al., 

2007). 

As sensor techniques develop further, increasing number of solutes can be measured automatically at 

high temporal resolution (Rode et al., 2016b), which opens new perspectives for in-stream nutrient 

investigation in large rivers. Heffernan and Cohen (2010) found a strong correlation between measured 

autotrophic nitrate uptake (𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3− ,𝑡𝑡𝑙𝑙 𝑁𝑁 𝑡𝑡−2 𝑑𝑑−1; derived from diel amplitudes of nitrate 

concentration measurements) and calculated values (based on daily GPP and the stoichiometric 𝐶𝐶:𝑁𝑁 

ratio). Rode et al. (2016a) confirmed the robust relationship both in forest and agricultural streams (4th 

order). Jarvie et al. (2018) combined the above 𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3− calculations with mass balance measurements 

based on high-frequency measurements, so that net nitrification and denitrification can also be 

estimated. Therefore, benefiting from sensor technology, information of in-stream nitrate uptake can be 

directly obtained at different stream conditions (especially large, higher-order rivers) at high temporal 

resolution.    

Networked modeling of the in-stream nitrate uptake 

Networked modeling of in-stream nitrate dynamics is usually accomplished through two aspects: (1) 

advanced process understandings gained from reach-scale studies, and (2) a network modeling platform 

that can capture the spatiotemporal variability of stream characteristics.  

Results of reach-scale studies are used to identify the most influential factors for nitrate uptake; 

measurements across stream conditions are used to quantify (or regionalize) the impacts of those 

factors on nitrate uptake through empirical relationships (Helton et al., 2011; Ye et al., 2012). 

Mulholland et al. (2008) demonstrated that uptake velocity decreases with increasing nitrate 

concentration, based on which, a simple power-law function and further a stream network model were 

developed. Their empirical parameters were derived separately from experimental stream segments 

within each region. Alexander et al. (2009) estimated denitrification by nonlinear regressions between 

measured denitrification rate and influential factors (e.g., nitrate concentration, stream flow and 

temperature) based on more than 300 published measurements. Hall et al. (2013) collected in total 969 

separate nutrient uptake experiments and examined the impacts of stream size (indicated by specific 

discharge), nitrate concentration and the distance from the headwaters for different solutes. Since the 

majority of experiments were conducted in small rivers, Ye et al. (2017) extended the dataset with new 

measurements from 15 large rivers and compared the differences of modeled nutrient uptake across 
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river networks. However, most of the experiments are conducted in summer, low-flow periods with a 

few number of measurements (Hall et al., 2016). Wollheim et al. (2008) considered the seasonality of 

the maximum N uptake using a 𝑄𝑄10 approach to extrapolate the value derived from LINX to the course 

of the year, while they also argued that such scaling approach would be one of the main sources of 

uncertainty. As aforementioned, the emerging high-frequency sensor monitoring could open a door for 

sufficient representations of both spatial variability (e.g., be deployed in small streams and large rivers) 

and temporal dynamics (e.g., long-term continuous deployment). 

Measurements (either traditional experiments or high-frequency sensor monitoring) are only a snapshot 

of time and space. It is not possible to measure contiguously across river networks (Helton et al., 2011). 

A comprehensive numerical framework is needed to represent the biogeochemical processes and to 

accommodate the impacts of hydrological, biochemical and geomorphological controls (Ye et al., 2012). 

Several network models have been proposed to overcome the monitoring limitations, such as SPARROW 

(Alexander et al., 2009), RivR-N (Seitzinger et al., 2002), FrAMES (Wollheim et al., 2008) and NEXSS 

(Gomez-Velez & Harvey, 2014). However, current modeling limitations and future directions are also 

highlighted in literature (e.g., oversimplified catchment hydrology and river hydrogeomophology, 

insufficient consideration of stoichiometric relationship between nitrogen and other elements (Helton et 

al., 2011)). To tackle those limitations requires the melding of concepts and approaches from both 

terrestrial and in-stream modeling.     

1.2.3. Parameterization of catchment water quality models 

Complexity of high-dimensional parameterization 

The incorporation of our increasing understandings of earth and environmental systems and their 

feedback mechanisms leads to progressively complex and computationally intensive model formulations 

(Sheikholeslami et al., 2019). In modeling design, basic physical principles of hydrological and nutrient 

dynamics are formulated by mathematical equations with considerable simplifications and assumptions 

(Beven, 1989), particularly for the process-based models. The applicability under different natural and 

anthropogenic conditions is, therefore, determined mainly by input configurations and model 

parameters. Despite the aforementioned advantages, the fully distributed modeling provides both 

opportunities and challenges for model parameterization. Spatially differentiated parameter 

configuration allows parameters to be directly linked to multiple spatial information and, therefore, to 

achieve a better represent of spatial heterogeneity of natural processes (Bronstert & Bárdossy, 1999; 
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Güntner & Bronstert, 2004; Clark et al., 2017). However, the costs of that is the largely increased 

complexity:  

• The total number of model parameters can range from hundreds to thousands depending on 

the modeling resolution and the number of substances interested (Tang et al., 2007). 

• The high risk of over-parameterization and the consequent “equifinality” effect (Beven, 1989). 

• The difficulty of estimating appropriate parameter sets in the high-dimensional, nonlinear 

parametric spaces. 

• The rapid increase of the dimension of parameter spaces lead to an exponentially increase of 

model runs for parameter analysis (e.g., the sensitivity analysis) (Sheikholeslami et al., 2019). 

To tackle above parameterization challenges, efforts have been placed to reduce the dimensionality of 

the problem in mainly two aspects: parameter sensitivity analysis (SA) and parameter regionalization. 

SA has long been taken as a foundational diagnostic approach in characterizing the impact and 

significance of input factors on model responses, among which model parameter is the most intensively 

focused topic. Numbers of global SA techniques have been proposed by analyzing partial derivatives 

(e.g., the Morris method (Morris, 1991)) or variances (e.g., the Sobol’ method (Sobol', 2001)). See, e.g., 

Song et al. (2015) and Pianosi et al. (2016) for systematic methodological introduction and review. All 

methods have pros and cons, and the method selection depends on specific objectives and available 

computational budget (see Figure 3 in Pianosi et al. (2016) for an overview).  It is still challenge to 

generate accurate estimates of the sensitivity indices (Gupta & Razavi, 2018). Therefore, sensitivity 

ranking and screening, aiming at generating the ranking of parameters based on their relative 

importance and identifying parameters that have negligible influences, respectively, are more targeted 

in the context of spatially distributed parameter configuration. Moreover, parameter SA has become a 

standard procedure, and also usually the first step, for earth and environmental modeling studies. 

Catchment modelers usually focus only on relatively influential parameters due to the complexity of the 

problem and the insufficiency of observations. 

Parameters that introduced in the process-based models normally have relatively clear physical 

meanings. This provides the foundation of parameter regionalization, i.e., parameter values can be 

determined by catchment characteristics and therefore be spatially transferable (Wagener & Wheater, 

2006). In hydrological modeling, the most common regionalization approach is based on statistical 

regressions among a large number of catchments (Merz & Blöschl, 2004; Oudin et al., 2008) or several 
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archetypes of hydrological dynamics (Wagener & Wheater, 2006), assuming the uniqueness of each 

catchment can be covered by a group of catchment characteristics. However, many, if not most, of such 

regionalization studies observed significant decrease in model performance and considerable increase in 

uncertainty, presumably due to the failure of the uniqueness assumption (Beven, 2000). Therefore, 

cautious thinking in reducing regionalization uncertainty should be in place on (1) selection of 

catchment properties in both local and regional modeling steps, (2) selection of the local model 

structure and identification of the local parameters, (3) identification of the regional model structure 

and its parameters, and (4) selection of the regionalization procedures.  

Spatially distributed parameter sensitivity  

Despite the heavy computational load needed, several studies have investigated the parameter 

sensitivity of hydrological modeling at a full spatial range. Tang et al. (2007) set up a full-spatial 

parameter configuration using the grid-based SAC-SMA model and showed high spatial variability of 

parameter sensitivity during two flood events. Based on the sensitivity results, parameter- and cell- 

based screening strategies reduced 75% of computational load, while explained ca. 70% of the model 

output variance.  Herman et al. (2013a) tested the efficiency of the Morris method in the fully spatial 

domain, and compared its effectiveness with the Sobol’ method which is considered as the most 

accurate and robust global sensitivity method (Yang, 2011). They demonstrated that the Morris sensitive 

indices with the lowest sample size (N=20) are spatially and statistically comparable to those calculated 

by the Sobol’ with the highest sample size (N= 6000 and consumed ca. 50 000 computing hours in the 

high-performance cluster). Sheikholeslami et al. (2019) proposed a new grouping strategy for high-

dimensional parametric problems (e.g., the number of parameters > 40) to reduce computational cost 

but maintain the stability and convergence. Therefore, by screening and ranking the whole set of 

parameters, the parametric dimension can be reduced significantly without scarifying model 

performance; by careful selection of available SA methods, the computational load can be further 

reduced to a manageable level. 

Studies have shown that spatially explicit SA offers new modeling perspectives to further diagnose the 

model responses and advance our understanding of model structures. The study of Tang et al. (2007) 

revealed that storage variation, spatial distribution of forcing and cell proximity to the outlet are primary 

factors for model response. van Werkhoven et al. (2008a) further evaluated the significant impacts of 

rainfall distribution on sensitivity distribution using virtual mathematical experiments. To tackle the 

potential diagnostic biases due to the priori selection of events, Herman et al. (2013b) investigated 
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parameter distribution at full spatial and temporal ranges. They explicitly demonstrated that the relative 

importance of different hydrological processes varied at different locations under different hydrological 

condition. Wagener et al. (2009) assessed the impacts of multiple objective functions on parameter 

spatial distributions. In a similar study, van Werkhoven et al. (2008b) analyzed the correlations between 

parameter sensitivity and catchment properties across a hydroclimatic gradient. They suggested that 

such correlations could help to extend the number of identifiable parameters than usually assumed.  

For catchment water quality modeling, parameters are usually grouped into several categories of broad 

landscape characteristics that are spatially available (e.g., land-use and soil types). However, such broad 

information can probably underestimate the spatial heterogeneity that observed in nature (Clark et al., 

2017). Moreover, biogeochemical reactions are most likely influenced by multiple factors/pressures 

(Tockner et al., 2010). To date, much less have been done on parameters of catchment water quality 

models. 

1.3. Objectives 

The main goal of this dissertation is to gain advanced insights into the spatiotemporal nitrate dynamics 

at catchment and river network scale by integrating the fully distributed model and the emerging high-

frequency sensor data. To this end, (1) a new fully distributed catchment nitrate model (mHM-Nitrate), 

that is capable of providing detailed and reliable spatial information of nitrate dynamics, is developed 

and validated in the Selke catchment (456 km2), central Germany (Chapter 2); (2) advanced 

understanding of in-stream autotrophic nitrate uptake process is gained using continuous high-

frequency data and further upscaled to the river network scale using the mHM-Nitrate model (Chapter 

3), and (3) spatially distributed parameterization of the nitrate submodel is analyzed through sensitivity 

analysis to further evaluate the relative importance of nitrate biogeochemical processes at a full spatial 

range (Chapter 4).  

  



 

14 
 

Chapter 2: A new fully distributed model of nitrate transport and removal 

at catchment scale 
(An edited version of this paper was copyright by AGU. Copyright (2018) American Geophysical Union) 

Key points 

• New grid-based catchment nitrate model (mHM-Nitrate) with a flexible multi-resolution 

structure 

• Spatiotemporal validation with uncertainty analysis is conducted in a nested heterogeneous 

catchment using multi-frequency observations 

• The mHM-Nitrate model provides detailed and reliable catchment-wide spatial information of 

nitrate concentrations and flux 

2.1. Abstract 

Hydrological water quality models have gained wide acceptance from environmental scientists and 

water managers to address deterioration of surface water quality. Higher spatiotemporal accuracy of 

such models is increasingly required for better understanding the functional heterogeneity of 

catchments and improving management decisions at different governance levels. However, balancing 

spatial representation and model complexity remains challenging. We present a new flexibly designed, 

fully distributed nitrate transport and removal model (mHM-Nitrate) at catchment scale. The model was 

developed mainly based on the mesoscale Hydrological Model (mHM) and the Hydrological Predictions 

for the Environment (HYPE) model. The mHM-Nitrate model was tested in the Selke catchment (Central 

Germany), which is characterized by heterogeneous physiographic and land-use conditions, using 

adequate observed hydrological and nitrate data at three nested gauging stations. Long term (1997-

2015) daily simulations showed that the model well reproduced the seasonal dynamics of biweekly 

nitrate observations in forested, agricultural and urban areas. High-frequency measurements (2010-

2015) were additionally used to validate model performance of simulating short-term changes in 

stream-water concentrations that reflect changes in runoff partitioning and event-based dilution effects. 

Uncertainty analysis confirmed the model’s robustness. Moreover, model calculations showed that 

mean terrestrial nitrate input/output (in total 105 kg ha-1 yr-1) and in-stream removal (8% of mean 

nitrate load) were in comparable ranges with literature, respectively. The new mHM-Nitrate model is 

capable of providing detailed spatial information on nitrate concentrations and fluxes, which can 
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motivate more specific catchment investigations on nitrate transport processes and provide guidance on 

spatially differentiated agricultural practices and measures. 

2.2. Introduction 

Water quality in river systems is of growing concern due to rising anthropogenic pressures and climate 

change. Current understanding of the mechanisms and dynamics of nutrient leaching and transport 

from in-situ monitoring has significantly improved (Rode et al., 2016b; Rozemeijer et al., 2016). 

Mathematical modeling is one way to formalize this knowledge (Jackson-Blake et al., 2016) and transfer 

it to sub-areas that are not covered by monitoring schemes. Models can enhance our understanding of 

the natural behavior of environmental systems (Kirchner, 2006); for instance, they can test alternative 

explanations of observed phenomena to suggest the most plausible ones. Catchment models can also 

scientifically support decision-making (e.g., guide optimization of monitoring strategies and analyze 

different future climate and agricultural scenarios (Rode et al., 2016b)).  

Spatially distributed, process-based models are recommended to adequately represent the 

heterogeneity of catchment characteristics. Wellen et al. (2015) evaluated the current state of 

distributed catchment water quality models and summarized the five models mostly used worldwide: 

Soil Water Assessment Tool (SWAT) (Arnold et al., 1998), Integrated Catchment model (INCA) 

(Whitehead et al., 1998a) , Agricultural Nonpoint Source Pollution Model (AGNPS/AnnAGNPS) (Young et 

al., 1989), Hydrological Simulation Program-Fortran (HSPF) (Bicknell et al., 1997) and HBV-NP (now 

revised as Hydrological Predictions for the Environment (HYPE) (Lindström et al., 2010)). Four of them, 

except AGNPS/AnnAGNPS, are semi-distributed and most studies use this type of model (e.g., SWAT, 

INCA, HSPF and HYPE account for more than 70% of 257 studies investigated by Wellen et al. (2015)). 

These models usually disaggregate a catchment into sub-catchments based on surface topography and 

then define homogenous classes (e.g., Hydrological Response Units (HRUs) in SWAT and Soil and Land-

use Classes in HYPE) within each sub-catchment based on land-use and soil type combinations. 

Consequently, information on class locations and interactions with neighboring classes is lost (Rathjens 

& Oppelt, 2012). Although these models simulate terrestrial processes for each class, they aggregate 

outputs from each class to the whole sub-catchment. Detailed spatial information, such as nutrient 

status (e.g., soil moisture concentration) and dynamics (e.g., leaching and percolation) in specific 

locations is missing (Rathjens et al., 2015). This kind of information, however, is increasingly asked for by 

researchers and stakeholders. For instance, the information can help to identify critical source areas of 

non-point source pollution and to place agricultural mitigation measures at the field scale (Bieger et al., 
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2017). Moreover, in-stream processes in such semi-distributed models are usually simulated in a river 

network represented by the total length of rivers within each sub-catchment and the connections 

between all sub-catchments. Terrestrial outputs are routed along this conceptual river network, 

neglecting the variability of nutrient transport processes within sub-catchments. However, the river 

network must be represented in detail to reflect the variability of in-stream residence time and stream 

morphological characteristics, which are essential factors driving in-stream processes (Alexander et al., 

2000). Additionally, locations where point-source inputs may enter the river network can significantly 

influence in-stream processes and corresponding spatial distribution of stream water quality. 

Efforts are in place to improve the spatial representation of semi-distributed models. For instance, the 

landscape unit (LSU) version of SWAT was developed to increase its description of connections between 

spatial objects (i.e., HRUs, LSUs and sub-catchments) (Arnold et al., 2010); however, detailed connection 

information for each object (e.g., accurate proportions of runoff assigned to receiving objects) is difficult 

to determine. Ultimately, a grid-based model structure, with high spatial representation of catchment 

heterogeneity (Rathjens et al., 2015), facilitates mechanistic analyses of variable flow and matter flux 

processes (Schulz et al., 2006). Some grid-based water quality models have been developed. One of 

them is AGNPS/AnnAGNPS (for event-based modeling of sediment bound compounds (Rode & Frede, 

1997; Young et al., 1989)) and for continuous simulations (Yuan et al., 2001), respectively). Studies have 

verified advantages of the grid-based structure of AGNPS (Emili & Greene, 2013; Liu et al., 2008), but 

among other limits (Edsel et al., 2011), most of the studies are limited to catchments smaller than 200 

km2 (see arguments by Krysanova et al. (1998)) and the grid size normally does not exceed 1 km2. Similar 

scale limitations have also been observed in other grid-based water quality modeling studies, such as 

the integrations of physically based Water Flow and Balance Simulation Model (WaSiM-ETH) with 

nutrient routines (Rode & Lindenschmidt, 2001; Shrestha et al., 2007), the STREAM-N model (Dunn et al., 

2013) and a nitrate transport model development based on the J2000 model (Hesser et al., 2010). This is 

probably due to the imbalance between spatial representation and model complexity, resulting in high 

computational demand as catchment size increases. This dilemma can be reflected in the development 

of the grid-based version of SWAT (Rathjens & Oppelt, 2012; Rathjens et al., 2015), which takes each 

Digital Elevation Model (DEM) cell as a sub-catchment with one HRU defined. Meanwhile, a high DEM 

resolution (e.g., 100 m) is strongly recommended to minimize uncertainties (Chaubey et al., 2005). This 

leads to long run-times of the code  in larger catchments (e.g., nearly 1 hour per simulated year for 

Rathjens et al. (2015) in a 334 km2 catchment) and practically limits applications of the model to relative 

small catchments (Pignotti et al., 2017). Overall, grid-based catchment water quality model 
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developments need to find a compromise between accurate spatial representation and a flexible and 

manageable structure. 

In addition to catchment discretization, adequate descriptions of flow and matter flux processes along 

different flow paths is one of the core challenges in water quality modeling. Most process-based 

catchment models focus on describing processes at the surface and in the shallow subsurface (i.e., the 

upper 2 m of soil depth) because they are the most active response zones for stream flow and nutrient 

concentrations. The dynamics of deeper groundwater are largely simplified or even excluded in some 

models. However, groundwater and its nutrient dynamics become more essential during low-flow 

conditions, when baseflow contributes most to total stream flow. Studies have been conducted to 

couple catchment models with groundwater models (e.g., MODFLOW) (Bailey et al., 2016; Wriedt & 

Rode, 2006); but doing so greatly increases model complexity and data requirements, which constrains 

applicability of the coupled models, although such complexity is needed in many cases (Fatichi et al., 

2016). It is believed that hydrological processes are only sensitive to the dynamic part of groundwater 

storage (Kirchner, 2009), thus deep groundwater storage in hydrological models is typically considered 

to be of minor importance for stream flow simulation. In contrast, the dynamics of deep groundwater 

storage are much more important for nutrient models, due to the long residence time of groundwater 

and the associated impacts on nutrient concentrations (Benettin et al., 2015; Wriedt & Rode, 2006). This 

subject still needs further consideration in process-based catchment water quality models.  

A model’s capability to support decision-making is largely based on how it represents anthropogenic 

pressures, such as impacts of agricultural practices and of point-source pollution. Non-point sources 

from agricultural land are identified to be a major cause of high nutrient concentrations in surface water 

(EEA, 2005). Effects of agricultural management practices and mitigation measures on improving water 

quality have been intensively evaluated (Hashemi et al., 2016; Rode et al., 2009). However, studies 

targeting effects of spatially differentiated agricultural management are still not well covered (Hansen et 

al., 2017; Hashemi et al., 2016), partly due to the few models that can do this at catchment scale and 

their inability to provide the necessary cropping information at the field scale. For instance, current 

catchment models insufficiently represent crop rotations since cropping patterns are difficult to be 

identified from commonly used land-use map, where agricultural fields are always classified as one 

“arable land” type. Similarly, model limitations exist in studying effects of spatially distributed point 

sources on water quality in river networks.  
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Overall, the need exists to develop a flexibly structured catchment water quality model with 

comprehensive descriptions of flow and matter flux dynamics and greater ability to simulate changing 

anthropogenic conditions. In this study, we present a new grid-based nitrate model (mHM-Nitrate) at 

catchment scale, which is able to balance model complexity and representation of nitrate transport and 

removal processes. The model is mainly based on the advanced implementations of the mesoscale 

Hydrological Model (mHM) (Samaniego et al., 2010) and the HYPE model (Lindström et al., 2010). Since 

mHM has been evaluated in catchments with a wide range of sizes (Kumar et al., 2013), it is a promising 

hydrological platform to further extend to a water quality model. The main objectives of this study are 1) 

to develop the new mHM-Nitrate model, 2) to validate the model’s ability to reproduce dynamics of 

long-term and high-frequency observations in a heterogeneous catchment at nested locations, 3) to 

evaluate model parameter sensitivity and model uncertainty, and 4) to provide detailed spatial 

information on nitrate concentrations and fluxes. 

2.3. Methodology 

2.3.1. Model description 

Hydrological submodel 

The mHM model (www.ufz.de/mhm) has a flexible reservoirs based structure, in which users can specify 

multiple spatial resolutions: From input data perspective, resolutions of geographic and meteorological 

data levels can be defined independently; According to specific research objectives, resolutions of 

modeling levels (i.e., terrestrial hydrological process and in-stream routing levels) can be specified 

individually. Cell size of all specified resolutions must be multiples of each other. All geographic and 

meteorological information is aggregated or disaggregated to the modeling levels and the scaling issues 

are done automatically according to the resolutions specified by users. For each cell of the terrestrial 

modeling level, the conceptual HBV model (Bergström, 1995) is used to represent the most important 

hydrological processes: evapotranspiration, canopy interception, snowpack and snowmelt, soil moisture 

dynamics and percolation, and runoff generation (Figure 2.1). Three conceptual reservoirs are defined 

to represent water storage in impervious areas, the unsaturated soil zone and the deep saturated 

subsurface zone, which generate direct flow, interflow (fast near surface flow and slow interflow) and 

baseflow, respectively. Total runoff from each terrestrial modeling cell is disaggregated or aggregated to 

the routing level and then routed along the river network. The river network is generated according to 

the main flow direction of each cell of routing level, which is upscaled from flow direction data at 

geographic data level. 
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The mHM model also integrates the multiscale parameter regionalization (MPR) technique for 

hydrological parameters (Samaniego et al., 2010), which overcomes common parameterization 

problems in distributed models while maintaining spatial variability in hydrological parameters and state 

variables (Samaniego et al., 2010). Unlike a standard regionalization scheme (Pokhrel & Gupta, 2010), 

MPR uses different transfer functions to regionalize most hydrological model parameters at geographic 

data level. For instance, using pedotransfer functions, soil moisture contents are calculated from soil 

properties provided by the soil map at geographic data level. Parameters introduced in these transfer 

functions, along with parameters that have not been regionalized (e.g., baseflow recession rate which 

varies by geological unit), must be upscaled (the second phase of MPR) to model levels and calibrated 

against observations. Noticeably, the parameters of transfer functions are denoted as “global 

parameters”, indicating greater transferability across locations and scales (Rakovec et al., 2016; Zink et 

al., 2017). Detailed descriptions of the technique and mHM model parameters are given by Samaniego 

et al. (2010) and Kumar et al. (2013).  

 

Figure 2.1. Structure of the mHM-Nitrate model, adapted from mHM and HYPE concepts (Lindström et 

al., 2010; Samaniego et al., 2010). In the terrestrial phase, four different nitrogen forms are defined (i.e., 

dissolved inorganic (DIN) and organic (DON) nitrogen, active (SONA) and inactive (SONI) solid organic 

nitrogen); in the in-stream phase, two forms are defined (i.e., dissolved inorganic (DINw) and organic 

(DONw) nitrogen in stream water).  



 

20 
 

Nitrate submodel 

We considered nitrate-nitrogen (𝑁𝑁 −𝑁𝑁𝑁𝑁3−) as equivalent to dissolved inorganic nitrogen (DIN). Other 

forms of DIN, namely ammonium (𝑁𝑁𝑁𝑁4+) and nitrite, typically account for less than 15% and 1%, 

respectively, at natural levels (Meybeck, 1982), and both compounds are rapidly transformed into 𝑁𝑁𝑁𝑁3− 

during their transport downstream. Moreover, improved waste water treatment has substantially 

decreased 𝑁𝑁𝑁𝑁4+ concentrations (EEA, 2012), which remain at a low level as in natural rivers (Meybeck, 

1982). It is theoretically possible to calculate dissolved organic nitrogen (DON) concentrations, but they 

are generally low and rarely measured. 

The nitrogen mass balance and transformation equations were mainly adopted and modified from HYPE, 

which is revised from HBV-NP (Andersson et al., 2005; Lindström et al., 2010) and widely verified in 

many catchment water quality modeling studies (Arheimer et al., 2012; Jiang et al., 2014; Jomaa et al., 

2016). In the terrestrial phase (Figure 2.1), four different nitrogen pools (i.e., active solid organic 

nitrogen (SONA), inactive solid organic nitrogen (SONI), DON and DIN) were defined in each soil layer for 

each cell of terrestrial modeling level. Sources (i.e., atmospheric deposition, fertilizer and manure 

application and plant residues), sinks (i.e., denitrification and plant uptake) and transformations 

between the pools (i.e., degradation, dissolution and mineralization) for nitrogen mass balance and 

dynamics were included. DIN and DON fluxes (i.e., infiltration into deeper soil layers, percolation into 

groundwater and leaching into the stream) were calculated with flow dynamics, with the assumption of 

full mixing in each reservoir. In the in-stream phase (Figure 2.1), dissolved inorganic (DINw) and organic 

(DONw) pools were defined in each reach at the routing level. We assumed that all inputs (i.e., transport 

from upstream, exports from associated terrestrial grids and potential point-source inputs) of each 

reach fully mixed with the pre-stored volume in the reach. For in-stream processes, we considered 

denitrification and transformations between the DINw and DONw pools (inverse processes of primary 

production and mineralization). Initial pool sizes and transformation parameters were mainly land use 

dependent. More detailed descriptions of nitrate-related processes can be found in Supporting 

Information (Text S2.1) and Lindström et al. (2010). 

Additional implementations 

In order to further improve the model representation of nitrate dynamics and model ability of 

considering anthropogenic impacts, we added three major improvements in the mHM-Nitrate model 

development. 
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First, we divided deep groundwater storage into two parts. The hydrological submodel considers only a 

relatively small storage, which actively contributes to baseflow generation. Additional retention 

groundwater storage, which can be as large as tens of meters, was added to the nitrate submodel. The 

mass conservative equation for calculating baseflow 𝑁𝑁 −𝑁𝑁𝑁𝑁3− concentration was modified from the 

INCA-N model (Wade et al., 2002; Whitehead et al., 1998a):  

𝑑𝑑𝐶𝐶𝑏𝑏𝑓𝑓
𝑑𝑑𝑙𝑙

=  
1

𝑉𝑉𝑟𝑟 + 𝑉𝑉ℎ
�𝑀𝑀𝑝𝑝𝑝𝑝𝑟𝑟𝑝𝑝 − 𝑀𝑀𝑏𝑏𝑓𝑓�, 

(2.1) 

 

where 𝐶𝐶𝑏𝑏𝑓𝑓 denotes baseflow 𝑁𝑁 −𝑁𝑁𝑁𝑁3− concentration (𝑡𝑡𝑙𝑙 𝑙𝑙−1); 𝑉𝑉𝑟𝑟 and 𝑉𝑉ℎ denote retention storage and 

hydrologically active storage of deep groundwater, respectively (𝑡𝑡𝑡𝑡); and 𝑀𝑀𝑝𝑝𝑝𝑝𝑟𝑟𝑝𝑝 and 𝑀𝑀𝑏𝑏𝑓𝑓 denote 

percolated mass per unit area and baseflow export load, respectively (𝑡𝑡𝑙𝑙 𝑁𝑁 𝑡𝑡−2). This ordinary 

differential equation was solved using the fourth order Runge-Kutta technique. Initial values of 𝐶𝐶𝑏𝑏𝑓𝑓 and 

𝑉𝑉𝑟𝑟 were set as land-use type dependent (Supporting Information, Table S2.1). 

Second, we added an input map of “crop rotation” to provide the spatial distribution of crop rotation 

types and a corresponding look-up table to define the crop sequence of each rotation type. Technically, 

the crop rotation map can be easily modified from the land-use map by separating arable land into 

different rotation regions. Forest and pasture can be treated as individual rotation types in this map, so 

that their nitrogen supply (e.g., plant/grass residues and animal wastes) and uptake can be defined in 

the look-up table to estimate the terrestrial nitrogen mass balance. 

Third, we added the ability to consider time series inputs of waste water treatment plants (WWTPs) 

based on their exact geographic locations. Therefore, point sources can be added to nearby streams and 

be routed along the spatially explicit river network. In other words, the model facilitates the assessment 

of impacts of spatially differentiated point-source pollution. Furthermore, time-series data of point 

source inputs enabled long-term continuous simulations under changing point-source conditions. 

2.3.2. Model parameters and sensitivity analysis 

We parsimoniously parameterized the nitrate submodel using only six parameters for rates of soil 

denitrification (denis), degradation (degdr), dissolution (dislr), mineralization (minlr), in-stream 

denitrification (deniw) and in-stream primary production (pprt). All parameters represent individual or 

combined biogeochemical reaction(s) in nitrate transport and removal processes. These reactions, which 

depend greatly on specific physical, chemical and biological characteristics, have not been fully 
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understood and conceptualized in catchment modeling. Therefore, parameters were defined as land-use 

dependent at the geographic data level, except for in-stream denitrification rate (deniw) which is a 

general parameter. These parameters, along with state variables in the nitrate sub-model, were 

upscaled to the terrestrial and in-stream modeling levels, following the second phase of MPR. Among 

the upscaling operators that can be chosen to maintain spatial variability (Samaniego et al., 2010), we 

chose the area-weighted mean method in this study.  

Although some of mHM parameters are potentially transferable (Kumar et al., 2013) and hydrological 

simulations are insensitive to some parameters (Cuntz et al., 2015), the total number of mHM-Nitrate 

parameters is still too large to be calibrated directly. Therefore, parameter sensitivity analysis is needed. 

We used the SAFE (Sensitivity Analysis For Everybody) tool developed by Pianosi et al. (2015).The 

Elementary Effects (EE) (Morris, 1991) method was selected for the sensitivity analysis, based on the 

screening and ranking purpose (Pianosi et al., 2016). It is a multiple-starts perturbation method and each 

trajectory allows for evaluating one EE per factor. The elementary effect of the 𝑡𝑡th parameter (𝐸𝐸𝐸𝐸𝑖𝑖) is 

based on a sample generated from the radial one-factor-at-a-time sampling strategy (Campolongo et al., 

2011). The 𝐸𝐸𝐸𝐸𝑖𝑖  and absolute mean (𝜇𝜇𝑖𝑖∗) and standard deviation (𝜎𝜎𝑖𝑖) of 𝐸𝐸𝐸𝐸𝑖𝑖  in 𝑟𝑟 trajectories are 

calculated: 

𝐸𝐸𝐸𝐸𝑖𝑖 =  𝑓𝑓(𝑝𝑝𝑖𝑖+∆𝑖𝑖)−𝑓𝑓(𝑝𝑝𝑖𝑖)
∆𝑖𝑖

, (2.2) 

𝜇𝜇𝑖𝑖∗ =  1
𝑟𝑟
∑ �𝐸𝐸𝐸𝐸𝑖𝑖

𝑗𝑗�𝑟𝑟
𝑗𝑗=1 ,𝜎𝜎𝑖𝑖 =  � 1

𝑟𝑟−1
∑ �𝐸𝐸𝐸𝐸𝑖𝑖

𝑗𝑗 − 𝜇𝜇∗�
2𝑟𝑟

𝑗𝑗=1 , 
(2.3) 

Where 𝑓𝑓 denotes the objective function used for sensitivity analysis (here we selected the Root-Mean-

Square-Error, RMSE); 𝑝𝑝𝑖𝑖  denotes the value of the 𝑡𝑡th parameter; ∆𝑖𝑖 denotes the sampling step; 𝐸𝐸𝐸𝐸𝑖𝑖
𝑗𝑗  

denotes 𝐸𝐸𝐸𝐸𝑖𝑖  in the 𝑗𝑗th trajectory; and  𝑟𝑟 denotes the number of sampled trajectories. By plotting 𝜇𝜇𝑖𝑖∗ 

versus 𝜎𝜎𝑖𝑖 of all parameters, the sensitivity ranking is obtained, with the more to the right-up section the 

point, the more influential and interdependent, respectively, the parameter becomes. 

We first separately analyzed sensitivity ranking of hydrological and nitrate submodel parameters for 

discharge and nitrate simulation, respectively. Then we simultaneously analyzed all parameter 

sensitivities for nitrate simulation, to take account interactions between hydrological and nitrate 

processes. 
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2.3.3. Model calibration and uncertainty analysis 

Based on sensitivity analysis, the most sensitive parameters have to be carefully calibrated against 

observations. Due to the complexity of grid-based parameterization approach, it is necessary to use an 

effective and efficient automatic optimization method. We used the Dynamically Dimensioned Search 

(DDS) method (Tolson & Shoemaker, 2007), which is developed for identifying approximation of global 

optimal solutions of computationally demanding models in limited evaluations (Behrangi et al., 2008).  

Apart from a powerful optimization method, selection and construction of an objective function, which 

reflects the goodness-of-fit between observations and simulated results, is also critical for successful 

model calibration. We used a multi-objective calibration approach with multi-criteria, multi-site and 

multi-variable.  

First, we used the Nash-Sutcliffe Efficiency (NSE) coefficient (Nash & Sutcliffe, 1970) as one of the 

criteria. Given the equivalent importance of high- and low-value periods in nitrate simulations, we also 

combined the logarithmic transformation of NSE (ln𝑁𝑁𝑆𝑆𝐸𝐸), which flattens high values to a comparable 

level with low values (Krause et al., 2005). Thus, the multi-criteria objective function was: 

𝑁𝑁𝑂𝑂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖−𝑝𝑝 = 𝑡𝑡𝑡𝑡𝑙𝑙 ��(1 −𝑁𝑁𝑆𝑆𝐸𝐸)6 + (1 − ln𝑁𝑁𝑆𝑆𝐸𝐸)66 �, (2.4) 

𝑁𝑁𝑆𝑆𝐸𝐸 = 1 − ∑ (𝑉𝑉𝑉𝑉𝑉𝑉𝑠𝑠𝑖𝑖𝑚𝑚
𝑖𝑖 −𝑉𝑉𝑉𝑉𝑉𝑉𝑜𝑜𝑜𝑜𝑠𝑠

𝑖𝑖 )2𝑛𝑛
𝑖𝑖=1

∑ (𝑉𝑉𝑉𝑉𝑉𝑉𝑜𝑜𝑜𝑜𝑠𝑠
𝑖𝑖 −𝑉𝑉𝑉𝑉𝑉𝑉𝑜𝑜𝑜𝑜𝑠𝑠�����������)2𝑛𝑛

𝑖𝑖=1
, (2.5) 

ln𝑁𝑁𝑆𝑆𝐸𝐸 = 1 − ∑ (ln𝑉𝑉𝑉𝑉𝑉𝑉𝑠𝑠𝑖𝑖𝑚𝑚
𝑖𝑖 −ln𝑉𝑉𝑉𝑉𝑉𝑉𝑜𝑜𝑜𝑜𝑠𝑠

𝑖𝑖 )2𝑛𝑛
𝑖𝑖=1

∑ (ln𝑉𝑉𝑉𝑉𝑉𝑉𝑜𝑜𝑜𝑜𝑠𝑠
𝑖𝑖 −ln𝑉𝑉𝑉𝑉𝑉𝑉𝑜𝑜𝑜𝑜𝑠𝑠��������������)2𝑛𝑛

𝑖𝑖=1
, (2.6) 

where 𝑉𝑉𝑉𝑉𝑅𝑅𝑠𝑠𝑖𝑖𝑚𝑚𝑖𝑖  and 𝑉𝑉𝑉𝑉𝑅𝑅𝑜𝑜𝑏𝑏𝑠𝑠𝑖𝑖  denote simulated and observed variables (discharge or 𝑁𝑁 −

𝑁𝑁𝑁𝑁3−concentration), respectively, at time step 𝑡𝑡; 𝑉𝑉𝑉𝑉𝑅𝑅𝑜𝑜𝑏𝑏𝑠𝑠���������� and ln𝑉𝑉𝑉𝑉𝑅𝑅𝑜𝑜𝑏𝑏𝑠𝑠������������� denote the mean of observed 

values and of their log-transformation, respectively; 𝑙𝑙 denotes the number of time steps. Second, multi-

site calibration has been proofed outperforming single-site approaches in heterogeneously 

characterized catchments (Jiang et al., 2015; Li et al., 2010). Thus, the multi-site objective function (for 

both discharge and 𝑁𝑁 −𝑁𝑁𝑁𝑁3−concentration) was adapted as follows: 

𝑁𝑁𝑂𝑂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖−𝑠𝑠 =  𝑡𝑡𝑡𝑡𝑙𝑙 � �𝑁𝑁𝑂𝑂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖−𝑝𝑝
𝑘𝑘

𝑚𝑚

𝑘𝑘=1

 �, 
(2.7) 
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where 𝑘𝑘 = 1,2,⋯𝑡𝑡 and 𝑡𝑡 denotes the number of gauging stations. Third, nitrate transport processes 

are mostly driven by hydrological processes. While in model calibration, nitrate observations can help to 

constrain hydrological processes (e.g., indicating runoff partitioning which cannot be reflected in 

discharge observations (Zhang et al., 2016)). Thus a weight-aggregated multi-variable function was 

constructed as follows: 

𝑁𝑁𝑂𝑂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖−𝑣𝑣 = 𝑡𝑡𝑡𝑡𝑙𝑙�𝑤𝑤𝑞𝑞 ∙ 𝑁𝑁𝑂𝑂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖−𝑠𝑠
𝑞𝑞 + 𝑤𝑤𝑛𝑛 ∙ 𝑁𝑁𝑂𝑂𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖−𝑠𝑠

𝑛𝑛 �, (2.8) 

where 𝑤𝑤𝑞𝑞 = 0.9 and 𝑤𝑤𝑛𝑛 = 0.1 denote weights for discharge and 𝑁𝑁 −𝑁𝑁𝑁𝑁3−concentration objectives, 

respectively. The weight for each variable can be optimized, or using Pareto multi-objective optimization, 

but it is not within the scope of this study.  

After model calibration, we used three evaluation criteria, namely NSE, RMSE and percent bias (PBIAS), 

to evaluate the model performance in discharge and 𝑁𝑁 −𝑁𝑁𝑁𝑁3−concentration simulations. 

We also integrated a widely used Markov Chain Monte Carlo (MCMC) approach - DREAMZS (Differential 

Evolution Adaptive Metropolis algorithm) (ter Braak & Vrugt, 2008; Vrugt et al., 2009; Wilusz et al., 2017) 

to evaluate model uncertainties. Model parameter inferences were based on the log-likelihood function: 

𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 =
𝑀𝑀 + 𝑁𝑁

2
log(2𝜋𝜋)− � 𝑙𝑙𝑙𝑙𝑙𝑙𝜎𝜎𝑖𝑖

𝑀𝑀+𝑁𝑁

𝑖𝑖=1

− �
𝜀𝜀𝑖𝑖2

2𝜎𝜎𝑖𝑖2

𝑀𝑀+𝑁𝑁

𝑖𝑖=1

 
(2.9) 

where 𝑡𝑡 = 1,2,⋯𝑀𝑀,𝑀𝑀 + 1,⋯𝑀𝑀 + 𝑁𝑁 and 𝑀𝑀,𝑁𝑁 denote the number of discharge and nitrate 

measurements, respectively; 𝜀𝜀𝑖𝑖  denotes the model error at 𝑡𝑡th measurement; and 𝜎𝜎𝑖𝑖 denotes the error 

standard deviation. Following the work of Vrugt et al. (2005), the discharge 𝜎𝜎 was tested as 

heteroscedastic (𝜎𝜎𝑖𝑖 = 0.09 × 𝑑𝑑𝑡𝑡𝑎𝑎𝑑𝑑ℎ𝑎𝑎𝑟𝑟𝑙𝑙𝑙𝑙), while nitrate 𝜎𝜎 was homoscedastic (𝜎𝜎 =  0.32 𝑡𝑡𝑙𝑙/𝑙𝑙, see 

details in Supporting Information, Figure S2.1). We also assumed the errors independently follow the 

Gaussian distribution. The 95% confidence band of parameter uncertainty was generated from 10,000 

MCMC evaluations in this study, and that of total uncertainty was calculated from model simulations 

with random errors (normal distribution~𝑁𝑁(0, 𝜎𝜎𝑖𝑖)). 

2.4. Test catchment and data analysis 

2.4.1. Catchment description 

The mHM-Nitrate model was tested in the Selke catchment, a sub-catchment of the Bode catchment in 

Central Germany (the TERENO Harz/Central German Lowland Observatory (Wollschläger et al., 2016)). 
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The drainage area of the Selke catchment is approximately 456 km2. Mean annual precipitation is 660 

mm, ranging from 792 mm in the upper mountainous areas to 450 mm in the lower agricultural lands. 

Mean monthly temperature is 9℃ (ranging from -1.8℃ in winter to 15.5℃ in summer) and a 

considerable amount of snowmelt from the upper mountains contributes to stream discharge according 

to our field experience. Three nested gauging stations (Silberhütte, Meisdorf and Hausneindorf, with 

area of 99, 184 and 456 km2, respectively) and five WWTPs were considered in this study (Figure 2.2a). 

The station Meisdorf, above which 72% of the area is occupied by forest, measures discharge and 

nutrient exports from the upper forest area. Agricultural land dominates the lower part of the 

catchment (almost 80% of the area between the station Meisdorf and the outlet station Hausneindorf), 

with considerable urban areas (Figure 2.2b). The main crops planted on agricultural land are winter 

wheat, winter barley, triticale, rye, rapeseed, maize and sugar beet. The amount of fertilizer applied 

each year ranges from 130 to 190 kg N ha-1 (Kistner, 2007). Soil and geological characteristics also differ 

in areas upstream and downstream of the station Meisdorf. Upstream of the station Meisdorf, 

cambisols and schist/claystone form the soils and geology, respectively, while chernozems and tertiary 

sediments with loess dominate the lower parts of the catchment (Figure 2.2c and d). Due to this 

heterogeneity of physiographic condition, the Selke catchment was selected to test the new mHM-

Nitrate model.  
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Figure 1.2. Geographic data of the Selke catchment, Central Germany: (a) Digital Elevation Model (DEM), 

river network and station locations, (b) land use types, (c) soil types, and (d) geological map.  

Geographic data were resampled from original sources into a user-defined resolution (100 m in this 

study, Table 2.1). Resolution of the crop rotation map was set equal to that of the land-use map for 

technical simplification since it is modified from the land-use map and unique rotation type was 

assigned in all arable lands in this study. Meteorological data were collected from the German Weather 

Service. The number of precipitation stations within and around the Selke catchment has decreased 

from 16 to 8 after 2004 and another station was dismantled in 2013. There is no reservoir constructed in 

the catchment. Evaluation data (discharge and concentration observations) were collected from the 

State Agency for Flood Protection and Water Management of Saxony-Anhalt -LHW (daily discharge data 

for 1993-2015 and biweekly 𝑁𝑁 −𝑁𝑁𝑁𝑁3− concentration data for 1997-2009, with a one-year gap) and the 

Helmholtz Center for Environmental Research - UFZ (biweekly and 15-minute 𝑁𝑁 −𝑁𝑁𝑁𝑁3− concentrations 

for 2010-2015). In the years 1998-2004, about 18% of annual stream flow was abstracted from the 

downstream part for flooding of a mining pit. Resolutions of terrestrial modeling and in-stream routing 

levels were set as 1km and 8 km, respectively. Daily discharge and nitrate data were averaged values 

from high-frequency measurements, and biweekly nitrate data were grab sample measurements. 

Table 2.1. Data used to set-up and evaluate the mHM-Nitrate model in the Selke catchment, Germany. 

Data source: BGR - Federal Institute for Geosciences and Natural Resources, Germany; DWD - German 

Weather Service; LHW - State Agency for Flood Protection and Water Management of Saxony-Anhalt; 

UFZ - Helmholtz Center for Environmental Research. SR: spatial resolution. 

Data catalog Data type Resolution Period Source 

Geographic 
data 

Digital Elevation Model SR (All resampled 
to 100 m): 30 m,   

State Survey 
Office/ BGR 

Land-use 30m,  -- 
Soil-type 1:1 000 000,  

Geological map 1:1 000 000  

Agricultural 
practices 

Application of 
fertilizer/manure 
Dates of farming 
practices 

-- -- 
Field survey/ 
interview 

Map & look-up table of 
crop rotations 

SR: 100 m 
(based on the 
land-use map) 

-- 

Point source Discharge and water Daily  2002-2010 Five waste water 
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data quality treatment plants 

Meteorological 
data 

Precipitation 
Daily 
SR: 1 km 1993-2015 

(warming period: 
1993-1996) 

DWD Temperature 
Potential 
evapotranspiration 
Atmospheric nitrogen 
deposition 9-15 kg ha-1 yr-1 State agricultural 

authority 
Evaluation data 
(three gauging 
stations) 

Discharge Daily 1997-2015 LHW 

Nitrate concentration  Biweekly 1997-2015 LHW/UFZ 

Daily 2010-2015 UFZ 
 

2.4.2. Time-series data analysis and pre-processing 

Long-term dynamics of observed biweekly 𝑁𝑁 −𝑁𝑁𝑁𝑁3− concentrations showed notable differences 

between dominant land-use types. Mean concentration at the outlet (3.61 𝑡𝑡𝑙𝑙 𝑙𝑙−1 at Hausneindorf) was 

much higher than that from the upper forest-dominant area (1.60 𝑡𝑡𝑙𝑙 𝑙𝑙−1 at Meisdorf). Seasonal Mann-

Kendall Test (Hirsch et al., 1982) for 1997-2015 (results not shown) indicated no significant trend at 

Silberhütte, while at Meisdorf, a negative trend was only observed in July (𝑝𝑝 value equaled to 0.019) 

when the lowest flow occurred. At Hausneindorf, however, a strong negative trend was detected 

throughout the year, except in February and March which are the main high flow months. Seasonal 

patterns of concentration also differed largely. At the two upper stations (Silberhütte and Meisdorf), the 

pattern was clear and consistent with the discharge pattern, showing high concentrations (ca. 4 𝑡𝑡𝑙𝑙 𝑙𝑙−1) 

in high-flow periods and low concentrations (as low as 0.5 𝑡𝑡𝑙𝑙 𝑙𝑙−1) in low-flow periods. However, the 

pattern at Hausneindorf changed during the periods studied. After 2007, concentrations in high-flow 

periods were higher than those in low-flow periods, but amplitudes of seasonal variability were much 

lower than those of the two upper stations, primarily due to much higher minimum values (ca. 2 

𝑡𝑡𝑙𝑙 𝑙𝑙−1). In the previous period (1997-2006), concentrations slightly decreased (from ca. 4 to 2 𝑡𝑡𝑙𝑙 𝑙𝑙−1) 

in the recession phases of the main high-flow period of the year, but greatly increased during 

subsequent low-flow periods (up to 8 𝑡𝑡𝑙𝑙 𝑙𝑙−1).  

Five WWTPs have been constructed since 2002, but they only started to properly operate in 2007, 

identified by annual mean outflow discharge (Figure S2.2 to S2.4). We assumed that the unrecorded 

waste water was put directly into streams at the plant sites. Therefore, we estimated the unknown 

point-source inputs before 2007 according to available measurements (WWTP Harzgerode, for which 

inflow measurements were collected) and urban populations (WWTPs Ballenstedt and Hoym, for which 

inflow measurements were missing). The estimation of daily point-source data were given in Supporting 
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Information (Figure S2.2 to S2.4). We excluded WWTPs Straßberg and Alexisbad in this study since the 

outflow discharge and city population were much less than the other ones.  

As a part of the TERENO Harz/central German lowland observatory, high-frequency monitoring has been 

performed in the Selke catchment since 2010. We aggregated daily mean 𝑁𝑁 −𝑁𝑁𝑁𝑁3− concentrations from 

newly available 15-minute sensor data at the three gauging stations. Given the quantity and quality of 

𝑁𝑁 −𝑁𝑁𝑁𝑁3− observations, daily discharge and biweekly concentration data in the period 2010-2015 were 

used for daily model calibration and data in the period 1997-2009 were used for long-term model 

validation. Also, daily concentration observations in the period 2010-2015 were used for additional high-

resolution validation. The period 1993-1996 was used as a spin-up period for hydrological simulation 

and the initial conditions for the nitrate simulation are provided in the Supporting Information (Table 

S2.1). 

2.5. Results 

2.5.1. Parameter analysis 

We identified nine land use types and ten geological units in the Selke catchment (Figure 2.2b and d). 

Consequently, the total number of parameters reached up to 99, (53 and 46 in hydrological and nitrate 

submodels, respectively), making a parameter sensitivity analysis necessary.  

Separate parameter sensitivity ranking (PSR) results showed that parameters related to soil moisture 

(soil) influenced hydrological simulations the most, followed by those related to evapotranspiration (pet) 

and interflow generation (intfl) (Figure 2.3a), which highlights the importance of soil moisture dynamics, 

evapotranspiration and interflow generation processes in simulating discharge. Results also showed that 

denitrification rates in stream water (deniw) and for land-use types (denis) influenced nitrate simulation 

the most (Figure 2.3b). Simultaneous sensitivity results showed that hydrological parameters dominated 

the upper-right section, with one nitrate parameter ranked in the third place (Figure 2.3c), 

demonstrating that nitrate simulation was mainly driven by hydrological processes. Specifically, the 

most influential processes were also soil moisture dynamics, interflow generation and 

evapotranspiration. Comparing the separate and simultaneous analyses of nitrate submodel parameters 

(Figure 2.3b and c), the top ten parameters differed in both rank and number, with a decrease in 

denitrification process parameters and an increase in in-stream primary production process parameters 

(pprt). This indicates that hydrological processes also influenced the sensitivity of nitrate sub-model 

parameters.  
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Results of simultaneous analysis also showed large variance in sensitivity among all parameters (i.e., 

wide range and dramatic decrease in values of 𝜇𝜇∗ and 𝜎𝜎) (Figure 2.3c). We selected the top ten and top 

six hydrological and nitrate submodel parameters, respectively, for model calibration and uncertainty 

analysis. We further grouped the land-use dependent nitrate parameters into an agricultural group 

(parameters in intensive orchard, pasture and arable lands) and a non-agricultural group. The DDS 

calibration method was used and 50,000 iterations were set as the terminal criterion. The calibrated 

optimal values are given in Table 2.2. 

 

Figure 2.3. mHM-Nitrate parameter sensitivity ranking (PSR) using the Elementary Effect method. 

Graphs (a) and (b) show the top 30 parameters, with the top 10 labeled; graph (c) shows the top 60 

parameters, with 20 labeled (the top 10 of hydrological and nitrate parameters, respectively). Labeled 

parameters are related to soil moisture (soil), evapotranspiration (pet), interflow generation (infl), 

geological units (geo), soil denitrification rates (denis), dissolution rate (dislr), mineralization rate (minlr), 

in-stream denitrification rates (deniw) and in-stream primary production rate (pprt). Numbers after 

nitrate parameter refer to land-use types numbered in Figure 2b. The more to the right-up section the 

point, the more influential and interdependent, respectively, the parameter becomes. Note the log-log 

scales. 
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Table 2.2. Description of the calibrated model parameters. More detailed descriptions of hydrological 

submodel parameters are given by Samaniego et al. (2010). Shaded rows indicate nitrate submodel 

parameters, with subscripts “na” and “a” denote non-agricultural group and agricultural group, 

respectively. 

Parameter Brief description Parameter range Optimal 
value 

soil3 Correction factor of hydraulic conductivity 
considering organic matter content  [0.00E+0;4.00E+0] 3.99E+0 

soil4 Pedotransfer function parameter for calculating soil 
moisture content (Zacharias & Wessolek, 2007) [6.46E-1; 9.51E-1] 9.50E-1 

soil7 Pedotransfer function parameter for calculating soil 
moisture content (Zacharias & Wessolek, 2007) [5.36E-1; 1.12E+0] 9.21E-1 

soil10 Transfer function parameter for calculating 
saturated hydraulic conductivity (Cosby et al., 1984) [-1.20E+0; -2.85E-1] -9.02E-1 

soil13 Transfer function parameter for calculating 
saturated hydraulic conductivity (Cosby et al., 1984) [1.00E+0; 1.50E+2] 6.23E+1 

soil14 Fraction of roots for calculating actual 
evapotranspiration in forest areas [9.00E-1; 9.99E-1] 9.62E-1 

intfl4 Transfer function parameter for recession rate in 
slow interflow generation process [1.00E+0; 3.00E+1] 1.42E+1 

intfl5 Transfer function parameter for exponent coefficient 
(alpha) in slow interflow generation process [5.00E-2; 3.00E-1] 1.20E-1 

pet1 Parameter for aspect correction of input potential 
evapotranspiration data [7.00E-1; 1.30E+0] 1.02E+0 

geo12 Baseflow recession rate under geological unit 
number 12 [1.00E+0; 1.00E+3] 2.10E+2 

denisna Soil denitrification rate in non-agricultural land (d-1) [1.00E-4; 1.00E-1] 1.87E-2 

denisa Soil denitrification rate in agricultural land (d-1) [1.00E-4; 1.00E-1] 3.98E-3 

deniw In-stream denitrification rate (kg m-2 d-1) [1.00E-8; 5.00E-2] 3.94E-4 

pprtna 
Primary production rate in non-agricultural stream 
(kg m-3 d-1) [1.00E-8; 1.00E+0] 6.73E-2 

pprta 
Primary production rate in agricultural stream (kg m-

3 d-1) [1.00E-8; 1.00E+0] 5.40E-4 

dislra Soil dissolution rate in agricultural land (d-1) [1.00E-1; 2.00E+2] 2.00E+2 
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2.5.2. Model performance 

Long-term discharge simulation results (Figure 2.4) and corresponding evaluation criteria (Table 2.3) 

showed that the model performed well for both calibration (2010-2015) and validation (1997-2009) 

periods. For the two upper stations, Silberhütte and Meisdorf, the model adequately captured seasonal 

dynamics of discharge, covering both the high- and low-flow periods. NSE values were above 0.81 and 

0.76 for discharge simulations in the calibration and validation periods, respectively. NSE values at 

Meisdorf (0.81 and 0.76 for calibration and validation, respectively) were slightly lower than those at 

Silberhütte (0.85 and 0.82, respectively). This could be attributed to the underestimation of several flow 

peaks at Meisdorf after 2006, since NSE is strongly influenced by high values. The amount of 

precipitation recorded during these events seems to be too low to generate such high flows compared 

to those of previous flood events (Figure 2.4a and b). This insufficient precipitation is probably due to 

the reduced number of precipitation stations in the Selke catchment after 2004 (see section 2.4.1). 

However, the water balance at Meisdorf (discharge PBIAS within ±10%) was better than that at 

Silberhütte (discharge PBIAS exceeded -10% in the validation period). Underestimation of the discharge 

balance in mountainous areas (e.g., station Silberhütte) is frequently reported in hydrological modeling 

studies. This is probably due to the large uncertainties in meteorological input data in these areas. 

Weather conditions change rapidly due to the high geographic heterogeneity, which leads to decreased 

spatial representation of weather stations. Moreover, simplifying snowmelt processes likely worsened 

model performance in the mountainous areas. 

For discharge simulation at station Hausneindorf, the model had a somewhat worse performance than 

that for the upper stations, but still reproduced the observed discharge reasonably well (NSEs were 0.68 

and 0.65 in calibration and validation periods, respectively, Table 2.3). Underestimation of peak flows 

probably propagated from the upper part of the catchment where most of the flow is generated. The 

lower spatial density of precipitation stations in the lower catchment probably exacerbated the problem 

of insufficient precipitation data. The water balance in the model was most accurate in the calibration 

period (PBIAS was -4.6%), and least accurate in the validation period (PBIAS reached up to 24.4%). Jiang 

et al. (2014) reported that approximately 18% of mean annual stream flow was abstracted in the 

downstream part of the Selke catchment during 1998-2004. However, water balance was still slightly 

overestimated after considering the abstraction. A similar slight overestimation also occurred at 

Meisdorf (10%) in the validation period. Due to the sparser precipitation stations in the calibration 

period, the model was likely forced to increase the runoff generation to fit the observed discharge more 

accurately. Consequently, during the validation period when precipitation data differed, water balance 



 

32 
 

(PBIAS) was slightly overestimated. Additionally, the RMSE for all stations (not exceeding 0.02) indicated 

reasonable simulation of discharge (Table 2.3). 

For nitrate simulations at the two upper stations, the model adequately reproduced the observed 

concentrations covering both high and low values (Figure 2.4a and b). NSE values of 𝑁𝑁 −𝑁𝑁𝑁𝑁3− 

concentration at Silberhütte were even higher than 0.70, presumably due to the clear seasonal 

concentration pattern. 𝑁𝑁 −𝑁𝑁𝑁𝑁3− concentrations under low-flow conditions were slightly higher at 

Meisdorf than Silberhütte in the validation period, probably due to unknown point sources from the city 

of Harzgerode. By estimating the unknown point-source inputs, the model adequately simulated the 

increased concentration in low flow conditions (NSE was 0.47). Biweekly RMSE and PBIAS values also 

indicated adequate nitrate simulations at the two upper stations (Table 2.3). At Hausneindorf, 𝑁𝑁 −𝑁𝑁𝑁𝑁3− 

concentrations were obviously higher than those  
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Figure 2.4. Model performances of discharge and 𝑵𝑵−𝑵𝑵𝑵𝑵𝟑𝟑
− concentrations in calibration (2010-2015) 

and long-term validation (1997-2009) periods at the three gauging stations. 
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at the two upper stations (Figure 2.4c), due to strong impacts from intensive agricultural activities on 

arable lands and from point sources in urban areas. The model simulated nitrate concentration well in 

the calibration period, when point sources were clearly controlled by two large WWTPs in the lower part 

(plants Hoym and Ballenstedt, Figure 2.2a). Statistical performance in the calibration period illustrated a 

good simulation accuracy (NSE = 0.37, RMSE = 0.07 and PBIAS = -3.38%). In the validation period, long-

term nitrate dynamics were acceptably reproduced by estimating the changing unknown point sources 

in lower urban areas, although the NSE value was slightly less than zero (-0.07). The largely increased 

concentrations in low-flow conditions were not captured well. RMSE (0.07) and PBIAS (3.34%) were 

similar with that in the calibration period, and were acceptable. The Quantile-Quantile plots of 

observations vesus simulations were shown in Supporting Information (Figure S2.8).  

Regarding the additional validation using daily observations of 𝑁𝑁 −𝑁𝑁𝑁𝑁3− concentration (2010-2015), the 

model adequately reproduced seasonal patterns and fluctuations during high value periods at the two 

upper stations (Figure 2.5a and b). NSE values were both 0.66 and RMSE were below as low as 0.02 and 

0.01, respectively (Table 2.3). The complex dynamics of concentration at Hausneindorf were reproduced 

well. Peaks and drops in simulated results were reasonably validated by daily observations (Figure 2.5c). 

Statistically, NSE was high and RMSE and PBIAS values were relatively low, confirming the model 

performance of daily validation (Table 2.3). 

We used the daily discharge and biweekly 𝑁𝑁 −𝑁𝑁𝑁𝑁3− concentration data (2010-2015) for the uncertainty 

analysis. The discharge uncertainty results showed that the uncertainty in high-flow periods was much 

higher than that in low-flow periods and differences between total uncertainty and parameter 

uncertainty in high-flow periods were also larger than those in low-flow periods (Figure 2.6a and Figures 

S2.4 to S2.6), demonstrating that higher uncertainty from input data and model structure occurs in high-

flow periods. This, to some extent, corroborates the above explanations for reduced model performance 

of the flow peaks. The 95% total uncertainty band of 𝑁𝑁 −𝑁𝑁𝑁𝑁3− concentration covered most of grab-

sampling observations (ca. 98%) and most of them were also within or around the parameter 

uncertainty band (Figure 2.6b and Figures S2.4 to S2.6).  
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Figure 2.5. Model validation using daily 𝑵𝑵−𝑵𝑵𝑵𝑵𝟑𝟑
− concentration observations at the three gauging 

stations. 

Table 2.3. Statistical criteria (Nash-Sutcliffe Efficiency – NSE, Root-mean-square Error –RMSE and 

Percent Bias - PBIAS) of model calibration and validation for Hausneindorf (Haus), Meisdorf (Meis) and 

Silberhütte (Silber) in the Selke catchment, Germany. 

Variable Criterion 
Calibration Validation 
2010-2015 1997-2009 2010-2015 
Haus Meis Silber Haus Meis Silber Haus Meis Silber 

Discharge 
NSE 0.68 0.81 0.85 0.65 0.76 0.82 -- -- -- 
RMSE 0.02 0.02 0.01 0.01 0.01 0.01 -- -- -- 
PBIAS (%) -4.61 -9.02 -8.86 24.36 10.63 -17.50 -- -- -- 

𝑁𝑁 −𝑁𝑁𝑁𝑁3− 
concentration 

Frequency Bi-weekly Bi-weekly Daily  
NSE 0.37 0.59 0.70 -0.07 0.47 0.72 0.43 0.66 0.66 
RMSE 0.07 0.07 0.07 0.07 0.07 0.06 0.02 0.02 0.01 
PBIAS (%)  -3.38 -2.88 2.48 3.34 -3.35 -0.45 2.75 -7.38 -8.83 
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Figure 2.6. The 95% confidence bands of (a) discharge and (b) 𝑵𝑵−𝑵𝑵𝑵𝑵𝟑𝟑
− concentration at station 

Hausneindorf using DREAMZS. Graph (a) shows only results of two-year period (2010-2011) for a better 

visibility. Complete results of uncertainty analysis at all three gauging stations were provided in 

Supporting Information (Figures S5 to S7). 

2.5.3. Spatial information 

We calculated the spatial distributions of mean interflow and baseflow 𝑁𝑁 −𝑁𝑁𝑁𝑁3− concentrations for the 

period of 2010-2015 (Figure 2.7), representing nitrate statuses in soil moisture and groundwater, 

respectively. Interflow concentrations of agricultural land were much higher than those in forested 

areas (Figure 2.7a), which reflects the strong environmental impacts of agricultural practices (e.g., 

fertilizer and manure applications). Also, variability for agricultural land was high and most critical 

source areas were located near the catchment outlet. Baseflow concentrations of the lower agricultural 

land were higher than interflow concentrations (Figure 2.7b), indicating the impacts of long-term 

agricultural fertilizer application on groundwater nitrate concentration (Musolff et al., 2016). 
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Figure 2.7. Spatial distributions of nitrate concentration ((a) interflow and (b) baseflow concentrations, 

representing nitrate statuses in soil moisture and groundwater, respectively) provided by the mHM-

Nitrate model (cell size: 1 km × 1 km) in period 2010-2015. 

Nitrate terrestrial inputs/outputs and internal transformation processes can also be provided by the 

model spatially. All results (Figure 2.8) were averaged from model calculations in period 2010-2015. 

Main transformation processes (i.e., mineralization, uptake and denitrification) showed high spatial 

variability across the heterogeneous landscapes in the Selke catchment (Figure 2.8b, d and e). 

Compared to results in forested areas, these processes were generally more active in agricultural areas. 

The variability within agricultural areas was also higher than that within forested areas, especially for the 

denitrification process which is strongly influenced by soil moisture. The calculated terrestrial export 

loads, which are predominated by annual runoff generation, showed even higher variability in 

agricultural lands (annual load ranges from 0.1 to 18 𝑘𝑘𝑙𝑙 𝑁𝑁 ℎ𝑎𝑎−1 𝑦𝑦𝑟𝑟−1, Figure 2.8f). Nitrate external 

supply through fertilizer and manure application and nitrate soil uptake by crops and plants, accounted 

for the largest fractions of nitrate input and output, respectively (Figure 2.8a and d). The overall 

terrestrial mean balance was nearly closed in the Selke catchment, with a mean total input amount of 

106 𝑘𝑘𝑙𝑙 𝑁𝑁 ℎ𝑎𝑎−1 𝑦𝑦𝑟𝑟−1 (the sum of nitrate external supply, mineralization and atmospheric wet deposition) 

equivalent to a mean total output amount of 105 𝑘𝑘𝑙𝑙 𝑁𝑁 ℎ𝑎𝑎−1 𝑦𝑦𝑟𝑟−1 (the sum of crop/plant uptake, 

denitrification and terrestrial export). 
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Figure 2.8. Spatial distributions of terrestrial nitrate inputs/outputs and internal transformation 

processes provided by the mHM-Nitrate model (cell size: 1 km × 1 km) in period 2010-2015. 

Information of in-stream removal (i.e., net removal by primary production and denitrification processes) 

showed high variability both temporally and spatially (Table 2.4). Nitrate loads were much higher in wet-

winter seasons than in dry-summer seasons due to the hydrological seasonal pattern. Loads at Meisdorf 

accounted for 35% and 59% of the loads at the outlet (station Hausneindorf) in summer and winter, 

respectively. Nitrate removal was highest in summer and lowest in winter. Removal in the upper 

forested reaches was 26-54% of the amount removed from the whole river network. Generally, more 

nitrates were removed from the lower agricultural reaches than the upper reaches, except spring when 

they were equivalent. The proportion of nitrate removal to load (percentage) showed high seasonal 

variability. The highest percentage occurred in summer (e.g., 76% and 54% in the upper forested 

reaches and the whole river network, respectively, in July) and the lowest removal occurred in winter 

(e.g., only ca. 0.1% and 0.3%, respectively, in February). Spatial variability of the percentage was not 

pronounced throughout the whole year, except in summer when nitrate load at Meisdorf was very low 

(with 83.4 𝑘𝑘𝑙𝑙 𝑁𝑁 𝑑𝑑−1 vs. 234 𝑘𝑘𝑙𝑙 𝑁𝑁 𝑑𝑑−1 at the outlet).  

Table 2.4. Seasonal and annual mean values of the in-stream balance at station Meisdorf and 

Hausneindorf. The loads were calculated based on model simulated discharge and concentrations at two 
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stations and the removal (primary production and denitrification) values were amount from all reaches 

above each station. 

Mean 
(kg N d-1) 

Spring Summer Autumn Winter Annual 
Meis Haus Meis Haus Meis Haus Meis Haus Meis Haus 

Load 279 555 83.4 234 144 332 487 826 248 486 
Removal 28.3 52.5 36.3 79.4 9.60 27.9 1.77 6.73 19.0 41.6 
Percentage (%) 10.1 9.46 43.5 33.9 6.67 8.40 0.36 0.81 7.64 8.55 

2.6. Discussion 

2.6.1. Model evaluation 

Dynamics of 𝑁𝑁 −𝑁𝑁𝑁𝑁3− concentrations depend largely on the spatial distribution of non-point sources 

(Musolff et al., 2017). Due to heterogeneous land-use types, soil types and geological characteristics in 

the contributing areas upstream of the three nested gauging stations, the validation results 

demonstrates that the model can represent different nitrate behaviors well. Seasonal variability in 𝑁𝑁 −

𝑁𝑁𝑁𝑁3− concentrations at the two upper stations represents mainly the nitrate behavior in natural forest-

dominated areas, which has high interflow concentrations and extremely low baseflow concentrations. 

Due to the impermeable geological property, a shallow and flashier flow pathway is developed in the 

upper Selke (Dupas et al., 2017). The fertilizers and plant residues added to the upper arable lands and 

forests, respectively, increased 𝑁𝑁 −𝑁𝑁𝑁𝑁3− concentrations of soil moisture, but not of deeper 

groundwater. The model reasonably captured the processes under these conditions and performed well 

throughout the whole simulation period. At the catchment outlet, 𝑁𝑁 −𝑁𝑁𝑁𝑁3− concentrations combine 

exports from the upper natural forested areas and intensive agricultural and considerable urban areas in 

the lower parts of the catchment. The lowland agricultural area is dominated by sedimentary materials 

and loess, which leads to a deeper and slower groundwater dominant hydrological behavior (Musolff et 

al., 2016). Due to long-term fertilizer application, concentrations were much higher in soil moisture and 

also in deeper groundwater (ca. 25 𝑡𝑡𝑙𝑙 𝑙𝑙−1, from field measurements). Point sources from lower urban 

areas were clearly controlled by WWTPs in the calibration period (2010-2015), and exports from upper 

areas were captured well at Meisdorf. Therefore, model performance at Hausneindorf can reflect the 

model ability to simulate agricultural exports. The adequate results validate the applicability of mHM-

Nitrate in typical intensive agricultural areas.  

Although point sources contributed to a small proportion of nitrate load, they strongly influenced the 

pattern of observed concentrations. For instance, in the validation period (1997-2009), the change 



 

40 
 

points of observed 𝑁𝑁 −𝑁𝑁𝑁𝑁3− concentration pattern at Hausneindorf (i.e., the years 2002 and 2007, 

Figure 2.4c) were correspondent to the change points of waste water treatments (see Section 2.4.2 and 

Supporting Information). Therefore, we reconstructed the point-source time series according to WWTP 

measurements. The changes of seasonal patterns were reasonably captured by simulations, although 

the NSE was slightly less than zero. This is probably due to large uncertainties which might be involved in 

estimating unknown point-source inputs in the validation period. Overall, by considering the exact 

locations of WWTPs and time series of point source inputs, mHM-Nitrate facilitates the use for long-

term continuous simulation under changing anthropogenic conditions.  

Benefiting from currently available high-frequency monitoring, the daily data (2010-2015) were used to 

validate short-term nitrate behavior that is rarely observed in regular grab sampling. At the two upper 

stations, the fluctuations of 𝑁𝑁 −𝑁𝑁𝑁𝑁3− concentrations in high-flow periods are presumably due to 

shifting runoff partitioning among runoff components (surface direct flow with relatively low 

concentrations, interflow with high concentrations and baseflow with extremely low concentrations). 

Outlet concentrations frequently decreased during small storm events in low-flow periods, reflecting 

dilution by small events from upper forested areas or direct runoff from paved urban areas. The model 

captures general dynamics accurately and mimics peaks and drops reasonably well.  Even though the 

daily model was calibrated using biweekly nitrate data, simulations reasonably captured the short-term 

dynamics (i.e., the concentration fluctuations, peaks and drops) that can only be observed in higher 

frequency observations. Moreover, during spring and summer in 2011, the discharge contribution from 

the lower part (below the station Meisdorf) was abnormally higher than in other years. The model 

successfully captured the discharge and concentration changes, indicating its ability to represent 

variable spatial contributions of runoff and nitrate. 

The uncertainty results were consistent with above model calibration and validations, although the 

evaluation criteria are different (log-likelihood function and multi-objective function, respectively). This 

indicated the model’s robustness and reduced the risk of over-optimization. The mHM-Nitrate model 

can be a suitable tool to explicitly present spatial distributions of catchment nitrate concentrations and 

fluxes. Nitrate statuses of soil moisture and groundwater were represented by nitrate concentrations in 

interflow and baseflow, respectively, due to the basic fully mixing assumption and the lack of precise 

information of soil DIN pool size, of which initial value was also assigned in form of concentration. The 

nitrate concentration appeared to be generally stable in different seasons, consistently with the almost 

closed mean terrestrial balance in the catchment. Moreover, the spatial variabilities of soil nitrate 



 

41 
 

concentrations and fluxes were also correspondent. For instance, in the north-west part of the Selke 

catchment, the relatively lower nitrate outputs (i.e., soil denitrification and terrestrial exports, Figure 

2.8e and f) resulted in nitrate enrichment in the soil moisture and 𝑁𝑁 −𝑁𝑁𝑁𝑁3− concentration reached up 

to 45 mg l-1 in recent years (Figure 2.7a).  

Although the model was validated at the three gauging stations, nitrate distributions of concentrations 

and fluxes were in reasonable ranges that suggested by literature (Hofstra & Bouwman, 2005; Wade et 

al., 2002; Whitehead et al., 1998b) and field measurements. Hofstra and Bouwman (2005) summarized 

336 denitrification experiments in agricultural soils and reported mean values ranged 8-51 

𝑘𝑘𝑙𝑙 𝑁𝑁 ℎ𝑎𝑎−1 𝑦𝑦𝑟𝑟−1, comparing with our modeling mean value 24.5 𝑘𝑘𝑙𝑙 𝑁𝑁 ℎ𝑎𝑎−1 𝑦𝑦𝑟𝑟−1. Wade et al. (2002) 

reported INCA-N model results of crop/plant uptake, denitrification, mineralization and N-leaching (i.e., 

terrestrial export in this study) in an England catchment and provided literature ranges respectively. 

Calculations from local authority (LLFG, 2012) showed that N mineralization is 30-45 𝑘𝑘𝑙𝑙 𝑁𝑁 ℎ𝑎𝑎−1 𝑦𝑦𝑟𝑟−1 in 

the arable lands of the study area. Jiang et al. (2014) calculated the N terrestrial export (0-10.6 

𝑘𝑘𝑙𝑙 𝑁𝑁 ℎ𝑎𝑎−1 𝑦𝑦𝑟𝑟−1) of the Selke catchment using the HYPE model. These findings are compatible with our 

results. This rationalizes the use of spatial information provided in each model cell to support spatially 

differentiated N balance investigations. We recognized that a more theoretical and comprehensive scale 

analysis should be conducted to assess the predictive capability at model grid scale. The representative 

elementary scale concept, suggested by Refsgaard et al. (2016), can be a potential approach for further 

study. Calculated in-stream nitrate removal reflected high seasonal variability of the in-stream processes. 

The annual mean percentage of nitrate removal was about 8%. This value is comparable to values from 

other in-stream nitrate retention studies, given a wide range of values that has been reported 

(Alexander et al., 2009; Covino et al., 2010). Rode et al. (2016a) calculated the in-stream assimilatory 

uptake based on high-frequency sensor measurements in the Selke catchment. They reported nitrate 

gross assimilatory uptake of 12.4 and 45.2 𝑘𝑘𝑙𝑙 𝑁𝑁 𝑑𝑑−1 in upper forest reaches and lower agricultural 

reaches, respectively. The order of magnitude is in line with our modeling results of net removal (Table 

2.4). Given model uncertainty and “equifinality” effects, internal terrestrial and in-stream information 

provided by mHM-Nitrate only gives a coarse estimation on catchment-wide nitrate status. For a more 

comprehensive simulation, more in-situ knowledge benefiting from newly available monitoring data 

should be integrated in future catchment model development (Rode et al., 2016b). 
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2.6.2. Remarks on model representation 

Balancing accurate representation and complexity remains a major challenge in model development 

(Clark et al., 2017). The grid-based mHM-Nitrate model was developed to address issues related to 

model representation. 

Representing spatial variability 

Most current hydrological water quality models adopt the semi-distributed structure, mainly because 1) 

sub-catchments and basic modeling units are delineated based on natural geographic information 

(topography, land use and soil types) that, to some extent, ensures a close relationship between model 

parameters and catchment characteristics, and 2) the hierarchical structure greatly decreases the 

number of basic units and increases computing efficiency (Krysanova et al., 1998). However, the spatial 

representation of these models has been criticized for their lack of location and connecting information 

for spatial objects (Bieger et al., 2017). In mHM-Nitrate, catchment characteristics and model 

parameters are assigned at the basic input-data level and then upscaled to model levels, for which users 

can specify the resolutions. Representation of variability in catchment characteristics and model 

parameters becomes more accurate if a finer model resolution is specified; however, the computational 

demand will increase accordingly. By simply changing settings in the model configuration file, users can 

test different modeling resolutions to obtain the optimal catchment discretization scheme.  

Representing subsurface water storage and nitrate concentration 

Studies have shown the significance of nitrate retention in subsurface water (Højberg et al., 2017; 

Wriedt & Rode, 2006). However, there are different options on how to conceptualize the subsurface 

water storage (e.g., the general “groundwater” storage or separated “soil moisture” and “deep 

groundwater” storages), and how to estimate nitrate concentration therein considering its vertical 

distribution (Dupas et al., 2016; Musolff et al., 2016). In the reservoirs based mHM-Nitrate model, 

subsurface storage is represented by a sequence of conceptual reservoirs (i.e., multi-layer soil moisture 

and beneath deep groundwater). Regarding water storage, the active water volumes for hydrological 

and nutrient calculations need to be different because the retention storage is critical only for chemical 

response in the catchment (Benettin et al., 2015). This difference is more pronounced in lower deep 

groundwater, where the hydrologically active volume only accounts for a small proportion of total 

storage. Therefore, groundwater storage was subdivided in the new model and relatively large retention 

storage was assigned. Water and nitrate dynamics are considered separately and interactively between 

each reservoir to represent the vertical variability. Currently, nitrate retention (e.g., denitrification and 
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transformation) is considered only in soil layers, not in deep groundwater (Figure 2.1). First, potential 

denitrification in groundwater is somehow considered in soil layer (with a depth of around 2 m), part of 

which can be below groundwater table. Second, denitrification in deeper groundwater is not 

pronounced in the study region, especially given the large storage assigned in the model. For aquifers 

where nitrate reduction is significant, an additional reaction term and corresponding parameter have to 

be added to the Eq. (1). Due to the vertical variability of nitrate concentration in deep groundwater, the 

assumption of full mixing is probably not appropriate. Therefore, we modified the equation from the 

INCA-N model (Wade et al., 2002), which still follows the full mixing assumption but avoids calculating 

the nitrate concentration in the retention storage. Based on the equation, the initial baseflow 

concentration reflects long-term N percolation from upper soil layers and the large retention storage 

(e.g., tens of meters) keeps baseflow concentration stable to represent the long-delayed deep 

groundwater nitrate transport. 

Representing crop rotation and point source pollution 

In most existing models, crop rotation, if being considered, is represented by assigning crop sequences 

to homogeneous units (e.g., HYPE) or to land-use/cover types (e.g., SWAT). However, the former usually 

lacks spatial information, while the latter ignores other influential factors (e.g., climate conditions, soil 

types and choices of farmers). In mHM-Nitrate, spatial variability in agricultural crop rotations is 

explicitly defined using crop rotation maps, which also ensures an easy setup for further analysis of 

agricultural scenarios.  

Catchment water quality models are mainly oriented to address environmental problems from non-

point sources, but point sources strongly and directly influence stream water quality. Due to the 

relatively long residence time for natural nutrient transport processes, especially in lowland areas 

(Wriedt & Rode, 2006), it can take years to decades to observe the impacts of agricultural practices on 

stream water concentrations. Thus, modelers prefer to have long-term monitoring data and conduct 

continuous modeling. However, changes in point sources (e.g., new pollution sources or improved waste 

water treatments) require careful consideration before using long-term stream water observations to 

calibrate catchment model for natural processes. In mHM-Nitrate, time-series point-source input is 

allowed and can be added in the exact location within the river network. This feature enables the model 

to assess their impacts on nutrient transport more reasonably and can provide a better evaluation of 

changing point sources within the river network (e.g., in the context of restoration measures). 
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2.7. Conclusions 

The new grid-based mHM-Nitrate model was developed mainly based on implementations of the mHM 

and HYPE models. Benefiting from a multi-resolution discretization scheme, spatial representation of 

catchment characteristics and model parameters were flexibly designed based on the user-specified 

modeling resolution. Major improvements were added to represent more accurately nitrate dynamics in 

deep groundwater, crop rotation practices in agricultural land and point-source impacts. The mHM-

Nitrate model successfully simulated nitrate transport and removal processes in the highly 

heterogeneous Selke catchment, Germany. It well reproduced seasonal dynamics of biweekly 𝑁𝑁 −𝑁𝑁𝑁𝑁3− 

observations in forested and agricultural areas. Additionally, daily observations from high-frequency 

monitoring confirmed its general ability to reproduce short-term changes that reflect runoff partitioning 

changes and event-based dilution effects. Moreover, uncertainty analysis results confirmed the model 

robustness and reduced the risk of over-optimization. 

The mHM-Nitrate model provided detailed spatial information (e.g., spatially resolved nitrate terrestrial 

concentrations and fluxes) that is within reasonable ranges. Therefore, it offers promising opportunities 

for further evaluation of nutrient transport and removal processes spatiotemporally, for instance, to 

support future studies that target spatial agricultural mitigation measures (Hashemi et al., 2016)and 

interactions between terrestrial and in-stream processes (Dupas et al., 2017). Further validation of the 

new model needs to be done by cross validating for catchments that differ in natural conditions and 

scales. An internal scale analysis also can help to assess the model predictive capability at grid scale 

(Refsgaard et al., 2016). Furthermore, we consider the model as a starting point and new platform for 

investigations of new parameter regionalization and upscaling procedures, and for further model 

development to consider other water quality compounds (e.g., phosphorus, organic carbon), and their 

interactions.  
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2.9. Supplementary Materials 

Text S2.1. Governing equations of nitrogen processes in the mHM-Nitrate model 
1. Common functions for impacts of well-known factors. These common functions are used for 
calculating different nitrogen transformations.  
(i) Impact of soil temperature (𝑎𝑎𝑙𝑙𝑡𝑡𝑙𝑙_𝑙𝑙𝑙𝑙𝑡𝑡𝑝𝑝,℃): 

𝑓𝑓𝑚𝑚𝑝𝑝𝑚𝑚𝑝𝑝 =

⎩
⎨

⎧
0,                                                              𝑎𝑎𝑙𝑙𝑡𝑡𝑙𝑙_𝑙𝑙𝑙𝑙𝑡𝑡𝑝𝑝 < 0
2(𝑠𝑠𝑜𝑜𝑖𝑖𝑚𝑚_𝑚𝑚𝑝𝑝𝑚𝑚𝑝𝑝−20)/10,                       0 < 𝑎𝑎𝑙𝑙𝑡𝑡𝑙𝑙_𝑙𝑙𝑙𝑙𝑡𝑡𝑝𝑝 < 5
𝑎𝑎𝑙𝑙𝑡𝑡𝑙𝑙_𝑙𝑙𝑙𝑙𝑡𝑡𝑝𝑝

5
∙ 2(𝑠𝑠𝑜𝑜𝑖𝑖𝑚𝑚_𝑚𝑚𝑝𝑝𝑚𝑚𝑝𝑝−20)/10,           𝑎𝑎𝑙𝑙𝑡𝑡𝑙𝑙_𝑙𝑙𝑙𝑙𝑡𝑡𝑝𝑝 > 5

 

Soil temperature is calculated from the soil temperature in previous time step, air temperature 
(𝑎𝑎𝑡𝑡𝑟𝑟_𝑙𝑙𝑙𝑙𝑡𝑡𝑝𝑝) and deep soil temperature (fixed as 5 ℃) and aggregated as: 

𝑎𝑎𝑙𝑙𝑡𝑡𝑙𝑙_𝑙𝑙𝑙𝑙𝑡𝑡𝑝𝑝 = (1 −𝑤𝑤𝑙𝑙𝑡𝑡𝑙𝑙ℎ𝑙𝑙 − 0.001) ∙ 𝑎𝑎𝑙𝑙𝑡𝑡𝑙𝑙_𝑙𝑙𝑙𝑙𝑡𝑡𝑝𝑝 + 𝑤𝑤𝑙𝑙𝑡𝑡𝑙𝑙ℎ𝑙𝑙 ∙ 𝑎𝑎𝑡𝑡𝑟𝑟_𝑙𝑙𝑙𝑙𝑡𝑡𝑝𝑝 + 0.001 ∙ 5  

where 𝑤𝑤𝑙𝑙𝑡𝑡𝑙𝑙ℎ𝑙𝑙 = 1
30+10∙𝑠𝑠𝑛𝑛𝑜𝑜𝑤𝑤𝑠𝑠𝑝𝑝𝑝𝑝𝑚𝑚ℎ

 and the 𝑎𝑎𝑙𝑙𝑙𝑙𝑤𝑤𝑑𝑑𝑙𝑙𝑝𝑝𝑙𝑙ℎ is the snow depth that is updated at each time 

step of the model simulation. 

 (ii) Impact of soil moisture (𝑆𝑆𝑀𝑀): 

𝑓𝑓𝑠𝑠𝑚𝑚 = �

0,                                     𝑆𝑆𝑀𝑀 < 0.3

(
𝑆𝑆𝑀𝑀

𝑆𝑆𝑀𝑀_𝑆𝑆𝑉𝑉𝑆𝑆 − 0.3

1 − 0.3
)2.5,     0.3 < 𝑆𝑆𝑀𝑀 < 1

 

where 𝑆𝑆𝑀𝑀_𝑆𝑆𝑉𝑉𝑆𝑆 denotes the saturated soil moisture content. 

(iii) Impact of nitrate concentration in soil water (𝑆𝑆𝑀𝑀𝐶𝐶): 

𝑓𝑓𝑝𝑝𝑜𝑜𝑛𝑛𝑝𝑝 =
𝑆𝑆𝑀𝑀𝐶𝐶

𝑆𝑆𝑀𝑀𝐶𝐶 + 1.0
 

For more information on those empirical equations, please refer to the source code of mHM-Nitrate 
(https://git.ufz.de/yangx/mHM-Nitrate) or the HYPE model description document 
(http://www.smhi.net/hype/wiki/doku.php?id=start:hype_model_description, last accessed on 
September 1st 2019). 

2. Nitrogen processes in each soil layer (terrestrial phase) 
(1) Degradation from inactive solid organic nitrogen pool (SONI) to active solid organic nitrogen pool 
(SONA) 

𝑆𝑆𝑅𝑅𝑉𝑉𝑁𝑁𝑆𝑆 =  𝑑𝑑𝑙𝑙𝑙𝑙𝑑𝑑𝑟𝑟 ∙  𝑓𝑓𝑚𝑚𝑝𝑝𝑚𝑚𝑝𝑝 ∙ 𝑓𝑓𝑠𝑠𝑚𝑚 ∙ 𝑆𝑆𝑁𝑁𝑁𝑁𝐼𝐼 ∙ 𝐷𝐷𝑆𝑆 
𝑆𝑆𝑁𝑁𝑁𝑁𝑉𝑉  = 𝑆𝑆𝑁𝑁𝑁𝑁𝑉𝑉 + 𝑆𝑆𝑅𝑅𝑉𝑉𝑁𝑁𝑆𝑆 
𝑆𝑆𝑁𝑁𝑁𝑁𝐼𝐼  = 𝑆𝑆𝑁𝑁𝑁𝑁𝐼𝐼 − 𝑆𝑆𝑅𝑅𝑉𝑉𝑁𝑁𝑆𝑆 

(2) Mineralization from SONA and dissolved organic nitrogen pool (DON), respectively, to dissolved 
inorganic nitrogen pool (DIN)  

𝑆𝑆𝑅𝑅𝑉𝑉𝑁𝑁𝑆𝑆1 = 𝑡𝑡𝑡𝑡𝑙𝑙𝑙𝑙𝑟𝑟 ∙  𝑓𝑓𝑚𝑚𝑝𝑝𝑚𝑚𝑝𝑝 ∙ 𝑓𝑓𝑠𝑠𝑚𝑚 ∙ 𝑆𝑆𝑁𝑁𝑁𝑁𝑉𝑉 ∙ 𝐷𝐷𝑆𝑆 

https://git.ufz.de/yangx/mHM-Nitrate
http://www.smhi.net/hype/wiki/doku.php?id=start:hype_model_description
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𝑆𝑆𝑅𝑅𝑉𝑉𝑁𝑁𝑆𝑆2 =  𝑡𝑡𝑡𝑡𝑙𝑙𝑙𝑙𝑟𝑟 ∙  𝑓𝑓𝑚𝑚𝑝𝑝𝑚𝑚𝑝𝑝 ∙ 𝑓𝑓𝑠𝑠𝑚𝑚 ∙ 𝐷𝐷𝑁𝑁𝑁𝑁 ∙ 𝐷𝐷𝑆𝑆 
𝑆𝑆𝑁𝑁𝑁𝑁𝑉𝑉  = 𝑆𝑆𝑁𝑁𝑁𝑁𝑉𝑉 −  𝑆𝑆𝑅𝑅𝑉𝑉𝑁𝑁𝑆𝑆1 
𝐷𝐷𝑁𝑁𝑁𝑁 = 𝐷𝐷𝑁𝑁𝑁𝑁 − 𝑆𝑆𝑅𝑅𝑉𝑉𝑁𝑁𝑆𝑆2 

𝐷𝐷𝐷𝐷𝑁𝑁 = 𝐷𝐷𝐷𝐷𝑁𝑁 + 𝑆𝑆𝑅𝑅𝑉𝑉𝑁𝑁𝑆𝑆1 + 𝑆𝑆𝑅𝑅𝑉𝑉𝑁𝑁𝑆𝑆2 
 
(3) Dissolution from SONA to DON 

𝑆𝑆𝑅𝑅𝑉𝑉𝑁𝑁𝑆𝑆 = 𝑑𝑑𝑡𝑡𝑎𝑎𝑙𝑙𝑟𝑟 ∙  𝑓𝑓𝑚𝑚𝑝𝑝𝑚𝑚𝑝𝑝 ∙ 𝑓𝑓𝑠𝑠𝑚𝑚 ∙ SON𝑉𝑉 ∙ 𝐷𝐷𝑆𝑆 
𝑆𝑆𝑁𝑁𝑁𝑁𝑉𝑉  = 𝑆𝑆𝑁𝑁𝑁𝑁𝑉𝑉 −  𝑆𝑆𝑅𝑅𝑉𝑉𝑁𝑁𝑆𝑆 
𝐷𝐷𝑁𝑁𝑁𝑁 = 𝐷𝐷𝑁𝑁𝑁𝑁 + 𝑆𝑆𝑅𝑅𝑉𝑉𝑁𝑁𝑆𝑆 

where 𝑆𝑆𝑅𝑅𝑉𝑉𝑁𝑁𝑆𝑆 denotes transferred amount (𝑡𝑡𝑙𝑙 𝑁𝑁 𝑡𝑡−2); 𝑑𝑑𝑙𝑙𝑙𝑙𝑑𝑑𝑟𝑟, 𝑡𝑡𝑡𝑡𝑙𝑙𝑙𝑙𝑟𝑟 and 𝑑𝑑𝑡𝑡𝑎𝑎𝑙𝑙𝑟𝑟 denote land-use 
dependent degradation rate, mineralization rate and dissolution rate, respectively (𝑑𝑑−1); 𝑓𝑓𝑚𝑚𝑝𝑝𝑚𝑚𝑝𝑝 and 𝑓𝑓𝑠𝑠𝑚𝑚 
denote common functions that represent impacts of soil temperature and soil moisture, respectively 
(details in Lindström et al. (2010)); 𝐷𝐷𝑆𝑆 = 𝑡𝑡𝑙𝑙𝑑𝑑𝑙𝑙𝑙𝑙 𝑙𝑙𝑡𝑡𝑡𝑡𝑙𝑙𝑎𝑎𝑙𝑙𝑙𝑙𝑝𝑝 (ℎ)/ 24. 
(4) Soil denitrification 

𝐷𝐷𝐸𝐸𝑁𝑁𝐷𝐷 = 𝑑𝑑𝑙𝑙𝑙𝑙𝑡𝑡𝑎𝑎 ∙  𝑓𝑓𝑚𝑚𝑝𝑝𝑚𝑚𝑝𝑝 ∙ 𝑓𝑓𝑠𝑠𝑚𝑚 ∙ 𝑓𝑓𝑝𝑝𝑜𝑜𝑛𝑛𝑝𝑝 ∙ 𝐷𝐷𝐷𝐷𝑁𝑁 ∙ 𝐷𝐷𝑆𝑆 
𝐷𝐷𝐷𝐷𝑁𝑁 = 𝐷𝐷𝐷𝐷𝑁𝑁 − 𝐷𝐷𝐸𝐸𝑁𝑁𝐷𝐷 

where 𝐷𝐷𝐸𝐸𝑁𝑁𝐷𝐷 denotes denitrified nitrate amount (𝑡𝑡𝑙𝑙 𝑁𝑁 𝑡𝑡−2), 𝑑𝑑𝑙𝑙𝑙𝑙𝑡𝑡𝑎𝑎 denotes soil denitrification rate 
(𝑑𝑑−1); 𝑓𝑓𝑝𝑝𝑜𝑜𝑛𝑛𝑝𝑝denote function that represent impacts of soil moisture concentration on denitrification 
(details in Lindström et al. (2010)). 
(5) Plant/crop uptake  
Potential uptake (𝑈𝑈𝑈𝑈𝑆𝑆𝑈𝑈𝑚𝑚𝑎𝑎𝑚𝑚) is based on the logistic plant/crop growth function from SOILN model in 
HYPE (Lindström et al., 2010). 

𝑈𝑈𝑈𝑈𝑆𝑆𝑈𝑈 = min (𝑈𝑈𝑈𝑈𝑆𝑆𝑈𝑈𝑚𝑚𝑎𝑎𝑚𝑚 , (1 −
𝑤𝑤𝑡𝑡𝑙𝑙𝑙𝑙𝑡𝑡𝑙𝑙𝑙𝑙 𝑝𝑝𝑙𝑙𝑡𝑡𝑙𝑙𝑙𝑙
𝑎𝑎𝑙𝑙𝑡𝑡𝑙𝑙 𝑡𝑡𝑙𝑙𝑡𝑡𝑎𝑎𝑙𝑙𝑚𝑚𝑟𝑟𝑙𝑙

) ∙ 𝐷𝐷𝐷𝐷𝑁𝑁) 

𝐷𝐷𝐷𝐷𝑁𝑁 = 𝐷𝐷𝐷𝐷𝑁𝑁 − 𝑈𝑈𝑈𝑈𝑆𝑆𝑈𝑈 
where 𝑈𝑈𝑈𝑈𝑆𝑆𝑈𝑈 denotes the uptake amount (𝑡𝑡𝑙𝑙 𝑁𝑁 𝑡𝑡−2).  
3. Nitrogen processes in each reach (in-stream phase) 
(1) In-stream denitrification 

𝐷𝐷𝐸𝐸𝑁𝑁𝐷𝐷𝑤𝑤 = 𝑑𝑑𝑙𝑙𝑙𝑙𝑡𝑡𝑤𝑤 ∙  𝑓𝑓𝑚𝑚𝑝𝑝𝑚𝑚𝑝𝑝𝑤𝑤 ∙ 𝑓𝑓𝑝𝑝𝑜𝑜𝑛𝑛𝑝𝑝𝑤𝑤 ∙ 𝑉𝑉 ∙ 𝐷𝐷𝑆𝑆 
𝐷𝐷𝐷𝐷𝑁𝑁𝑤𝑤 = 𝐷𝐷𝐷𝐷𝑁𝑁𝑤𝑤 − 𝐷𝐷𝐸𝐸𝑁𝑁𝐷𝐷𝑤𝑤 

where 𝐷𝐷𝐸𝐸𝑁𝑁𝐷𝐷𝑤𝑤 denotes denitrified nitrate amount in stream water; 𝑑𝑑𝑙𝑙𝑙𝑙𝑡𝑡𝑤𝑤 denotes in-stream 
denitrification rate (𝑡𝑡𝑙𝑙 𝑡𝑡−2 𝑑𝑑−1); 𝑓𝑓𝑚𝑚𝑝𝑝𝑚𝑚𝑝𝑝𝑤𝑤 and  𝑓𝑓𝑝𝑝𝑜𝑜𝑛𝑛𝑝𝑝𝑤𝑤 denote functions that represent impacts of 
stream water temperature and nitrate concentration, respectively (Lindström et al., 2010) (the functions 
are in the same formats as for above soil phase, but stream water temperature is calculated as 20-day’s 
moving average of air temperature); 𝑉𝑉 denotes beneath area of reach;  𝐷𝐷𝐷𝐷𝑁𝑁𝑤𝑤  denotes dissolved 
inorganic nitrogen pool in stream  water. 
(2) In-stream primary production and mineralization are inverse transformation between DINw and 
dissolved organic nitrogen pool in stream water (DONw) 

𝑆𝑆𝑅𝑅𝑉𝑉𝑁𝑁𝑆𝑆𝑤𝑤 = 𝑝𝑝𝑝𝑝𝑟𝑟𝑙𝑙 ∙  𝑓𝑓𝑚𝑚𝑝𝑝𝑚𝑚𝑝𝑝𝑤𝑤 ∙ 𝑓𝑓𝑚𝑚𝑝𝑝 ∙ 𝑉𝑉 ∙ 𝑁𝑁 ∙ 𝐷𝐷𝑆𝑆 
where 𝑆𝑆𝑅𝑅𝑉𝑉𝑁𝑁𝑆𝑆𝑤𝑤 denotes in-stream transformation between DINw and DONw,  𝑝𝑝𝑝𝑝𝑟𝑟𝑙𝑙 denotes in-stream 
primary production rate (𝑡𝑡𝑙𝑙 𝑡𝑡−3 𝑑𝑑−1),  𝑓𝑓𝑚𝑚𝑝𝑝 = 0.091 representing the mean impact of total 
phosphorus concentration (simplified from (Lindström et al., 2010) since the phosphorus simulation is 
not considered in this work), 𝑁𝑁 denotes the water depth. 
𝑡𝑡𝑓𝑓 10 − 𝑑𝑑𝑎𝑎𝑦𝑦′𝑎𝑎 𝑡𝑡𝑙𝑙𝑎𝑎𝑙𝑙 𝑤𝑤𝑎𝑎𝑙𝑙𝑙𝑙𝑟𝑟 𝑙𝑙𝑙𝑙𝑡𝑡𝑝𝑝𝑙𝑙𝑟𝑟𝑎𝑎𝑙𝑙𝑚𝑚𝑟𝑟𝑙𝑙 > 20− 𝑑𝑑𝑎𝑎𝑦𝑦′𝑎𝑎 𝑡𝑡𝑙𝑙𝑎𝑎𝑙𝑙 𝑤𝑤𝑎𝑎𝑙𝑙𝑙𝑙𝑟𝑟 𝑙𝑙𝑙𝑙𝑡𝑡𝑝𝑝𝑙𝑙𝑟𝑟𝑎𝑎𝑙𝑙𝑚𝑚𝑟𝑟𝑙𝑙  
𝑙𝑙ℎ𝑙𝑙𝑙𝑙 𝑎𝑎𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝑡𝑡𝑙𝑙𝑎𝑎𝑙𝑙𝑙𝑙𝑟𝑟𝑦𝑦 𝑚𝑚𝑝𝑝𝑙𝑙𝑎𝑎𝑘𝑘𝑙𝑙 𝑝𝑝𝑟𝑟𝑙𝑙𝑑𝑑𝑙𝑙𝑎𝑎𝑎𝑎 𝑑𝑑𝑙𝑙𝑡𝑡𝑡𝑡𝑙𝑙𝑎𝑎𝑙𝑙𝑙𝑙𝑎𝑎  

𝐷𝐷𝑁𝑁𝑁𝑁𝑤𝑤 = 𝐷𝐷𝑁𝑁𝑁𝑁𝑤𝑤 + 𝑆𝑆𝑅𝑅𝑉𝑉𝑁𝑁𝑆𝑆𝑤𝑤 
𝐷𝐷𝐷𝐷𝑁𝑁𝑤𝑤 = 𝐷𝐷𝐷𝐷𝑁𝑁𝑤𝑤 − 𝑆𝑆𝑅𝑅𝑉𝑉𝑁𝑁𝑆𝑆𝑤𝑤 

𝑙𝑙𝑙𝑙𝑎𝑎𝑙𝑙 𝑡𝑡𝑡𝑡𝑙𝑙𝑙𝑙𝑟𝑟𝑎𝑎𝑙𝑙𝑡𝑡𝑚𝑚𝑎𝑎𝑙𝑙𝑡𝑡𝑙𝑙𝑙𝑙 𝑝𝑝𝑟𝑟𝑙𝑙𝑑𝑑𝑙𝑙𝑎𝑎𝑎𝑎 𝑑𝑑𝑙𝑙𝑡𝑡𝑡𝑡𝑙𝑙𝑎𝑎𝑙𝑙𝑙𝑙𝑎𝑎 
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𝐷𝐷𝑁𝑁𝑁𝑁𝑤𝑤 = 𝐷𝐷𝑁𝑁𝑁𝑁𝑤𝑤 − 𝑆𝑆𝑅𝑅𝑉𝑉𝑁𝑁𝑆𝑆𝑤𝑤 
𝐷𝐷𝐷𝐷𝑁𝑁𝑤𝑤 = 𝐷𝐷𝐷𝐷𝑁𝑁𝑤𝑤 + 𝑆𝑆𝑅𝑅𝑉𝑉𝑁𝑁𝑆𝑆𝑤𝑤  

𝑙𝑙𝑙𝑙𝑑𝑑 𝑡𝑡𝑓𝑓 
 

 

Figure S2.1. The heteroscedasticities of discharge (left panel) and nitrate concentration (right panel) 
observations. According to the values of R2 and slope, error deviation of discharge was detected as 

heteroscedastic, while of concentration was detected as homoscedastic.
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Figure S2.2. Point-source measurements (2004-2010) at the waste water treatment plant (WWTP) 
Harzgerode and the estimated outflow discharge and concentrations.  Point-source concentrations 
before 2004 and after 2010 were set as 50 mg l-1 and 2.4 mg l-1, respectively, which are the means of 
measured inflow and outflow concentration, respectively. Point-source discharge was set as the mean 
discharge after 2007 (0.011 m3 s-1). 

 

Figure S2.3. Point-source measurements (2002-2010) at the WWTP Ballenstedt and the estimated 
outflow discharge and concentrations.  Inflow concentrations were missing and thus were set as 60 mg l-
1, which was estimated based on inflow measurements at plant Harzgerode. After 2010, concentrations 
were set as the mean outflow concentration (4.2 mg l-1). Point-source discharge in those two periods 
was set as the mean discharge after 2007 (0.013 m3 s-1). 
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Figure S2.4. Point-source measurements (2002-2010) at the WWTP Hoym and the estimated outflow 
discharge and concentrations.  Inflow concentrations were missing and thus were set as 60 mg l-1, which 
was estimated based on inflow measurements at plant Harzgerode. After 2010, concentrations were set 
as the mean outflow concentration (4.3 mg l-1). Point-source discharge in those two periods was set as 
the mean discharge after 2007 (0.011 m3 s-1). 

 

Figure S2.5. 95% confidence bands of (a) discharge and (b) N − NO3
− concentration at station 

Hausneindorf using DREAMZS in period 2010-2015.  
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Figure S2.6. 95% confidence bands of (a) discharge and (b) 𝐍𝐍 − 𝐍𝐍𝐍𝐍𝟑𝟑− concentration at station Meisdorf 
using DREAMZS in period 2010-2015.  

 

Figure S2.7. 95% confidence bands of (a) discharge and (b) 𝐍𝐍 − 𝐍𝐍𝐍𝐍𝟑𝟑− concentration at station 
Silberhuette using DREAMZS in period 2010-2015.   
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Figure S2.8. The Quantile- Quantile plot of discharge and concentration simulations at three gauging 
stations in the Selke catchment.  
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Table S2.1. Initial conditions of soil nitrogen forms (DIN, DON, SONA and SONI) at the Selke catchment. 
All forms were defined as land-use dependent, with DIN and DON forms given as concentrations 
(IN_conc and ON_conc, respectively). DIN and DON were set as the same values for all soil layers, 
respectively, while SONA and SONI exponentially decreased along the depth with parameter “onhalf” 
(Lindström et al., 2010; Jiang et al., 2014). initCbf and initVr are initial values of baseflow concentration 
and retention storage of deep groundwater, respectively. 
Land-
use ID 

Land-use 
type 

IN_conc ON_conc SONA SONI onhalf initCbf 
(mg/l) 

initVr  
(103 mm) 

1 Coniferous 
forest 

0.5 0.1 20 8032.98 1.65 0.5 5 

2 Deciduous 
forest 

0.5 0.1 300 8032.98 0.4013 0.5 5 

3 Mixed forest 0.5 0.1 80 8032.98 0.4 0.5 5 
4 Sparse 

forest 
0.5 0.1 162 8032.98 0.1515 0.5 5 

5 Urban area 5 0.1 414 8032.98 0.1425 5 10 
6 Intensive 

Orchards 
25 0.1 153 8032.98 0.1177 25 10 

7 Pasture 0.5 0.1 260 8032.98 0.0553 0.5 10 
8 Arable land 25 0.1 200 8032.98 0.338 25 10 
9 Wetland 0.5 0.1 223 8032.98 0.0373 0.5 10 
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Chapter 3: Autotrophic nitrate uptake in river networks: A modeling approach 

using continuous high-frequency data 
© <2019>. This manuscript version is made available under the CC-BY-NC-ND 4.0 

license http://creativecommons.org/licenses/by-nc-nd/4.0/ 

Key points: 

• Stream metabolism differs significantly under different riparian conditions 

• Continuous 𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3−  can newly be obtained based on its robust correlation with GPP 

• A parsimonious approach for regionalizing 𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3− is validated using the new data 

• Networked upscale modeling reveals high spatiotemporal variability of nitrate uptake 

• Uptake efficiency varies depending on riparian shading and hydrochemical conditions 

3.1. Abstract 

High-frequency sensor measurements enable calculation of continuous autotrophic nitrate uptake rate 

based on its intrinsic relationship with gross primary production (GPP). The spatiotemporally available 

data offer prospects to advance process understandings across scales. We used continuous 15-min data 

(2011-2015) from a forest upstream reach and an agricultural downstream reach of the Selke River, 

Germany. Based on the high-frequency data, we developed a parsimonious approach for regionalizing 

the autotrophic uptake rate, considering effects of global radiation and riparian shading. For networked 

modeling, we integrated this approach into the fully distributed mesoscale hydrological nitrate model 

(mHM-Nitrate). Daily GPP-based uptake rate calculations showed distinct seasonal patterns and ranges 

in the agricultural and forest streams (mean values were 80.9 and 15.5 𝑡𝑡𝑙𝑙 𝑁𝑁 𝑡𝑡−2𝑑𝑑−1, respectively). 

Validation in the two streams showed acceptable performance (R2 = 0.47and 0.45, respectively) and 

spatial transferability of the regionalization approach, given its parsimony. Networked modeling results 

showed high spatiotemporal variability in nitrate transport and uptake throughout the river network. 

The magnitude of gross uptake increased, whereas uptake efficiency decreased significantly along 

stream order. Longitudinal analysis in the main stem of the Selke River revealed that riparian shading 

and inter-annual hydrochemical variations strongly influenced daily dynamics of the uptake efficiency. 

This study provides a parsimonious and transferable procedure for regionalizing in-stream autotrophic 

nitrate uptake based on high-frequency data at reach scale. Integrating this approach in the mHM-

Nitrate model allows detailed nitrate transport and in-stream uptake processes to be investigated 

throughout river networks. 

http://creativecommons.org/licenses/by-nc-nd/4.0
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3.2. Introduction 

Streams deliver nutrients to catchment outlets and estuaries, and also transform and remove nutrients 

as traveling through the river network (Alexander et al. 2009). Hydrological, morphological and 

biogeochemical characteristics influence in-stream nutrient processing greatly, resulting in high 

spatiotemporal variability throughout the river network (Bernhardt et al. 2005). The in-stream 

processing is also influenced by factors resulting from terrestrial processes, such as nutrient availability 

and hydrological conditions (Mulholland et al. 2008). With such a high level of complexity, investigating 

nutrient dynamics at the river network scale remains challenging (Helton et al. 2011). 

Following the nutrient spiraling concept (i.e., the cycling of nutrient being assimilated, temporarily 

retained and mineralized (Ensign and Doyle 2006)), reach-scale studies have provided much information 

on influential factors and in-stream uptake quantifications (Mulholland et al. 2008). Due to experimental 

constraints, traditional tracer studies are mostly conducted in headwater streams rather than in large 

streams and rivers. Networked nutrient spiraling metrics (e.g., uptake rate constant 𝑘𝑘) have been 

correlated with influential factors (e.g., water depth or nutrient concentrations) (Mulholland et al. 2008, 

Ye et al. 2017) using empirical functions. Selections of these functions (e.g., first-order kinetics) and their 

corresponding parameters are based on measurements across experimental sites/reaches (Alexander et 

al. 2009, Helton et al. 2011). However, the limitations of regionalizing and upscaling procedures are 

reflected in (1) dubious representativeness of measurements in small headwater streams for large 

streams with diverse natural characteristics and anthropogenic impacts, (2) inadequate quantification of 

distal factors (Helton et al. 2011), e.g., riparian vegetation and land cover conditions that influence 

stream light availability, and (3) insufficient coverage of spatiotemporal variations in in-stream processes 

and terrestrial allochthonous inputs. 

Nitrate (𝑁𝑁𝑁𝑁3−) has been intensively investigated due to its mobility and environmental impacts (Grant et 

al. 2018). The in-stream fate of 𝑁𝑁𝑁𝑁3−is strongly correlated with ecosystem metabolism in lotic systems 

due to biotic demand in benthic biofilms and hyporheic zones (Bernhardt et al. 2018, Gomez-Velez et al. 

2015, Rode et al. 2016a). Measurements in small headwaters demonstrate a strong relationship 

between total 𝑁𝑁𝑁𝑁3− uptake and ecosystem metabolism rates, and a significant linear regression between 

𝑁𝑁𝑁𝑁3− diel amplitude (due to autotrophic uptake) and gross primary production (GPP) (Roberts and 

Mulholland 2007). However, traditional sampling campaigns are mostly conducted in streams where 

and when stream conditions are optimum (Bernhardt et al. 2018). Consequently, they are not sufficient 
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for estimating temporal dynamics (Heffernan and Cohen 2010), nor for transferal to different stream 

conditions.  

The development of sensor techniques allows continuous monitoring under a much wider range of 

stream conditions and therefore improves understanding of ecosystem processes (Rode et al. 2016b). 

Among others, 𝑁𝑁𝑁𝑁3− sensors are widely available and the autotrophic 𝑁𝑁𝑁𝑁3− uptake rate 

(𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3− ,𝑡𝑡𝑙𝑙 𝑁𝑁 𝑡𝑡−2 𝑑𝑑−1) can be measured directly from high-frequency 𝑁𝑁𝑁𝑁3− concentration 

measurements, i.e., the diel amplitude. Based on high-frequency monitoring, Heffernan and Cohen 

(2010) found a strong correlation between measured 𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3− and calculations based on measured GPP 

and the stoichiometric ratio in a subtropical spring-fed river in the USA. Rode et al. (2016a) related 

measured 𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3− to GPP based on high-frequency data in forest and agricultural streams in Germany, 

and demonstrated the agreement between regression and stoichiometric methods. Therefore, high-

frequency monitoring facilitates reliable in-stream measurements, which can stimulate new insights into 

𝑁𝑁𝑁𝑁3− uptake processing across stream conditions. 

Given abundant 𝑁𝑁𝑁𝑁3− availability, stream metabolism is usually controlled by physical factors, such as 

light, temperature and flow disturbance (O'Connor et al. 2012, Uehlinger 2006). Among proximal factors, 

light (i.e., photosynthetically active radiation - PAR) dominates the variation in GPP (Mulholland et al. 

2001, Roberts et al. 2007). Meanwhile, distal factors (e.g., land cover and riparian vegetation) largely 

impact the stream surface light availability (Bernot et al. 2010). However, the surface light regime and its 

impact on GPP have not been quantified adequately, most likely due to the difficulty in relating the light 

regimes to widely available data (Bernhardt et al. 2018). Based on continuous high-frequency sensor 

deployment, Rode et al. (2016a) explicitly showed different seasonal patterns of GPP in closed- and 

open-canopy streams. Interestingly, the patterns are highly consistent with those of PAR measured 

above forested stream surface and above forest canopy, respectively (measurements in Roberts et al. 

(2007)). Therefore, information derived from continuous high-frequency monitoring can be used for 

relating in-stream autotrophic 𝑁𝑁𝑁𝑁3− uptake to its driving factors, especially under diverse light regimes.  

One main challenge in modeling networked 𝑁𝑁𝑁𝑁3− uptake, especially uptake efficiency (i.e., the 

percentage of the uptake amount to the load), is covering the spatiotemporal heterogeneity of 

terrestrial exports (e.g., 𝑁𝑁𝑁𝑁3− load). Most network models emphasize in-stream processes and simplify 

greatly representations of terrestrial processes. They either statistically relate terrestrial exports to 

catchment characteristics (e.g., the SPARROW model) (Wollheim et al. 2008) or define one or more flow 
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components as end-members. Those simplifications restrict the ability to model river networks that 

have heterogeneous conditions, and in which allochthonous terrestrial inputs are likely more diverse 

(Dupas et al. 2017). Alternatively, mechanistic catchment water quality models describe catchment 

characteristics thoroughly (Rode et al. 2010); Among them, grid-based models are preferable due to 

their inherent higher degree of spatial representation (Yang et al. 2018). Moreover, the grid-based 

routing structure provides detailed reach-scale information (e.g., stream geomorphological features) for 

analyzing in-stream processes. To our knowledge, mechanistic catchment models that provide detailed 

terrestrial exports have rarely been used to upscale reach-scale advances to the network scale. 

In this study, we propose a parsimonious regionalization approach for 𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3− based on continuous 

high-frequency 𝑁𝑁𝑁𝑁3− concentration and stream metabolic data (2011-2015) in a forest and an 

agricultural stream reach of the Selke River, Germany. We upscale the findings to the river network scale 

based on the fully distributed catchment 𝑁𝑁𝑁𝑁3− model (mHM-Nitrate) (Yang et al. 2018). Influential 

factors of global radiation (GR) and riparian shading are chosen to quantify the stream surface light 

availability. The new data and the modeling approach allow us to (1) obtain continuous daily 𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3− 

data from the high-frequency measurements and the intrinsic relationship between 𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3− and GPP, (2) 

validate the performance of the 𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3− regionalization approach and test the spatial transferability for 

deviating stream riparian conditions, and (3) upscale the approach to the whole Selke river network 

based on the mHM-Nitrate model and provide detailed spatiotemporal information on 𝑁𝑁𝑁𝑁3− transport 

and uptake at the river network scale. 

3.3. Materials and Methods  

3.3.1. Study site and high-frequency data collection 

The Selke River, central Germany, has a drainage area of 456 km2. It is part of the TERENO (TERrestrial 

ENvironmental Observatories) project (http://www.tereno.net/overview-de, last accessed October 31, 

2018). The elevation ranges from 605 m in the upper mountains to 53 m in the lowlands. The two study 

reaches are located upstream of the gauging stations Meisdorf and Hausneindorf, representing the 

dominant forested and agricultural land, respectively (Figure 3.1). Due to gradients of meteorological 

and geomorphological conditions, the catchment is characterized by high hydrological heterogeneity 

(Table S3.1). Due to highly fertile soils, the agricultural land is dominated by arable land cropped mainly 

with winter wheat, winter barley and maize. Pasture accounts only for 3.5% of total catchment area and 

is exclusively located in the upper part of the catchment. Agricultural streams are mostly characterized 

http://www.tereno.net/overview-de
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by open canopy. This is confirmed by a detailed survey from the State Agency for Flood Protection and 

Water Management of Saxony-Anhalt (LHW) on riparian vegetation using 100 m stream segment. At the 

two largest agricultural tributaries of the Selke River (i.e., the Getel and the Hauptseegraben, Figure 

S3.1), only 6% of the surveyed stream segments have gallery trees (80% of them occur only on one side 

of the stream). Most of the agricultural streams have no high riparian vegetation. Only the main stem of 

the lowland Selke River (4th and 5th order) is partly shaded by bushes and riparian gallery trees. The open 

canopy allows high irradiance at the water surface and the subsequent development of large mats of 

periphyton and macrophytes (Rode et al. 2016a).  

 

Figure 3.1. The Selke catchment, river network and land cover types. Multi-parameter sensors were 

deployed at station Hausneindorf and station Meisdorf, representing agricultural and forest streams, 

respectively. 

The outlet station Hausneindorf measures flow and 𝑁𝑁𝑁𝑁3− dynamics of the entire catchment. Reaches 

upstream of this station represent open or very-sparse canopy agricultural streams. Upstream reaches 

of the station Meisdorf are mostly forest streams, of which riparian zones are dominated by trees with a 

closed-canopy during the vegetation period. In the lowland streams, 𝑁𝑁𝑁𝑁3− concentrations are much 

higher than those in the upper streams (values of biweekly grab samples 1997-2015 at the two stations 
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are 3.61 ± 1.09 and 1.60 ± 1.00 𝑡𝑡𝑙𝑙 𝑙𝑙−1, respectively) due to long-term agricultural activities. 

Concentrations of soluble reactive phosphorus (SRP) are similarly high (0.040 ± 0.022 𝑡𝑡𝑙𝑙 𝑙𝑙−1) at both 

stations.  

Multi-parameter sensors (YSI 610 and TRIOS ProPS-UV) were deployed at the two stations. We 

continuously measured dissolved oxygen (DO), water temperature, pH, turbidity (only available in 2015) 

and 𝑁𝑁𝑁𝑁3− concentration at a 15-min interval. The quality of high-frequency sensor 𝑁𝑁𝑁𝑁3− measurements 

was validated using parallel grab samples (linear regression R2=0.93, see Rode et al. (2016a)). We 

collected five years of data (from January 1, 2011 to December 31, 2015) from the two stations. High-

frequency discharge and air pressure data were collected from the state agency (LHW) and the German 

Weather Service, respectively. For more details on the high-frequency monitoring and maintenance, 

refer to Rode et al. (2016a).  

3.3.2. Calculation of metabolism rates and 𝑵𝑵𝑵𝑵𝟑𝟑
− uptake rate  

Daily GPP (𝑙𝑙 𝑁𝑁2 𝑡𝑡−2 𝑑𝑑−1) and ecosystem respiration (ER, 𝑙𝑙 𝑁𝑁2 𝑡𝑡−2 𝑑𝑑−1) from 15-min DO 

measurements were calculated based on the single-station method (Odum 1956). The determination of 

the reaeration coefficient is one of the key issues in metabolic calculation (Raymond et al. 2012). The 

energy dissipation method (Bott et al. 2006, Tsivoglou and Neal 1976) was used in this study, which has 

been evaluated with a propan tracer test in the study site (Rode et al. 2016a). DO saturation percentage 

was determined from the measured DO concentration, water temperature and barometric pressure. 

Rates of GPP and ER were calculated using the measured DO differences between consecutive 15-min 

records, considering the effects of DO saturation deficit and reaeration. Day-time ER was assumed to be 

equal to the night-time ER. Daily net ecosystem production (NEP) was calculated as daily 𝐺𝐺𝑈𝑈𝑈𝑈 − 𝐸𝐸𝑅𝑅. For 

more details on the calculation, please refer to the Supplementary Materials. Values during over-bank 

flow periods (discharge > 7 𝑡𝑡3𝑎𝑎−1) were not considered, and unrealistic negative GPP and ER values 

were omitted (11% and 14% for Meisdorf and Hausneindorf, respectively). For detailed quality control of 

metabolism rate calculation, refer to Rode et al. (2016a).  

Theoretically, 𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3−  (𝑡𝑡𝑙𝑙 𝑁𝑁 𝑡𝑡−2 𝑑𝑑−1) can be obtained directly from the diel amplitude of 𝑁𝑁𝑁𝑁3− 

concentration (i.e., measured 𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3−, modified from Heffernan and Cohen (2010)): 

𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3− =  1
𝑉𝑉
∑ [𝑄𝑄𝑚𝑚 ∙ ([𝑁𝑁𝑁𝑁3−1]max (0) − [𝑁𝑁𝑁𝑁3−1]𝑚𝑚)𝑛𝑛
𝑚𝑚=0 ]    (3.1) 
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where [𝑁𝑁𝑁𝑁3−]max (0) and [𝑁𝑁𝑁𝑁3−]𝑚𝑚 (𝑡𝑡𝑙𝑙 𝑙𝑙−1) denote the preceding predawn peak of 𝑁𝑁𝑁𝑁3− concentration 

and 𝑁𝑁𝑁𝑁3− concentration at time step 𝑙𝑙, respectively; 𝑄𝑄𝑚𝑚 (𝑙𝑙 𝑎𝑎−1) denotes discharge at time step 𝑙𝑙; 𝑉𝑉 

denotes benthic area (𝑡𝑡2), which is estimated from the reaeration coefficient and flow velocity 

measured upstream of each gauging station (Rode et al. 2016a); and 𝑙𝑙 denotes the number of 

measurements per diel change.  

As mentioned by Hensley and Cohen (2016) and Rode et al. (2016a), upstream effects propagate over a 

longer distance for 𝑁𝑁𝑁𝑁3− than for DO and the diel change of 𝑁𝑁𝑁𝑁3− can be disturbed rapidly by additional 

upstream inputs. Therefore, the measured 𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3− from diel amplitudes of 𝑁𝑁𝑁𝑁3− concentration can only 

be obtained during steady low-flow conditions. Based on the five years of measurements, we defined 

the regression between measured 𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3− and GPP to obtain continuous daily 𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3− calculations (i.e., 

GPP-based 𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3− calculations). 

3.3.3. Stream surface light availability and the 𝑼𝑼𝒂𝒂−𝑵𝑵𝑵𝑵𝟑𝟑
− regionalization approach 

Light availability near the stream surface is increased by PAR above the canopy and decreased by 

shading of riparian vegetation. We collected daily sunshine duration data from the Ummendorf weather 

station (35 km north of the Hausneindorf station) and calculated the theoretical daily GR (Allen et al. 

1998) from 2011-2015. For details on the GR calculation, please refer to the Supplementary Materials. 

Since the daily series of GR fluctuated greatly, we smoothed the data using a 5-day moving average 

method and obtained averaged daily global radiation 𝐺𝐺𝑅𝑅𝑚𝑚 (𝑀𝑀𝑀𝑀 𝑡𝑡−2𝑑𝑑−1 ). The time window of 5 days 

was arbitrarily chosen to balance the trends and fluctuations. The impact of GR on light availability was 

calculated by min-max normalization of the smoothed GR data (feature scaling): 

𝑓𝑓𝐺𝐺𝑉𝑉,𝑚𝑚 =
𝐺𝐺𝑉𝑉𝑡𝑡−min�𝐺𝐺𝑉𝑉𝑡𝑡∈[1,𝑛𝑛]�

max�𝐺𝐺𝑉𝑉𝑡𝑡∈[1,𝑛𝑛]�−min�𝐺𝐺𝑉𝑉𝑡𝑡∈[1,𝑛𝑛]�
     (3.2) 

where 𝑓𝑓𝐺𝐺𝑉𝑉,𝑚𝑚 ∈ [0,1] denotes the GR coefficient at time 𝑙𝑙; max�𝐺𝐺𝑅𝑅𝑚𝑚∈[1,𝑛𝑛]� and min�𝐺𝐺𝑅𝑅𝑚𝑚∈[1,𝑛𝑛]� denote the 

maximum and minimum 𝐺𝐺𝑅𝑅𝑚𝑚 values, respectively; and 𝑙𝑙 denotes the day number of the time series. 

Field measurements of GR and PAR in a nearby weather station (Wulferstädt station, 2013-2015) 

showed a strong linear relationship between GR and PAR (𝑈𝑈𝑉𝑉𝑅𝑅 = 0.64 × 𝐺𝐺𝑅𝑅, 𝑅𝑅2 = 0.98) and 

agreement between calculated GR at Ummendorf and measured GR at Wulferstädt (𝑅𝑅2 = 0.96, Figure 

S3.2). Normalization also eliminated the scale effect. Therefore, we used GR directly, instead of PAR.  
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We assumed that riparian vegetation is the same as that in the surrounding landscape. Therefore, the 

condition of the riparian vegetation was represented by land cover type. Leaf area index (LAI) was 

chosen to represent spatiotemporal distribution of the riparian canopy. The negative impact of riparian 

shading on light availability was calculated by min-max normalization of LAI among all land cover types 

(i.e., the riparian shading coefficient). To simplify preparation of LAI data, we calculated generic daily LAI 

values for each land cover type using the mean monthly values and applied each annual pattern for all 

five years. When year-to-year LAI changes significantly, the measured values or remote sensing data are 

recommended. 

The overall stream surface light availability was calculated as: 

𝑓𝑓𝐿𝐿,𝑚𝑚
𝑗𝑗 =  𝑓𝑓𝐺𝐺𝑉𝑉,𝑚𝑚 ∙ (1 − ∑ 𝛼𝛼𝑗𝑗𝑖𝑖 ∙𝑘𝑘

𝑖𝑖=1 𝑓𝑓𝐿𝐿𝑉𝑉𝐼𝐼,𝑚𝑚𝑖𝑖 )     (3.3) 

where 𝑓𝑓𝐿𝐿,𝑚𝑚
𝑗𝑗  ∈ [0,1] denotes the overall coefficient of near surface light availability of stream segment 𝑗𝑗 

at time 𝑙𝑙; 𝑓𝑓𝐿𝐿𝑉𝑉𝐼𝐼,𝑚𝑚𝑖𝑖  ∈ [0,1] denotes the riparian shading coefficient of land cover type 𝑡𝑡; and 𝛼𝛼𝑗𝑗𝑖𝑖 denotes the 

areal proportion of each land cover type 𝑡𝑡 surrounding stream segment 𝑗𝑗. From grid-based modeling 

perspective, one stream segment was defined for each modeling grid cell. Therefore, 𝛼𝛼𝑗𝑗𝑖𝑖 was equivalent 

to the length proportion of each riparian vegetation type. We further assumed that no significant 

shading for streams surrounded by non-forest types (e.g., agricultural streams) and set 𝑓𝑓𝐿𝐿𝑉𝑉𝐼𝐼,𝑚𝑚𝑖𝑖  values of 

these stream segments to zero.  

The light availability coefficient (𝑓𝑓𝐿𝐿,𝑚𝑚
𝑗𝑗 ) provides a spatiotemporal estimate of the combined impact of GR 

and riparian shading. Therefore, 𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3−  was simply quantified as: 

𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3−,𝑚𝑚
𝑗𝑗 =  𝑈𝑈𝑎𝑎,𝑚𝑚𝑎𝑎𝑚𝑚 ∙  𝑓𝑓𝐿𝐿,𝑚𝑚

𝑗𝑗       (3.4) 

where 𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3−,𝑚𝑚
𝑗𝑗  denotes 𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3− of stream 𝑗𝑗 at time 𝑙𝑙, and 𝑈𝑈𝑎𝑎,𝑚𝑚𝑎𝑎𝑚𝑚 denotes the general parameter (i.e., 

the potential uptake rate). This parameter can be explained physically as the 𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3− value under 

optimal GR conditions (e.g., on clear-sky dates with the longest sunshine duration of the year). Based on 

this parsimonious approach, 𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3−  and its spatiotemporal variability can be easily obtained based on 

commonly available data (i.e., GR, LAI and land cover information). 
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3.3.4. The grid-based mHM-Nitrate model and networked upscaling 

The mHM-Nitrate model is a fully distributed catchment nitrate model (Yang et al. 2018). The model is 

developed on the multi-scale platform of the mHM model (Samaniego et al. 2010). The mHM-Nitrate 

model provides reliable spatial simulations of hydrological and nitrate fluxes, as well as spatial details of 

physical and environmental characteristics of the catchment. These characteristics are upscaled from 

basic geographical data levels to the modeling level using the multi-scale parameter regionalization 

procedure (Samaniego et al. 2010). Each stream segment contains a complete set of flow routing and 

nitrate processing (i.e., assimilatory uptake, mineralization and denitrification). Therefore, stream 

morphological information can be linked directly to simulating 𝑁𝑁𝑁𝑁3− transport and uptake processes.  

The new approach of 𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3− regionalization (Eqs. 3.2 – 3.4) was integrated into the mHM-Nitrate 

model. Since assimilated nitrogen can be remineralized and return to the in-stream nitrate pool, 

mineralization was refined to equal a proportion of autotrophic 𝑁𝑁𝑁𝑁3− uptake, while denitrification 

remained as that of the original mHM-Nitrate. The model was set up in the Selke catchment using a 1 

km2 cell size for both terrestrial and in-stream phases, and was calibrated against observations of the 

two gauging stations. Daily discharge and 𝑁𝑁𝑁𝑁3− concentration were simulated and provided for each 

stream. The proportion of each land cover type in the area of each model cell was calculated using the 

basic land cover map (100 m resolution). Morphological characteristics were calculated for each stream, 

as follows: Stream length was calculated as the distance to the adjacent or diagonal cell based on the 

Digital Elevation Model (DEM, 100 m resolution) and summed up to the modeling level (1 km resolution); 

Stream width was estimated from simulated discharge, based on the empirical equation by Rode et al. 

(2016a). GR data from the Ummendorf station were used for the entire catchment. We matched the 

modeled river network to the real network that generated from the DEM and modified according to 

topographical maps (source from the State Agency for Survey and Geoinformation of Sachsen-Anhalt, 

Germany). We assigned model simulations to corresponding streams in the real network. The main stem 

of the Selke River from the modeled network was used for the daily longitudinal analysis (Figure S3.1).  

3.3.5. Approach validation at reach scale and statistical analysis methods 

The approach was firstly validated using the daily GPP-based 𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3− calculations from the agricultural 

stream (station Hausneindorf). Potential outliers in the calculations were detected using the 

interquartile range (IQR) method, and the 𝑈𝑈𝑎𝑎,𝑚𝑚𝑎𝑎𝑚𝑚 value was assigned as 1.5 IQR of the upper quartile (ca. 

99.65%). This parameter value was then applied directly to the forest stream (station Meisdorf), whose 
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daily 𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3− calculations were used to validate the performance of the approach and the transferability 

of the parameter under different riparian conditions. 

To evaluate the spatial pattern and seasonality of modeled autotrophic 𝑁𝑁𝑁𝑁3− uptake, each stream was 

identified by three attributes: stream order, riparian vegetation type and mean uptake values of each 

season. We summarized three types of vegetation at the modeling level: agriculture (streams 

surrounded by > 80% of agricultural land), forest (streams surrounded by > 80% of forest) and mixture 

(all other streams). Analysis of variance (ANOVA) was conducted using R software (Team 2017). 

Normality of the data was ensured using log-transformation, and homogeneity of variance was tested 

using the Levene’s test (results not shown). Significant ANOVA results (𝑝𝑝 < 0.01) were examined further 

using post-hoc test (Tukey’s Test) for pairwise comparisons. The beta coefficient (lm.beta package in R) 

was calculated to identify the most descriptive attributes (higher absolute beta value indicates a 

stronger effect). 

3.4. Results and Discussion 

3.4.1. Metabolism rates and GPP-based 𝑼𝑼𝒂𝒂−𝑵𝑵𝑵𝑵𝟑𝟑
− calculations 

In the agricultural stream (Figure 3.2), GPP (mean ± standard deviation (SD) = 2.10 ± 1.78 𝑙𝑙 𝑁𝑁2 𝑡𝑡−2𝑑𝑑−1) 

was moderately correlated with GR (𝑅𝑅2 = 0.42,𝑝𝑝 < 0.01) and therefore generally peaked in summer. 

ER (mean ± SD = 3.28 ± 1.75 𝑙𝑙 𝑁𝑁2 𝑡𝑡−2𝑑𝑑−1) was slightly higher than GPP but within the same order of 

magnitude. It was also correlated with global radiation (𝑅𝑅2 = 0.33,𝑝𝑝 < 0.01), but the correlation was 

sometimes influenced by flooding events. NEP was generally close to zero (mean = - 1.10 ± 1.83 

𝑙𝑙 𝑁𝑁2 𝑡𝑡−2𝑑𝑑−1), with slightly positive values in spring (0.50 ± 2.03 𝑙𝑙 𝑁𝑁2 𝑡𝑡−2𝑑𝑑−1) and mostly negative 

values in late autumn (-2.38 ± 1.10 𝑙𝑙 𝑁𝑁2 𝑡𝑡−2𝑑𝑑−1). Results generally agreed with the first two-year 

calculation by Rode et al. (2016a). However, seasonal patterns of metabolism rates in the last three 

years were more diverse. For instance, during the months of June-October, GPP was significantly lower 

in 2014-2015 than in 2011-2013 (mean = 1.66 vs. 2.74 𝑙𝑙 𝑁𝑁2 𝑡𝑡−2𝑑𝑑−1, respectively; ANOVA, 𝑝𝑝 < 0.01). In 

2014, comparable degree of reductions in GPP and ER were observed and mean NEP (- 0.97 

𝑙𝑙 𝑁𝑁2 𝑡𝑡−2𝑑𝑑−1) was similar to the annual mean value. The reductions may be attributed to higher 

discharge during the dry months (mean = 1.26 vs. 0.62 𝑡𝑡3𝑎𝑎−1 for other years) which increases bottom 

shear stress, possibly resulting in moderate removal of benthic communities. Biofilm aging and algal 

sloughing may also contribute to the reduction in both GPP and ER during moderate flow (Uehlinger 

2006). In 2015, GPP decreased more than ER, resulting in higher negative NEP (mean = - 2.04 vs. - 
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1.22 𝑙𝑙 𝑁𝑁2 𝑡𝑡−2𝑑𝑑−1 for other years). Turbidity is the most likely cause of this stronger decrease in GPP 

than in ER (Figure S3.3). Increased turbidity reduces the amount of light that penetrates from the 

surface to the riverbed, while the fine sediments being transported stimulate respiration due to their 

high concentrations of labile organic carbon (O'Connor et al. 2012, Roberts et al. 2007).  

 

Figure 3.2. Daily metabolism rates (i.e., gross primary production-GPP, ecosystem respiration-ER and net 

ecosystem production-NEP) at Hausneindorf, representing typical agricultural streams. ER was shown as 

negative values for better visibility. 

Metabolism rates in the forest stream (Figure S3.4) had distinctly different behavior than those in the 

agricultural stream. GPP (mean ± SD = 0.54 ± 0.62 𝑙𝑙 𝑁𝑁2 𝑡𝑡−2𝑑𝑑−1) was significantly lower (ANOVA, 𝑝𝑝 <

0.01), and the seasonal pattern differed completely. It increased in spring due to the increase in GR and 

peaked (mean = 2.85 𝑙𝑙 𝑁𝑁2 𝑡𝑡−2𝑑𝑑−1) at the beginning of May, when significant shading from riparian 

vegetation occurred. In the following month, GPP decreased dramatically to a low level (mean = 

0.25 𝑙𝑙 𝑁𝑁2 𝑡𝑡−2𝑑𝑑−1) and remained low until late autumn. After litterfall, GPP increased slightly (e.g., in 

2013-2015), but the increase was low due to the already reduced GR in late autumn (Roberts et al. 

2007). ER (mean ± SD = 4.65 ± 5.61 𝑙𝑙 𝑁𝑁2 𝑡𝑡−2𝑑𝑑−1) was generally much higher than GPP, indicating 

strong net heterotrophic behavior in the forest stream (𝑁𝑁𝐸𝐸𝑈𝑈 < 0 throughout the year). The seasonal ER 

pattern was more diverse, with generally higher values in winter and spring and high variability 
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throughout the year. ER was correlated with stream flow (𝑅𝑅2 = 0.60,𝑝𝑝 < 0.01), most likely because ER 

can be stimulated by hydrological events which provide more allochthonous labile organic inputs 

(Mulholland et al. 2001). 

Linear regressions between measured 𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3− and GPP at stations Hausneindorf and Meisdorf (n = 90 

and 67, respectively, Figure 3.3) were similar to those of a former study using the first two years of data 

(2011-2012) (Rode et al. 2016a). This demonstrated that the correlation was robust in the Selke 

catchment. 

  

Figure 3.3. Linear regressions between measured autotrophic 𝑁𝑁𝑁𝑁3− uptake (𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3−) and GPP at (a) 

Hausneindorf  and (b) Meisdorf, representing the agricultural and forest streams, respectively, during 

low flow conditions (discharge< 0.8 𝑡𝑡3 𝑎𝑎−1). The standard errors of linear predictions were 41.58 and 

16.07 𝑡𝑡𝑙𝑙 𝑁𝑁 𝑡𝑡−2𝑑𝑑−1  for Hausneindorf and Meisdorf, respectively. 

3.4.2. Performance of the 𝑼𝑼𝒂𝒂−𝑵𝑵𝑵𝑵𝟑𝟑
− regionalization approach 

The GR coefficient (Figure S3.5a) showed a clear seasonal pattern with considerable differences among 

years (e.g., unimodal or multimodal). The shading coefficient based on LAI (Figure S3.5b) demonstrated 

clear differences in shading among forest types: deciduous trees provided the highest shading in July-

August and almost no shading before leaf-out and after litterfall; conifers provided constant high 

shading throughout the year; and the other forest types in the Selke catchment provided intermediate 

levels of shading. Based on our assumptions, non-forest shading was set to zero. The overall light 
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coefficient (Eq. 3) for each stream depended on the proportions of each land cover type (see an 

example in Figure S3.5c).  

Daily GPP-based 𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3−  calculations for agricultural and forest streams (Hausneindorf and Meisdorf, 

respectively, Figure 3.4) were estimated based on continuous daily GPP and correlations between 

measured 𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3− and GPP, respectively. The potential uptake rate (𝑈𝑈𝑎𝑎,𝑚𝑚𝑎𝑎𝑚𝑚) was determined as 

283 𝑡𝑡𝑙𝑙 𝑁𝑁 𝑡𝑡−2𝑑𝑑−1 based on the dataset from Hausneindorf (n = 1563, Figure S3.6). For the open-

canopy agricultural stream, simulations from the regionalization approach reproduced the seasonal 

pattern of the calculated 𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3− relatively well (Figure 3.4a), especially in the first two years, when 

discharge in low-flow periods was relatively low and stable. In 2013, GPP-based 𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3− calculations 

were extremely high (≥ 300 𝑡𝑡𝑙𝑙 𝑁𝑁 𝑡𝑡−2𝑑𝑑−1) during March-June (i.e., the off-set and in-between periods 

of two extreme flooding events). Simulations underestimated by more than 50%. The higher discharge 

(mean = 2.50 𝑡𝑡3 𝑎𝑎−1) and lower temperature (ca. 4 ℃ lower than the daily mean) during these periods 

might have introduced high uncertainty in metabolism rate calculations (Riley and Dodds 2012). 

Similarly, in March 2014 and 2015, measured 𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3− (mean = 66.6 𝑡𝑡𝑙𝑙 𝑁𝑁 𝑡𝑡−2𝑑𝑑−1, n=12) were similar 

to the simulations (mean = 76.1 𝑡𝑡𝑙𝑙 𝑁𝑁 𝑡𝑡−2𝑑𝑑−1, n=62), but much lower than the GPP-based calculations 

(mean = 131.5 𝑡𝑡𝑙𝑙 𝑁𝑁 𝑡𝑡−2𝑑𝑑−1, n=59). This further suggests that uncertainty in calculated metabolism 

rate may increase with increased discharge.  

We determined the proportion (𝛼𝛼) of each land cover type in a 1 km2 area surrounding Meisdorf, i.e., 

coniferous forest (0.00), deciduous forest (0.52), mixed forest (0.25) and pasture (0.23). The simulated 

𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3− reproduced the range and seasonal pattern of GPP-based calculations remarkably well (Figure 

3.4b). Although we observed discrepancies for the agricultural stream and transferred the potential 

uptake rate directly to the forest stream, the approach clearly captured the large differences of 

calculated 𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3− between the two riparian conditions. Slight overestimates occurred from May-June, 

most likely due to aspect shading from the steep valley alongside the stream (Bernhardt et al. 2018). The 

approach missed several observed spikes, which likely correspond to pulses of discharge and turbidity. 

The dramatic decrease in calculated 𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3− in 2012 is probably due to the sharp decrease in water 

temperature (Rode et al. 2016a).  
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Figure 3.4. GPP-based calculations and approach simulations of the N uptake rate (i.e., 𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3−) at (a) 

Hausneindorf and (b) Meisdorf, representing the agricultural and forest streams, respectively.  

In addition to the visual consistency in seasonal patterns, the simulations correlated reasonably with the 

GPP-based 𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3− calculations (𝑅𝑅2 = 0.47 and 0.45 for Hausneindorf and Meisdorf, respectively), 

given the parsimony of the approach and the distinct uptake behaviors at the two sites. Therefore, light 

can be identified as the main factor influencing the seasonal autotrophic 𝑁𝑁𝑁𝑁3− uptake in the Selke River. 

Other influential factors were similar at the two sites. The C/N ratios of benthic biofilm were similar (8.7 

and 8.5 for the agricultural and forest streams, respectively) (Kamjunke et al. 2015). From June-October, 

water temperature was 14.2 ± 4.3 and 12.0 ± 4.2 ℃, respectively, which is sufficient in supporting high 

growth rates of diatoms (Anderson 2000). 

We assumed that riparian vegetation is the same as the surrounding landscape. This assumption is 

validated by the LHW survey data in the catchment. Although the lowland main stem of the Selke is 
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dominated by sparse gallery trees, GPP values at Hausneindorf are comparable with values reported in 

other agricultural streams (e.g., Beaulieu et al. (2013) and Griffiths et al. (2013)) and the approach 

performed well. This indicates that the gallery trees do not provide sufficient shading on the stream 

surface, presumably due to the relatively large side-to-side distance and less shading density of the trees. 

Still, the assumptions might not completely valid for agricultural or urban streams with a significant 

buffer of trees planted along the stream corridor. However, such information is rarely available at river 

network scale (e.g., resolution mismatching of satellite data and expensive to survey all tributaries) and 

extrapolating the shading effect from on-site measurements remains challenging (Davies-Colley and 

Rutherford 2005). 

Our regionalization approach focuses on quantifying stream surface light availability. Other factors are 

not included in its design. Water temperature is not explicitly considered because it is not available 

network wide, and spatiotemporal estimates of water temperature can be quite uncertain. The impact 

of water temperature is partly considered by light and is more relevant for ER than for GPP (Demars et al. 

2011). Turbidity decreases the amount of light that penetrates to benthic areas (Julian et al. 2008), 

which likely resulted in the overestimation of the simulated 𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3− in the summer/autumn periods of 

2014-2015. Based on the continuous measurements in 2015 (Figure S3.3), we observed a plausible 

correspondence between the increase in turbidity and the decrease in GPP, but the relationship is 

quantitatively unclear, let alone linking turbidity to widely available discharge data for regionalization 

purposes. Flow disturbance likely has significant episodic impact on stream metabolism, following a 

threshold behavior (O'Connor et al. 2012, Uehlinger 2006). The resilience of GPP to flow disturbance is 

suspected to be relatively quick, especially in high PAR seasons, except for highly complicated cases in 

which successive disturbances occur (O'Connor et al. 2012). The impact of flow disturbance is 

mechanistically controlled by turbulence and sediment interactions (O'Connor et al. 2012), which are 

challenging to determine and require adequate descriptions of hydraulics and sediment properties. 

Therefore, flow disturbance is excluded from the approach. Nutrient limitation may constraint the 

autotrophic uptake in certain cases. However, the relationship between nutrient supply and GPP 

increase is also reported as weak (Bernot et al. 2010), most likely due to the already high nutrient levels 

in anthropogenically impacted streams. 

3.4.3. Network upscaling and spatiotemporal variability of 𝑵𝑵𝑵𝑵𝟑𝟑
− uptake 

Integrating the approach into mHM-Nitrate model predicted a strong spatial variability of seasonal mean 

𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3− (Figure S3.7). Agricultural streams had much higher uptake rates than forest streams (mean ± 
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SD = 86.4 ± 1.9 vs. 18.8 ± 6.2 𝑡𝑡𝑙𝑙𝑁𝑁𝑡𝑡−2𝑑𝑑−1, respectively) due to less riparian shading. The differences 

between the two main riparian vegetation types were much smaller in winter (10.1 ± 0.42 vs. 4.6 ± 2.2 

𝑡𝑡𝑙𝑙 𝑁𝑁 𝑡𝑡−2𝑑𝑑−1) probably due to the universally low winter GR. The higher SD for forest streams 

indicated more diverse uptake patterns due to different shading patterns (represented by different LAI 

patterns) in different forest types. We used only basic information (i.e., global radiation, LAI and land 

cover information), but did provide the varied seasonality of 𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3− under different light regimes. 

By multiplying modeled stream benthic areas, seasonal mean gross 𝑁𝑁𝑁𝑁3− uptake (𝑈𝑈𝑎𝑎𝑠𝑠𝑠𝑠,𝑘𝑘𝑙𝑙 𝑁𝑁 𝑑𝑑−1) was 

calculated for each stream in the network (Figure 3.5). The coefficient of variance (CV) of 𝑈𝑈𝑎𝑎𝑠𝑠𝑠𝑠 was much 

higher than that of 𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3− (CVs of annual mean = 1.51 and 0.57, respectively), indicating a higher 

overall spatial variability. Due to variations in stream morphological properties, 𝑈𝑈𝑎𝑎𝑠𝑠𝑠𝑠 varied among areas 

with the same shading condition. Two-way ANOVA showed that 𝑈𝑈𝑎𝑎𝑠𝑠𝑠𝑠 varied significantly among 

different stream orders and vegetation types in all seasons. A post-hoc test (Tukey’s test) identified that 

the 𝑈𝑈𝑎𝑎𝑠𝑠𝑠𝑠 of 1st (annual mean = 0.27 𝑘𝑘𝑙𝑙 𝑁𝑁 𝑑𝑑−1) and 2nd (0.51 𝑘𝑘𝑙𝑙 𝑁𝑁 𝑑𝑑−1) order streams was significantly 

lower than that of higher orders (1.77 𝑘𝑘𝑙𝑙 𝑁𝑁 𝑑𝑑−1 for all 3rd -5th order streams) due to flow accumulation 

in higher order streams. The 𝑈𝑈𝑎𝑎𝑠𝑠𝑠𝑠 of forest streams differed significantly from those of agricultural and 

mixed streams, except in winter, when all values were low. 𝑈𝑈𝑎𝑎𝑠𝑠𝑠𝑠 also showed significant seasonal 

variability in all streams (ANOVA, 𝑝𝑝 < 0.01). However, Post-hoc test revealed that mean values in spring 

and summer differed significantly only in forest streams. The differences in agricultural and mixed 

streams (𝑝𝑝 = 0.50 and 0.93, respectively) attenuated due to the larger benthic area in spring, albeit 

generally higher 𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3− in summer. The beta coefficients indicated that season and stream order had 

the greatest effect on 𝑈𝑈𝑎𝑎𝑠𝑠𝑠𝑠, whereas season and vegetation type had the greatest effect on 𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3−. 
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 Figure 3.5. Seasonal mean gross 𝑁𝑁𝑁𝑁3− uptake amount (𝑈𝑈𝑎𝑎𝑠𝑠𝑠𝑠) at the Selke river network. The color ramp 

of the legend within the range of [0,1] 𝑘𝑘𝑙𝑙 𝑁𝑁 𝑑𝑑−1 was zoomed in on the right side. 

We used the detailed spatial simulations of nitrate loads (𝑙𝑙𝑁𝑁𝑁𝑁3− ,𝑘𝑘𝑙𝑙 𝑁𝑁 𝑑𝑑−1) from the mHM-Nitrate model 

(Figure S3.8) to calculate the uptake efficiency (i.e., the uptake percentage, 𝑈𝑈𝑃𝑃 = 𝑈𝑈𝑎𝑎𝑠𝑠𝑠𝑠 𝑙𝑙𝑁𝑁𝑁𝑁3−⁄ × 100) for 

each stream in the network. 𝑈𝑈𝑃𝑃 peaked in summer (mean ± SD = 21.4 ± 17.8%), when the highest 𝑈𝑈𝑎𝑎𝑠𝑠𝑠𝑠 

encountered the lowest 𝑙𝑙𝑁𝑁𝑁𝑁3− (Table S3.2), whereas in winter, 𝑈𝑈𝑃𝑃 values were extremely low 

throughout the river network (1.0 ± 1.7%) due to the high 𝑙𝑙𝑁𝑁𝑁𝑁3− and low 𝑈𝑈𝑎𝑎𝑠𝑠𝑠𝑠. 𝑈𝑈𝑃𝑃 was consistently lower 

in higher order streams (e.g., annual means were ca. 14% and 4% in 1st and 4th order streams, 

respectively), mainly due to the greater increase in 𝑙𝑙𝑁𝑁𝑁𝑁3− than in 𝑈𝑈𝑎𝑎𝑠𝑠𝑠𝑠 with increasing stream order. 

However, all pairs of adjacent stream orders (i.e., 1st-2nd, 2nd-3rd and 3rd-4th) did not differ significantly 

(𝑝𝑝 > 0.01) in summer. This can be attributed to the consistently low 𝑙𝑙𝑁𝑁𝑁𝑁3− from 1st to 4th order streams 

in summer (mean = 5 to 55 𝑘𝑘𝑙𝑙 𝑁𝑁 𝑑𝑑−1, respectively).  

Longitudinal daily 𝑈𝑈𝑃𝑃 in the main stem of the Selke clearly showed the strong impact of riparian 

vegetation on 𝑈𝑈𝑃𝑃 seasonal dynamics and its inter-annual variation (Figure 3.6). Critical locations and 
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periods of high 𝑁𝑁𝑁𝑁3− uptake percentage (e.g., > 40%) could be explicitly identified. The critical period 

was longer in upper agricultural streams (≥ 23 km from the outlet) than in lower agricultural streams (≤ 

11 km from the outlet). The shallow impermeable bedrock in the upper Selke catchment results in a 

preference of flashier flow path, which prevents 𝑁𝑁𝑁𝑁3− accumulation in the soil (Dupas et al. 2017). 

Whereas loess sediments dominate the lower agricultural part of the catchment and 𝑁𝑁𝑁𝑁3− concentration 

in the soil can reach up to ca. 40 𝑡𝑡𝑙𝑙 𝑙𝑙−1 due to agricultural activities (Yang et al. 2018). Therefore, 𝑙𝑙𝑁𝑁𝑁𝑁3− 

was much lower in the upstream of the Selke River than in the downstream, especially during baseflow 

dominant periods. This presumably prolonged the periods of high uptake percentage in the upper 

agricultural streams. 𝑈𝑈𝑃𝑃 in forest streams (ca. 12-22 km from the outlet) generally increased from winter 

to spring and peaked in May or June, then sharply decreased to a low level (mean = 3%). Seasonal 

dynamics of 𝑈𝑈𝑃𝑃 differed among years, depending on the spatiotemporal combination of 𝑙𝑙𝑁𝑁𝑁𝑁3− and 𝑈𝑈𝑎𝑎𝑠𝑠𝑠𝑠. 

The spatial distributions and temporal dynamics of 𝑙𝑙𝑁𝑁𝑁𝑁3− had more influence on 𝑈𝑈𝑃𝑃 due to its higher 

order of magnitude, compare to those of 𝑈𝑈𝑎𝑎𝑠𝑠𝑠𝑠. In lowland agricultural streams, the period of high uptake 

percentage in 2011 was much more pronounced in streams upstream of the confluence than 

downstream, where the Getel stream joins the main Selke (Figure 3.6). This is due to much lower 𝑙𝑙𝑁𝑁𝑁𝑁3− 

from the upper Selke stream in June-October of 2011 (mean load = 41.6 vs. 107.3 𝑘𝑘𝑙𝑙 𝑁𝑁 𝑑𝑑−1 for the five-

year mean of this dry period) and higher relative contribution of 𝑙𝑙𝑁𝑁𝑁𝑁3− from the Getel stream (32% vs. 15% 

for the five-year mean). 
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Figure 3.6. Longitudinal daily dynamics of the uptake percentage (𝑈𝑈𝑃𝑃) in the main stem of the Selke 

(marked in Figure S2). The width of each horizontal band indicates the length of each stream. The gray 

dashed line identifies the location where stream Getel joins the main Selke.  

3.4.4. Implications 

An increasing number of water quality parameters, such as pH, DO, turbidity, 𝑁𝑁𝑁𝑁3− and SRP, can be 

measured at high temporal resolution by sensors. The new data thus provide potential insights of in-

stream processes at reach scale (Rode et al. 2016b). However, regionalizing those processes remains 

challenging, because in-stream processes (e.g., 𝑁𝑁𝑁𝑁3− assimilation and remineralization) always interact 

intensively, and only a few can be individually linked to observations (e.g., the autotrophic  𝑁𝑁𝑁𝑁3− uptake 

in this study). Therefore, novel reach-scale experimental designs are needed in current/future research 

to provide direct measurements of individual processes. e.g., A new reach scale mass balance approach 

by Kunz et al. (2017) can potentially be used to regionalize the in-stream denitrification process.  

In the regionalization procedure, the selection of key environmental factors is critical at both reach and 

network scales. There is a high risk of over-parameterizing approaches based on reach-scale 

understandings. We are unable to consider certain influential factors due to data limitations, and 

catchment-scale behavior might be simpler than that expected from detailed process understanding 

(Jackson-Blake et al. 2017). Therefore, a parsimonious approach can be an appropriate initial step for 
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upscaling issues (Kirchner 2006). Specifically, the parsimony of an approach is reflected, in our opinion, 

in two perspectives: (1) input data requirements (i.e., the applicability of an approach depends largely 

on the input data it requires and the accessibility of these data) and (2) the parameterization (i.e., the 

introduced parameter should be easily identifiable and transferable with clear physical meaning). The 

proposed regionalization of 𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3− used only GR, LAI and land cover data, which are widely available 

for entire catchment, but quantified spatiotemporal variations in stream surface light regimes well. The 

physical meaning of the parameter 𝑈𝑈𝑎𝑎,𝑚𝑚𝑎𝑎𝑚𝑚 indicates that it can be measured directly by traditional field 

experiments and be transferred to regions with similar radiation condition. 

3.5. Conclusions 

• Five-year continuous high-frequency measurements revealed strong correlations between in-

stream autotrophic 𝑁𝑁𝑁𝑁3− uptake and ecosystem metabolism (specifically GPP), and distinct 

seasonal behaviors in forest and agricultural streams were observed in this study. 

• A parsimonious approach was proposed to quantify stream surface light availability (i.e., using 

basic GR, LAI and land cover information) and to regionalize 𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3−. The approach performed 

well in terms of capturing seasonal variations and improving spatial transferability to different 

riparian shading conditions. 

• The parsimonies of data requirements and parameterization suggest that the approach has a 

strong upscaling capability. By integrating the approach into the fully distributed mHM-Nitrate 

model, more detailed spatiotemporal variability of 𝑁𝑁𝑁𝑁3− transport and uptake could be 

investigated at river network scale, which is informative in guiding water quality management.  

• This study provides a working procedure for regionalizing in-stream process understandings 

inspired from new high-frequency data and upscaling such reach-scale findings to river network 

scale using fully distributed catchment models. 
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3.7. Supplementary Materials 

Text S3.1. Metabolic rates calculations (single-station method by Odum (1956). 
(1) The gas transfer coefficient 𝑈𝑈  
The gas transfer coefficient at 20 ℃ (𝑈𝑈2) was calculated based on the energy dissipation method 
originally from Tsivoglou and Neal (1976).  

𝑈𝑈2 =

⎩
⎪
⎨

⎪
⎧ 0.177 �∆ℎ

𝑚𝑚𝑓𝑓
� = 15300 (𝑎𝑎 𝑡𝑡−1𝑑𝑑−1),𝑄𝑄 > 0.56 𝑡𝑡3𝑎𝑎−1

0.25 �∆ℎ
𝑚𝑚𝑓𝑓
� = 21300 (𝑎𝑎 𝑡𝑡−1𝑑𝑑−1), 0.28 < 𝑄𝑄 < 0.56 𝑡𝑡3𝑎𝑎−1

0.36 �∆ℎ
𝑚𝑚𝑓𝑓
� = 28300 (𝑎𝑎 𝑡𝑡−1𝑑𝑑−1),𝑄𝑄 < 0.28 𝑡𝑡3𝑎𝑎−1

           (S3.1) 

Where hydraulic properties: ∆ℎ is the change in elevation head and 𝑙𝑙𝑓𝑓 is the time of flow. Dupas et al. 
(2016) corrected 𝑈𝑈2 with slope(𝑆𝑆), flow velocity (𝑉𝑉) and temperature (𝑆𝑆) and obtained the coefficient (𝑈𝑈) 
at given water temperature (Bott et al., 2006): 

𝑈𝑈 = 𝑈𝑈2𝑆𝑆𝑉𝑉 × 1.024(𝑇𝑇−20) (24 × 60)⁄                                      (S3.2) 

Since our sensor data were 15min, all the calculation were performed at 15min resolution. Therefore 
the unit of 𝑈𝑈 is (𝑡𝑡𝑡𝑡𝑙𝑙−1).   
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(2) The DO deficit 𝐷𝐷 
𝐷𝐷 = 𝐷𝐷𝑁𝑁100%𝑠𝑠𝑎𝑎𝑚𝑚 − 𝐷𝐷𝑁𝑁𝑚𝑚𝑝𝑝𝑎𝑎𝑠𝑠              (S3.3) 

𝐷𝐷𝑁𝑁100%𝑠𝑠𝑎𝑎𝑚𝑚 = (−0.04884853 + 0.019158425 ∗ 𝑈𝑈𝑎𝑎𝑖𝑖𝑟𝑟 − 0.0008395 ∗ 𝑆𝑆 − 0.00057798 ∗ 𝑆𝑆2)/(1−
0.0000076485 ∗ 𝑈𝑈𝑎𝑎𝑖𝑖𝑟𝑟 + 0.028348446 ∗ 𝑆𝑆 + 0.0000652821 ∗ 𝑆𝑆2 − 0.0000018179 ∗ 𝑆𝑆3)    

     (S3.4) 

Where 𝑈𝑈𝑎𝑎𝑖𝑖𝑟𝑟 is the air pressure (mm Hg). 

(3) Reaeration flux 𝐸𝐸𝐸𝐸 (𝑙𝑙 𝑁𝑁2 𝑡𝑡−3 𝑡𝑡𝑡𝑡𝑙𝑙−1) 
𝐸𝐸𝐸𝐸 = 𝑈𝑈 × 𝐷𝐷        (S3.5) 

(4) The night-time respiration rate per time interval (15min) 𝐸𝐸𝑅𝑅𝑛𝑛 (𝑡𝑡𝑙𝑙 𝑁𝑁2 𝑡𝑡−2 15𝑡𝑡𝑡𝑡𝑙𝑙−1) 
𝐸𝐸𝑅𝑅𝑛𝑛𝑖𝑖 = (∆𝐷𝐷𝑁𝑁𝑖𝑖 − 𝐸𝐸𝐸𝐸𝑖𝑖) × 𝐷𝐷𝑙𝑙𝑝𝑝𝑙𝑙ℎ    (S3.6) 

𝐸𝐸𝑅𝑅𝑛𝑛������ =  1
𝑀𝑀
∑ (𝐸𝐸𝑅𝑅𝑛𝑛𝑖𝑖𝑀𝑀
𝑖𝑖=1 )     (S3.7) 

Where 𝐸𝐸𝑅𝑅𝑛𝑛������ is the averaged ER per time interval. 𝑀𝑀 is the number of the night-time increments, 𝐷𝐷𝑙𝑙𝑝𝑝𝑙𝑙ℎ 
is the water depth. We assumed that the day-time respiration (𝐸𝐸𝑅𝑅𝑠𝑠) is the same as the night-time 
respiration (𝐸𝐸𝑅𝑅𝑛𝑛������). Therefore,  

(5) The daily gross primary production GPP (𝑡𝑡𝑙𝑙 𝑁𝑁2 𝑡𝑡−2 𝑑𝑑−1)  
𝐺𝐺𝑈𝑈𝑈𝑈 =  ∑ ((∆𝐷𝐷𝑁𝑁𝑖𝑖 − 𝐸𝐸𝐸𝐸𝑖𝑖) × 𝐷𝐷𝑙𝑙𝑝𝑝𝑙𝑙ℎ96−𝑀𝑀

𝑖𝑖=1 ) +  𝐸𝐸𝑅𝑅𝑠𝑠 × (96 −𝑀𝑀)  (S3.8) 

Where ∑ ((∆𝐷𝐷𝑁𝑁𝑖𝑖 − 𝐸𝐸𝐸𝐸𝑖𝑖) × 𝐷𝐷𝑙𝑙𝑝𝑝𝑙𝑙ℎ96−𝑀𝑀
𝑖𝑖=1 ) is the sum of DO changes at the day time period and the 𝐸𝐸𝑅𝑅𝑠𝑠 ×

(96 −𝑀𝑀) is the sum of ER flux at the day time period. 96 −𝑀𝑀 is the number of the day-time increments. 

Note that 96 = 24 × 60
15

 is the total number of increments in 24 hours. 

(6) The daily ecosystem respiration ER (𝑡𝑡𝑙𝑙 𝑁𝑁2 𝑡𝑡−2 𝑑𝑑−1) 
𝐸𝐸𝑅𝑅 = 𝑀𝑀 × 𝐸𝐸𝑅𝑅𝑛𝑛������ +  𝐸𝐸𝑅𝑅𝑠𝑠 × (96 −𝑀𝑀)    (S3.9) 

(7) The net ecosystem production NEP (𝑡𝑡𝑙𝑙 𝑁𝑁2 𝑡𝑡−2 𝑑𝑑−1) 
𝑁𝑁𝐸𝐸𝑈𝑈 = 𝐺𝐺𝑈𝑈𝑈𝑈 − 𝐸𝐸𝑅𝑅     (S3.10) 

Text S3.2. Theoretical Global radiation calculations (Allen et al., 1998). 
(1) Extraterrestrial radiation (𝑅𝑅𝑎𝑎), the solar radiation received at the top of the earth’s atmosphere on a 
horizontal surface. It can be estimated for each day of the year and for different latitudes from the solar 
constant (𝐺𝐺𝑠𝑠𝑝𝑝), the solar declination (𝛿𝛿) and the time of the year. 

𝑅𝑅𝑎𝑎 = 24×60
𝜋𝜋

𝐺𝐺𝑠𝑠𝑝𝑝𝑑𝑑𝑟𝑟[𝜔𝜔𝑠𝑠 sin(𝜑𝜑) sin(𝛿𝛿) + cos (𝜑𝜑)cos (𝛿𝛿)sin (𝜔𝜔𝑠𝑠)]                  (S3.11) 

Where  

𝑅𝑅𝑎𝑎 extraterrestrial radiation [𝑀𝑀𝑀𝑀𝑡𝑡−2𝑑𝑑−1],  

𝐺𝐺𝑠𝑠𝑝𝑝 = 0.0820[𝑀𝑀𝑀𝑀𝑡𝑡−2𝑡𝑡𝑡𝑡𝑙𝑙−1] solar constant, 
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𝑑𝑑𝑟𝑟 = 1 + 0.033cos ( 2𝜋𝜋
365

𝑘𝑘) inverse relative distance Earth-Sun,  

𝜔𝜔𝑠𝑠 = 𝑎𝑎𝑟𝑟𝑑𝑑𝑑𝑑𝑙𝑙𝑎𝑎[−tan (𝜑𝜑)tan (𝛿𝛿)] sunset hour angle, 

𝜑𝜑 latitude, 

𝛿𝛿 = 0.409sin ( 2𝜋𝜋
365

𝑘𝑘 − 1.39) solar declination, 

and 𝑘𝑘 is the number of the day in the year between 1 and 365 (366). 

(2) Daylight hours (𝑁𝑁) 

𝑁𝑁 = 24
𝜋𝜋
𝜔𝜔𝑠𝑠  

(3) Global radiation (𝐺𝐺𝑅𝑅) 
𝐺𝐺𝑅𝑅 = 𝑅𝑅𝑎𝑎(𝑎𝑎 + 𝑏𝑏 𝑛𝑛

𝑁𝑁
)     (S3.12) 

Where n is the actual duration of sunshine, 𝑎𝑎 is the fraction of extraterrestrial radiation reaching the 
earth on overcast days (𝑙𝑙 = 0), and 𝑎𝑎 + 𝑏𝑏 is the fraction of extraterrestrial radiation reaching the earth 
on clear days (𝑙𝑙 =  𝑁𝑁). Here the parameters were determined as 0.20 and 0.57, respectively, based on 
values of stations Braunschweig, Seehausen and Braunlage, Germany. 

Table S3.1. Geographical and meteorological comparison between upper and lower Selke 
subcatchments. Mean discharge and nutrient concentrations are the values observed at the two stations. 
𝑁𝑁 −𝑁𝑁𝑁𝑁3− and SRP represent nitrate-N and soluble reactive phosphorus, respectively. 

Attributes Upper Selke subcatchment Lower Selke subcatchment 

Area (km2) 184 272 

Mean elevation (m) 410 140 

Mean annual precipitation (mm) 790 450 

Mean temperature (℃) 6.7 9.8 

Mean discharge (m3/s) 1.52 (Meisdorf) 1.75 (Hausneindorf) 

Mean 𝑁𝑁 −𝑁𝑁𝑁𝑁3− concentration (mg l-1) 1.60 (Meisdorf) 3.61 (Hausneindorf) 

Mean SRP concentration (mg l-1) 0.039 (Meisdorf) 0.040 (Hausneindorf) 

Dominant land use  Forest (72%) Agricultural land (80%) 

Dominant soil type Cambisols Chernozems 

Dominant geology Schist/Claystone Tertiary sediments/Loess 
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Table S3.2. Seasonal mean uptake percentage at the Selke river network. Based on ANOVA analysis, the 
vegetation types were catagoried because its interaction terms with season and order were both 
significant, while the interaction term of season and order was not significant. *There was only one 5th 
order stream at the outlet. 

Vegetation Season 
Order 

Beta 
1st  2nd  3rd  4th  5th *  

Forest 
streams 
(n=124) 

Spring 22.45 17.48 4.91 2.69 -- -- 
Summer 24.10 16.49 8.80 3.17 -- 0.04 
Autumn 11.48 8.36 2.56 1.12 -- -0.17 
Winter 2.63 1.74 0.25 0.20 -- -0.59 

Beta -- -0.04 -0.12 -0.50 --  

agricultural 
streams 
(n=91) 

Spring 13.89 7.98 5.12 3.01 0.61 -- 
Summer 25.56 16.47 8.41 9.91 1.76 0.19 
Autumn 6.21 3.56 1.83 1.91 0.37 -0.21 
Winter 0.84 0.45 0.35 0.17 0.04 -0.70 

Beta -- -0.13 -0.32 -0.31 -0.15  

mixed 
streams 
(n=138) 

Spring 15.63 10.92 6.13 5.72 -- -- 
Summer 38.09 28.38 19.61 14.28 -- 0.22 
Autumn 10.05 6.47 4.35 3.15 -- -0.12 
Winter 0.88 0.60 0.27 0.47 -- -0.67 

Beta -- -0.11 -0.25 -0.21 --  
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Figure S3.1. The Selke river networks. Blue lines represent the real river network generated from the 
100 m DEM (digital elevation model) and topographic maps (source from the State Agency of Survey and 
Geoinforamtion of Saxony-Anhalt, Germany). Gray dashed lines represent the modeled river network in 
the mHM-Nitrate model. Bold shaded line represents the main stem of the Selke River from the model 
that involved in the longitudinal analysis. 

 

Figure S3.2. (a) The correlation between calculated global radiation (GR) at Ummendorf and measured 
GR at Wulferstädt (ca. 20 km north of station Hausneindorf). The data were smoothed and normalized 
as described in Equation 2 and 3. (b) The correlation between measured photosynthetically active 
radiation (PAR) and global radiation (GR) at station Wulferstädt (2013-2015).  



 

88 
 

 

Figure S3.3. The dynamics of turbidity, discharge, GPP and ER in 2015 based on high frequency sensor 
data. GPP - Gross primary production and ER - ecosystem respiration. 

 

Figure S3.4. Daily metabolism rates (GPP: green line; ER: gray line; and net ecosystem production-NEP: 
orange line) at Meisdorf, representing typical forest streams. ER was shown as negative values for better 
visibility.  
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Figure S3.5. Coefficients of (a) global radiation impact (GR, only shown the first two years), (b) riparian 
shading (leaf area index - LAI) and (c) examples of overall coefficients of stream surface light availability 
in the purely agricultural stream and the purely deciduous forest stream, respectively. 

 

Figure S3.6. Boxplots of the GPP-based calculations of uptake rate at the two stations (Meisdorf and 
Hausneindorf). The upper whisker value was set to 1.5 interquartile ranges (IQR) of the upper quartile.   
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Figure S3.7. Seasonal mean autotrophic 𝑁𝑁𝑁𝑁3− uptake rate (𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3−1) at the Selke river network.  

 

 Figure S3.8. Seasonal mean 𝑁𝑁𝑁𝑁3− load at the Selke river network.  

  



 

91 
 

Chapter 4: Sensitivity analysis of fully distributed model parameterization 

reveals insights into heterogeneous catchment responses for water quality 

modeling 
(An edited version of this paper was copyright by AGU. Copyright (2019) American Geophysical Union) 

Key points 

• For the first time, sensitivity analysis of spatially distributed parameterization was conducted in 
catchment nitrate modeling  

• Parameter sensitivity showed high spatial variability and correlated significantly with varying 
controlling factors at different locations 

• Results revealed insights into heterogeneous nitrate behaviors and provided implications for future 

water quality model parameterization 

4.1. Abstract 
Spatially distributed parameterization is preferable in capturing heterogeneity of catchment properties 

and in allowing a better model representation of catchment responses. In hydrological modeling, 

sensitivity analysis is recommended to address the high-dimensional parametric problems. However, 

less has been focused on water quality modeling, presumably due to the lack of suitable fully distributed 

models. Based on the new mesoscale hydrological-nitrate model (mHM-Nitrate), we investigated for the 

first time the spatially distributed parameter sensitivity of the nitrate model and correlated the 

sensitivity indices with multiple catchment factors. The study was conducted in the highly 

heterogeneous Selke catchment, Germany. Three nested catchments were defined based on the 

heterogeneous catchment responses (gauged by three nested stations). Results showed that 

parameters of soil denitrification, in-stream denitrification and in-stream assimilatory uptake were the 

most sensitive parameters throughout the catchment, while they all showed high spatial variability, 

which also varied when different gauging stations were considered. Spearman rank correlation indicated 

that the sensitivity of soil denitrification was controlled mainly by the relative limitations between 

terrestrial hydrological transport capacity and soil nitrate availability; the sensitivity of in-stream 

processes was predominated by spatial variability within the river network (e.g., proximity to the 

gauging station), rather than the local biogeochemical factors. Based on the insights gained from the 

spatial sensitivity and correlation analyses, we suggested that an appropriate monitoring scheme is 

important in reflecting actual catchment responses, and a cautious statistical correlation is informative 

in benefiting future parameter regionalization of water quality models.  
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4.2. Introduction 

Non-point source pollution due to intensive agricultural activities has become one of the major causes 

blamed for water quality deterioration (EEA, 2005). Catchment water quality models have been widely 

accepted in formulizing the current understanding of catchment functioning, and further guiding 

mitigation measures to protect and improve our living environment (Rode et al., 2010; Wellen et al., 

2015). In the context of specific process descriptions, the model applicability depends mainly on the 

spatial discretization of forcing data and the appropriateness of parameterization (Beven, 1993; 

Wagener et al., 2001; Clark et al., 2015). By allowing the forcing data to vary spatially, fully distributed 

models are particularly preferable in pursuing a better representation of the spatial variability of 

catchment properties. Meanwhile, such model structure offers high potential for spatially differentiated 

parameterization to better capture heterogeneous catchment responses. However, the cost of the 

largely increased complexity has also been well documented (Razavi & Gupta, 2016; Sheikholeslami et 

al., 2019), e.g., the complexity of high-dimensional, nonlinear parameter spaces. Such high model 

complexity inhibits identification of appropriate parameter values and diagnostic of model behaviors 

(Gupta et al., 2008; Pianosi et al., 2016). Efforts have been made to address the parametric difficulties in 

hydrological modeling through, e.g., parameter regionalization (Oudin et al., 2008; Samaniego et al., 

2010) and spatially explicit configurations (Tang et al., 2007; Herman et al., 2013a, b). However, few 

studies have focused on the added water quality modeling. 

Excessive nitrate export is one of the main reasons for water pollutions and eutrophication (Yu et al., 

2019). Nitrate terrestrial leaching and in-stream transport are mostly driven by hydrological processes. 

In the process of adding on significant anthropogenic impacts, catchment nitrate behaviors show a 

higher degree of spatial heterogeneity than the hydrological basics (e.g., Yang et al. (2018)). Aiming to 

balance the process representation and the model complexity in process-based modeling (Rode et al., 

2010), the conceptualization and parameterization of the processes are normally formulated in two 

parts: (1) the impacts of known factors are quantified through empirical equations, e.g., the 

temperature impacts on denitrification (Stanford et al., 1975); and (2) the impacts of biogeochemical 

reactions are reflected by model parameters (referred as reaction “rate”). These rates are usually 

assigned as land-cover/soil type dependent in catchment model developments, partially intending to be 

compatible with the hierarchical structure of semi-distributed models (i.e., catchment, subcatchments 

and basic calculating units) (Wade et al., 2002; Huang et al., 2009; Lindström et al., 2010). However, 

such parameterization scheme restricts the parameter only to land-cover or soil information, which 

likely underestimates the spatial heterogeneity and its relevance in nature (Clark et al., 2017). 
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Alternatively, fully distributed parameterization provides the opportunity to spatially link the reaction 

rates with multiple catchment factors, including meteorological forcing, catchment characteristics and 

modelled state variables and fluxes. However, the number of available models and their applications are 

still limited (see the review by Wellen et al. (2015)), especially in larger catchments (e.g., > 200 km2). 

Recently, Yang et al. (2018) developed a fully distributed catchment nitrate model (i.e., the mHM-Nitrate 

model) based on the gridded implementations of the mesoscale Hydrological Model (mHM) (Samaniego 

et al., 2010; Kumar et al., 2013). The model balances the spatial representation and the model 

complexity using the multi-resolution structure and the multiscale parameter regionalization (MPR) 

technique (Samaniego et al., 2010). The model has been evaluated in terms of reproducing well 

heterogeneous flow and nitrate concentration and providing reliable detailed spatial information of flow 

and nitrate fluxes (Yang et al., 2018). In addition, the in-stream autotrophic assimilation has been 

regionalized and improved based on the high-frequency sensor data (Yang et al., 2019). The model is, 

therefore, a promising tool to further investigate the spatially distributed parameterization of the 

biogeochemical reactions and their links with multiple catchment information. 

Sensitivity analysis (SA) has long been taken as a foundational diagnostic approach in revealing insights 

into the model responses regarding variations in input factors, including model parameters (Razavi & 

Gupta, 2015; Pianosi et al., 2016). It is still challenging to accurately estimate the sensitivity indices 

(Gupta & Razavi, 2018), especially for the spatially distributed configuration. Therefore, parameter 

ranking and screening are more interesting for the earth and environmental system modeling 

community (Sheikholeslami et al., 2019). They are commonly recommended to reduce the 

dimensionality by determining the (non-)informative parameters (e.g., Cuntz et al. (2015)) and to 

identify spatially differentiated model controls under varying conditions (e.g., the impacts of spatial 

distributions of event-scale precipitation (Tang et al., 2007; van Werkhoven et al., 2008b)). Meanwhile, 

consistent model performance could be achieved under parameter-/cell-based screening strategies 

(Tang et al., 2007). Fully spatiotemporal distribution of parameter sensitivity by Herman et al. (2013a) 

explicitly revealed that different processes dominated in different periods and at different locations of 

the catchment. However, most of the grid-based studies only qualitatively attribute the spatial 

variations of parameter sensitivity to the variations of catchment factors, while ignoring further 

information that can be derived from the quantitative correlation investigation. For instance, van 

Werkhoven et al. (2008a) demonstrated significant correlations between parameter sensitivity and 

catchment factors in 12 catchments, which further extended the number of identifiable parameters 

more than usually assumed.  
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In this study, we revise the parameterization scheme for the nitrate processes of the mHM-Nitrate 

model in a fully spatially distributed manner, i.e., each nitrate submodel parameter varies independently 

in each grid cell (for terrestrial parameters) or each stream reach (for stream parameters). By 

conducting the global parameter SA, spatial distributions of parameter sensitivity indices are obtained, 

revealing the relative importance of each nitrate process and its spatial variability. Further, the spatial 

sensitivity information is correlated with a wide range of catchment factors in each grid cell/stream 

reach, including meteorological forcing, catchment characteristics and modeled state variables and 

fluxes of flow and nitrate. We conduct our analysis in the highly heterogeneous Selke catchment (in 

terms of geographic characteristics, meteorological conditions and impacts of human activities), where 

three nested gauging stations are deployed to capture the heterogeneous catchment responses (Yang et 

al., 2018). The objectives of this study are (1) to analyze the full-spatial variability of parameter 

sensitivity in the domain of process-based catchment water quality modeling, (2) to determine the most 

influential catchment factors for sensitive nitrate processes and the spatial variation of such correlations, 

and (3) to reveal insights into nitrate responses of heterogeneous meteor-hydrological and 

anthropogenic conditions at catchment scale. The anticipant insights can provide implications on future 

parameter regionalization of catchment water quality modeling.   

4.3. Methodology 

4.3.1. Morris method 

The method of Morris (1991), also called Elementary Effect (EE) test, is a multi-starts perturbation 

sensitivity analysis method (Pianosi et al., 2016). Based on the one-at-a-time (OAT) method, an 

individual trajectory is created by perturbing each parameter 𝑝𝑝𝑖𝑖  by a variation ∆𝑖𝑖. The number of 

perturbations of each trajectory is equal to the number of parameters (𝑙𝑙, 𝑡𝑡 = 1,2,⋯𝑙𝑙). Elementary 

effect of the 𝑡𝑡𝑚𝑚ℎ parameter (𝐸𝐸𝐸𝐸𝑖𝑖) is, therefore, estimated as follows: 

𝐸𝐸𝐸𝐸𝑖𝑖 =  
𝑓𝑓(𝑋𝑋|𝑝𝑝𝑖𝑖+∆𝑖𝑖)−𝑓𝑓(𝑋𝑋|𝑝𝑝𝑖𝑖)

∆𝑖𝑖
,     (4.1) 

where 𝑓𝑓(𝐸𝐸) denotes the evaluation metrics used for sensitivity analysis. Here we used two metrics: the 

Root-Mean-Squared-Error (RMSE) and the Kling-Gupta Efficiency (KGE) (Gupta et al., 2009). Starting 

from multiple points within the feasible parameter space, multiple trajectories (𝑟𝑟) are generated to 

compute the sensitivity indices, i.e., the mean of EEs (𝜇𝜇𝑖𝑖∗) denoting the global sensitivity of each 

parameter, and the standard deviation of EEs (𝜎𝜎𝑖𝑖) denoting the interaction with other parameters. 

Eq.(4.2) gives the calculations of these indices suggested by Campolongo et al. (2007): 
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𝜇𝜇𝑖𝑖∗ =  1
𝑟𝑟
∑ �𝐸𝐸𝐸𝐸𝑖𝑖

𝑗𝑗�𝑟𝑟
𝑗𝑗=1 ,𝜎𝜎𝑖𝑖 =  � 1

𝑟𝑟−1
∑ �𝐸𝐸𝐸𝐸𝑖𝑖

𝑗𝑗 − 𝜇𝜇𝑖𝑖∗�
2𝑟𝑟

𝑗𝑗=1 ,   (4.2) 

where 𝐸𝐸𝐸𝐸𝑖𝑖
𝑗𝑗  denotes 𝐸𝐸𝐸𝐸𝑖𝑖  of the 𝑗𝑗𝑚𝑚ℎ trajectory. 

Sampling strategies differ mainly in the starting-point sampling and the trajectory generation. A proper 

sampling strategy can efficiently improve the accuracy of the sensitivity estimates (Pianosi et al., 2016). 

Aiming to balance the sampling efficiency and coverage within the feasible space, we used the Latin-

Hypercube sampling method (van Griensven et al., 2006) to generate the starting points and ∆𝑖𝑖. Instead 

of sequential trajectory, we used the radial-based OAT design (Campolongo et al., 2011) to generate the 

trajectories. This approach takes ∆𝑖𝑖 for each 𝑝𝑝𝑖𝑖  all from the starting point of each trajectory, which has 

been proofed to be more efficient (Campolongo et al., 2011). The SA was performed using the SAFE 

(Sensitivity Analysis For Everybody) tool by Pianosi et al. (2015). 

Morris method requires 𝑙𝑙 + 1 model runs for each trajectory and 𝑟𝑟 × (𝑙𝑙 + 1) runs for computing the 

global sensitivity indices. The computation requirement of Morris method is far lower than the majority 

of other all-at-a-time based methods (Pianosi et al., 2016). This advantages its utility for SA of spatially 

distributed parameterization, which is characterized as a high-dimensional, time-consuming problem. 

The method is also particularly suitable and efficient for the purposes of ranking and screening (Herman 

et al., 2013b; Pianosi et al., 2016).  

4.3.2. Spearman rank correlation 

Based on the sensitivity results, we further correlated the parameter indices with catchment factors 

using the Spearman rank correlation. The Spearman rank correlation can be taken as a non-parametric 

version of the Pearson correlation, and is normally performed when the assumptions of the Pearson 

correlation (i.e., normality and linearity) cannot be fulfilled. It measures the strength and direction of 

the monotonic relationship between rankings of two variables, which are assumed to be independent. 

The monotonic relationship is not strictly an assumption, but a measure to determine if there is a 

monotonic component associated between the two variables. The Spearman coefficient (𝜌𝜌) is calculated 

to assess the correlation strength and direction:   

𝜌𝜌 = 1 − 6∑𝑠𝑠
𝑁𝑁(𝑁𝑁2−1)

      (4.3) 

where 𝑁𝑁 denotes the number of activated grid cells in this study; and 𝑑𝑑 denotes the ranking distance. 

The positive 𝜌𝜌 value denotes positive correlation, and vice versa.  
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4.3.3. The catchment hydrological nitrate model - mHM-Nitrate 

The mHM-Nitrate model is a fully distributed, process-based catchment nitrate model (Yang et al., 2018). 

The model is developed based on the grid-based mesoscale Hydrological Model (mHM) platform 

(Samaniego et al., 2010; Kumar et al., 2013). Nitrate process descriptions are mainly introduced from 

the Hydrological Predictions of the Environment (HYPE) model (Lindström et al., 2010). The mHM-

Nitrate model simulates state variables and fluxes of flow and nitrate in both terrestrial and in-stream 

phases at a daily step. In the terrestrial phase, along with hydrological processes, the nitrate submodel 

includes atmospheric deposition, fertilizer and manure supply, plant/crop uptake, denitrification, 

infiltration to different soil layers, percolation to deep groundwater and export to surface water. 

Physical and biochemical transformations between four nitrogen forms (i.e., dissolved inorganic 

nitrogen, dissolved organic nitrogen, active and inactive solid organic nitrogen) are considered for each 

soil layer and the pool sizes are updated for each time step. Total terrestrial exports of nitrate-N (𝑁𝑁 −

𝑁𝑁𝑁𝑁3−) are calculated from four runoff components (i.e., direct runoff from impervious area, fast 

interflow, slow interflow and baseflow) and corresponding 𝑁𝑁 −𝑁𝑁𝑁𝑁3− concentrations therein. The 

exports from each grid cell are connected with neighboring cells according to the main flow direction, 

which formulates the modeled river network. A complete set of in-stream flow routing and nitrate 

processes (i.e., denitrification, assimilatory uptake and remineralization) is computed for each stream 

reach. Detailed model descriptions of mHM and mHM-Nitrate are given by Samaniego et al. (2010) and 

Yang et al. (2018), respectively.  

Nitrate submodel parameters are parsimoniously introduced, representing individual or combined 

biogeochemical transformation(s) (Table 4.1). The model descriptions of soil denitrification, soil 

mineralization, soil degradation, soil dissolution and in-stream denitrification processes remain the same 

as the original mHM-Nitrate model (Yang et al., 2018). These transformations are conceptualized 

considering the impacts of the well-known physical factors, the availability of source nitrogen forms and 

the biogeochemical reaction rate. The pool sizes of nitrogen forms are updated for each simulation time 

step considering both physical flux exchanges and biogeochemical transformations. The impacts of well-

known factors (e.g., soil or water temperature) are estimated using widely accepted empirical equations. 

The reaction rates are taken as model parameters listed in Table 4.1. These parameters have not yet 

been regionalized presumably due to the spatiotemporal complexity of the transformations and the 

limited direct observations for individual process. Therefore, as a normal procedure in water quality 

modeling, they are assigned as land-use dependent in the original mHM-Nitrate model.  
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The in-stream assimilatory uptake process has recently been refined based on a new regionalization 

approach proposed by Yang et al. (2019), where the autotrophic nitrate uptake is regionalized using 

global radiation (representing light availability above stream canopy),  and leaf area index (representing 

the shading effect of riparian vegetation) data. Both types of data are normalized respectively to 

generate the time series of above-canopy light coefficients (𝑓𝑓𝐺𝐺𝑉𝑉,𝑚𝑚) and the shading coefficients (𝑓𝑓𝐿𝐿𝑉𝑉𝐼𝐼,𝑚𝑚). 

The overall near-surface light coefficients (𝑓𝑓𝐿𝐿,𝑚𝑚 ∈ [0,1]) are calculated as 𝑓𝑓𝐿𝐿,𝑚𝑚 = 𝑓𝑓𝐺𝐺𝑉𝑉,𝑚𝑚 ∙ �1 − 𝑓𝑓𝐿𝐿𝑉𝑉𝐼𝐼𝑖𝑖 �. The 

potential autotrophic uptake rate (𝑈𝑈𝑎𝑎,𝑚𝑚𝑎𝑎𝑚𝑚,𝑡𝑡𝑙𝑙 𝑁𝑁 𝑡𝑡−2𝑑𝑑−1) is then introduced, as a model parameter, to 

calculate the actual autotrophic uptake rate (i.e., 𝑈𝑈𝑎𝑎,𝑚𝑚𝑎𝑎𝑚𝑚 ∙ 𝑓𝑓𝐿𝐿,𝑚𝑚). The introduced parameter 𝑈𝑈𝑎𝑎,𝑚𝑚𝑎𝑎𝑚𝑚 is a 

regionally transferable parameter. The rational and transferability of the approach have been validated 

in the agricultural and forested streams of the study catchment (the Selke catchment), where 

continuous daily autotrophic uptake data are available based on the high-frequency sensor monitoring. 

Based on the dataset, the parameter value for the Selke catchment is also obtained (𝑈𝑈𝑎𝑎,𝑚𝑚𝑎𝑎𝑚𝑚= 283 

𝑡𝑡𝑙𝑙 𝑁𝑁 𝑡𝑡−2𝑑𝑑−1). The approach has also been integrated into the mHM-Nitrate model for the networked 

uptake estimation, assuming stream riparian vegetation is similar as the surrounding land use (Yang et 

al., 2019). Therefore, we adopted the new approach in this study. Notably, part of the autotrophically 

assimilated nitrate can be re-mineralized and returned back to stream waters. Therefore, the parameter 

npprt was introduced and analyzed to represent the net assimilatory uptake rate (Table 4.1). Detailed 

descriptions of the transformations and parameterizations were provided in Supporting Information 

and references therein. 

Table 4.1. Brief parameter descriptions of the nitrate submodel in the mHM-Nitrate model.  

Parameter Description Biogeochemical transformation 

denis Rate of soil denitrification (𝑑𝑑−1) 
Permanent removal of nitrate in soil phase by 
denitrification process 

minlr 
Rate of soil mineralization 
(𝑑𝑑−1) 

From the dissolved and the active part of solid 
organic nitrogen pools to the nitrate pool in soil 
moisture by mineralization process  

degdr Rate of soil degradation (𝑑𝑑−1) 
From the inactive part of solid organic nitrogen pool 
to the active part of soil organic nitrogen pool by 
degradation process 

dislr Rate of soil dissolution (𝑑𝑑−1) 
From the active part of solid organic nitrogen pool to 
the dissolved organic pool in soil moisture by 
dissolution process 

deniw 
Rate of in-stream 
denitrification (𝑘𝑘𝑙𝑙 𝑡𝑡−2𝑑𝑑−1) 

Permanent removal of nitrate in stream water by 
denitrification process 
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npprt 
Rate of in-stream net 
assimilatory uptake 
(𝑘𝑘𝑙𝑙 𝑡𝑡−2𝑑𝑑−1) 

Net removal of nitrate in the stream water due to 
assimilatory uptake and remineralization processes 

 

The mHM-Nitrate model has a flexible structure, which balances the spatial representation and model 

complexity. The mHM platform integrates a multiscale parameter regionalization (MPR) technique 

(Samaniego et al., 2010): hydrological parameters are firstly related to geographic characteristics using a 

set of transfer functions at the basic geographic data level; then, the regionalized hydrological 

parameters are upscaled to the modeling level in the second step of MPR. Catchment characteristics 

(e.g., land-use proportions) and model inputs (e.g., meteorological forcing) are also scaled to the 

modeling level. Hydrological submodel parameters introduced in those transfer functions are taken as 

transferable and quasi scale-invariant (Kumar et al., 2013) and their sensitivities are well documented in 

Cuntz et al. (2015). Therefore, we exclusively focused on the nitrate submodel parameters.  

4.4.4. Study site and model setup 

The study was conducted in the Selke catchment (456 km2, Figure 4.1a), a subcatchment of the Bode 

catchment in central Germany (The TERENO Harz/Central German lowland observatory (Wollschläger et 

al., 2016)). The catchment has strong physiographic gradients from upper mountainous areas to lowland 

areas: elevation decreases from 605 to 53 m, annual mean temperature increases from ca. 8 to ca. 10 ℃ 

and annual precipitation decreases from 790 to 450 mm (the overall mean of 660 mm). Agricultural 

lands dominate the lowland areas, whereas forests are predominant land-use type in the upper 

mountains, with considerable agricultural lands in the upper plateau (Figure 4.1b). Cambisols and 

chernozems are the main soil types in the upper and lower parts of the catchment, respectively; and 

shallow schist/claystone and deep tertiary sediments formulate the geological conditions, respectively 

(see details in Yang et al. (2018)). The shallow impermeable schist leads a preference of flashier flow 

path in the upper area, whereas flow path in the lowland area is deeper due to the permeable 

sedimentary materials (Jiang et al., 2014; Dupas et al., 2017). 

Due to such high heterogeneity, three nested gauging stations (i.e., Silberhütte (SILB), Meisdorf (MEIS) 

and Hausneindorf (HAUS)) are located along the main stem of the Selke River (Figure 4.1a), monitoring 

discharge (𝑄𝑄) and 𝑁𝑁 −𝑁𝑁𝑁𝑁3− concentration behaviors and their longitudinal changes. Areas above station 

SILB (SILB catchment, 99 km2) are predominated by forest (60%), with considerable arable lands (25%). 

Station MEIS locates at the exit of forested areas. Within areas above station MEIS (MEIS catchment, 
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184 km2), the share of forest increased up to 72%. The area between station MEIS and the outlet HAUS 

is occupied mainly by arable land (almost 80%) and urban area. During high-flow conditions (e.g., 𝑄𝑄 >

2 𝑡𝑡3𝑎𝑎−1, the 3rd Quartile at HAUS), flow generates mostly from the upper mountains (𝑄𝑄 at station MEIS 

accounts for 80 ± 15% of that at station HAUS). During low-flow periods (𝑄𝑄 < 0.65 𝑡𝑡3𝑎𝑎−1, the 1st 

Quartile), upper and lower subareas contribute equivalently to the outlet discharge (62 ± 20% from the 

area above station MEIS).  The region has long been intensively cultivated. The rotation sequence of four 

main crops (winter white, sugar beet, spring barley and rapeseed) was considered in all arable lands. 

Fertilizer and manure were applied in the middle-late spring, and the total amount ranges from 130-190 

𝑘𝑘𝑙𝑙 𝑁𝑁 ℎ𝑎𝑎−1𝑦𝑦𝑟𝑟−1 depending on specific crop type. Due to the long-term agricultural activities, 𝑁𝑁 −𝑁𝑁𝑁𝑁3− 

concentration in lowland soil water reaches up to higher than 25 𝑡𝑡𝑙𝑙 𝑙𝑙−1. Although similar amount of 

fertilizer applies in the upper arable lands, the flashier flow path prevents nutrients accumulating in soil 

water and deeper groundwater (Dupas et al., 2017). Therefore, the ranges and seasonal patterns of 𝑁𝑁 −

𝑁𝑁𝑁𝑁3− concentration at stations SILB and MEIS are similar (mean ± SD = 1.37 ± 1.08 and 1.60 ± 1.00 

𝑡𝑡𝑙𝑙 𝑙𝑙−1, respectively) but different from those at the outlet HAUS (3.61 ± 1.09 𝑡𝑡𝑙𝑙 𝑙𝑙−1). 

 



 

100 
 

Figure 4.1. The Selke catchment, central Germany: (a) the locations of the nested gauging stations (i.e., 

Hausneindorf (HAUS), Meisdorf (MEIS) and Silberhütte (SILB)), river network and Digital Elevation Model 

(DEM); (b) the land cover types; and (c) the discretization and network connection of the mHM-Nitrate 

model and territories of the three nested catchments. Here we defined the nested catchment as the 

downstream catchment including the area of the upper one(s). Note that HAUS catchment represents 

the whole territory of the Selke catchment, and the lowland arable areas (the yellow-colored grid cells) 

represent areas in the lower part where areal proportion of arable land > 0.70. 

Daily simulation of the mHM-Nitrate model was set up in the Selke catchment using a 1 km2 cell size for 

both terrestrial and in-stream phases. Figure 4.1c showed the model discretization of the Selke 

catchment (533 grid cells in total) and the grid cell connections (i.e., model river network, 532 stream 

reaches). Note that the area of the border grid cells can be < 1 km2, depending on the actual area that 

belongs to the catchment. Basic data at geographic level were all resampled to 100 m resolution, and 

meteorological data from DWD (German Weather Service) were interpolated to 1 km2 resolution. For 

details on data sources and model boundary conditions, please refer to Yang et al. (2018). Continuous 

daily discharge and 𝑁𝑁 −𝑁𝑁𝑁𝑁3− concentration in the period 2011-2015 were collected from LHW (the 

State Agency for Flood Protection and Water Management of Saxony-Anhalt, Germany) and the TERENO 

Project coordinated by Helmholtz Centre for Environmental Research – UFZ. The data at the three 

gauging stations were used to validate the mHM-Nitrate model performance and to calculate the 

evaluation metrics. 

4.4. Computational design 

Following the multi-objective calibration strategy by Yang et al. (2018), we firstly re-calibrated the mHM-

Nitrate model against the daily observations of both discharge and nitrate concentration (2011-2015) at 

the three gauging stations. At this stage, nitrate submodel parameters remained as land-use dependent. 

The purpose of this step was to obtain hydrological and 𝑁𝑁 −𝑁𝑁𝑁𝑁3− simulations, in terms of (1) discharge 

and 𝑁𝑁 −𝑁𝑁𝑁𝑁3− concentrations at each stream reach, and (2) state variables and fluxes of both flow and 

𝑁𝑁 −𝑁𝑁𝑁𝑁3− in each grid cell. Secondly, we revised the six nitrate submmodel parameters (Table 4.1) as 

grid cell/stream reach dependent. Therefore, we considered in total 3,196 parameters (533 × 4 = 2,132 

and 532 × 2 = 1,064 parameters for the four terrestrial parameters and two stream parameters, 

respectively). 

Given the large number of parameters, the computational load would increase sharply depending on the 

number of trajectories (𝑟𝑟) of the Morris method. Pianosi et al. (2016) suggested 10-100 trajectories 
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would be sufficient (i.e., model runs are 10-100 times of total parameter number). Herman et al. (2013b) 

compared the Morris performances in hydrological modeling using different number of 𝑟𝑟 and further 

referred them to a baseline performance of the Sobol’ method (Sobol', 2001). They demonstrated that 

the performance of the low-sample Morris experiment is comparable with the baseline performance. In 

this study, we used relatively large number of trajectories (𝑟𝑟 = 80, resulting in the total number of model 

runs as 255,760) to ensure the robustness of the sensitivity results.  

The sensitivity indices were calculated based on RMSE and KGE over the whole period (2011-2015). 

Since 𝑁𝑁 −𝑁𝑁𝑁𝑁3− responses differed largely at the three stations, we calculated parameter sensitivity 

indices for the three nested catchments (i.e., the SILB catchment, the MEIS catchment and the HAUS 

catchment, Figure 4.1c) based on the 𝑁𝑁 −𝑁𝑁𝑁𝑁3− concentration observations at station SILB, MEIS and 

HAUS, respectively. The HAUS catchment, covering the entire Selke catchment, was used to emphasize 

that the further calculations only used observations at the outlet station HAUS. The Spearman rank 

correlation between sensitivity indices and catchment factors was then performed for each of the 

nested catchment. Additionally, the correlations were also calculated exclusively for the lowland arable 

areas (i.e., areal proportion of arable land > 0.70, Figure 4.1c) in the domain of the HAUS catchment.   

4.5. Results 

The mHM-Nitrate model performed well in simulating both discharge and 𝑁𝑁 −𝑁𝑁𝑁𝑁3− concentration 

(Supporting Information Figure S4.1). Nash-Sutcliffe efficiency coefficients were ca. 0.80 and above 0.43 

for discharge and 𝑁𝑁 −𝑁𝑁𝑁𝑁3− concentration simulations, respectively, at the three stations. Due to similar 

model setup and boundary conditions, results were in line with those provided by Yang et al. (2018), 

where detailed discussion of the model performance and rationality are provided. Catchment factors for 

each grid cell and each stream reach were, therefore, calculated and provided in Supporting 

Information Data S4.1, with selected factors provided in Figure 4.2. 
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Figure 4.2. Spatial distributions of selected catchment factors, which are strongly supportive for the 

discussion. The title of each subplot instructed the brief meaning, abbreviation and unit of the 

presenting factor. Detailed explanations were given in Appendix (Table A4.1). For values of the 

complete set of catchment factors, please refer to Supporting Information Data S4.1. 

4.5.1. Overall sensitivity ranking 

Given the potential influence from the selection of evaluation metrics (Wagener et al., 2009), we 

calculated the sensitivity indices based on both RMSE and KGE, which mathematically biases more 
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weight during high-value period and balances different components of time series, respectively. Results 

showed that parameter sensitivity rankings were consistent with each other (Pearson 𝑅𝑅2 > 0.97, 𝑝𝑝 < 

0.01, Supporting Information Figure S4.2). Therefore, from here on our analysis focused exclusively on 

the RMSE-based indices. The convergence of the sensitivity index 𝜇𝜇∗ was further examined using an 

increasing sample size. All parameters showed convergent trends as the sample size increases; the top 

50 sensitive parameters converged mostly within the range of [0, 1.00e-2] after 150,000 model runs 

(Supporting Information Figure S4.3). 

For each catchment, parameter sensitivity ranking was demonstrated by plotting 𝜇𝜇𝑖𝑖∗ versus 𝜎𝜎𝑖𝑖 (Figure 

4.3). The more to the right-up section the point, the more sensitive and interactive the parameter 

becomes. In general, the sensitive zone (i.e., right-up section of the plot) was occupied by parameters 

denis, deniw and npprt, indicating that soil denitrification, in-stream denitrification and in-stream 

assimilatory uptake processes, respectively, were the most influential processes for nitrate dynamics 

throughout the nested three catchments. Parameter minlr was located in the middle section, indicating 

relatively moderate sensitivity of soil mineralization process. Parameters degdr and dislr were 

consistently located in the left-low section of each subplot, indicating transformations within soil organic 

nitrogen forms were not important for nitrate dynamics. Stream parameters were mostly located lower 

than terrestrial parameters, reflecting that in-stream processes were less interactive than terrestrial 

processes. Parameter deniw was mostly located more right and higher than parameter npprt, indicating 

that in-stream denitrification was relatively more sensitive and less independent, respectively, than in-

stream assimilatory uptake. 

The 𝜇𝜇∗ values showed large variations within and between the six groups of parameters (note the log 

scales in Figure 4.3 and statistic values shown in Table 4.2). The 𝜇𝜇∗ means of the most sensitive 

parameters (e.g., denitrification parameters denis and deniw) were three to four orders of magnitude 

higher than those of insensitive parameters (e.g., organic N transformation parameters degdr and dislr). 

The 𝜇𝜇∗ values of parameter denis were intensively crowded in the sensitive zones for the three nested 

catchments, and the coefficient of variations (CVs) were relatively low compared to those of other 

parameters. Stream parameters deniw and npprt spanned from the upper-right sections to the lower-

left sections, with highest CV values, indicating a generally high degree of heterogeneity of in-stream 

processes throughout the river network. In the HAUS catchment, parameters of in-stream denitrification 

(deniw) became the most sensitive parameters, and the relative importance of the in-stream processes 

increased compared to that of terrestrial processes (Figure 4.3c). CVs of all parameters increased when 
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moving from the upper-most SILB catchment to the HAUS catchment (Table 4.2), indicating an increased 

spatial variability.  

 

Figure 4.3. Morris sensitivity ranking of the nitrate submodel parameters for the (a) SILB, (b) MEIS and (c) 

HAUS catchments. The parameters are colored and divided into six groups. Each point represents one of 

the six parameters in one activated grid cell or one activated stream reach. Terrestrial parameters denis, 

minlr, degdr and dislr are soil denitrification rate, soil mineralization rate, soil degradation rate and soil 

dissolution rate, respectively. Stream parameters deniw and npprt are in-stream denitrification rate and 

in-stream net assimilatory uptake rate, respectively. Detailed descriptions of the parameters were given 

in Table 4.1 and Supporting Information Text S4.1. Note that we omitted the grid cells/stream reaches 

that have extremely low 𝜇𝜇𝑖𝑖∗ values (i.e., ≤ 10e-10). 

Table 4.2. Statistics of the mean Elementary Effects (𝜇𝜇∗) of each parameter in the three nested 

catchments.SD denotes Standard Deviation and CV denotes Coefficient of Variation. 
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Parameter SILB MEIS HAUS 
mean SD CV mean SD CV mean SD CV 

denis 2.50e-3 2.00e-3 8.02e-1 9.17e-4 8.25e-4 9.01e-1 1.80e-4 2.61e-4 1.45e+0 
deniw 5.46e-4 8.55e-4 1.57e+0 2.26e-4 4.23e-4 1.87e+0 1.54e-4 4.71e-4 3.06e+0 
npprt 1.72e-4 3.53e-4 2.05e+0 9.00e-5 2.08e-4 2.32e+0 6.43e-5 2.17e-4 3.39e+0 
minlr 6.68e-5 5.70e-5 8.53e-1 2.31e-5 2.63e-5 1.14e+0 4.31e-6 5.21e-6 1.21e+0 
degdr 8.23e-6 2.85e-6 3.47e-1 3.70e-6 1.51e-6 4.07e-1 5.02e-7 4.37e-7 8.70e-1 
dislr 6.77e-7 4.78e-7 7.05e-1 2.49e-7 2.41e-7 9.66e-1 5.73e-8 5.11e-8 8.92e-1 

4.5.2. Spatial distributions of the parameter sensitivity 

In addition to the consistency in the sensitive and insensitive categorization, the sensitive parameters 

showed high spatial variability and the spatial patterns differed among the three nested catchments. 

Therefore, detailed spatial distributions of the four most sensitive parameters (i.e., denis, deniw, npprt 

and minlr) were further analyzed and compared. 

In the upper-most SILB catchment, the scaled 𝜇𝜇∗ values of parameter denis were relatively high 

compared to those of other parameters (Figure 4.4a). The highest values were derived in the grid cells 

that are coincidently characterized as the arable-dominant area (defined as areal proportion of arable 

land, Parable, > 0.70, Figure 4.2a) and the wet area (defined as annual precipitation, Precipi, > 660 mm, 

Figure 4.2d). Moreover, the sensitivity of the forest/pasture cells within the wet area (i.e., the 

mountainous boundary areas) was equivalent to that of the arable-dominant cells outside of the wet 

area (i.e., the central arable areas, Figure 4.4a). The 𝜇𝜇∗ values of minlr were homogeneously low (Figure 

4.4b). Therefore, the soil mineralization process was taken as homogeneously insensitive for 𝑁𝑁 −𝑁𝑁𝑁𝑁3− 

concentration. The sensitivities of the stream parameters deniw and npprt showed large spatial 

variability (Figures 4.4c and d). Parameters of higher-order reaches were generally more sensitive than 

those of headwater reaches (i.e., 1st and 2nd orders). Unlike the smooth increase of sensitivity in 

parameter npprt, parameter deniw showed extraordinarily higher sensitivity for few individual 

downstream reaches (Figure 4.4c). These reaches were receiving water from arable-dominant grid cells 

with high terrestrial 𝑁𝑁 −𝑁𝑁𝑁𝑁3− exports (Ter_Nxprt = 8.28 ± 1.64 (mean ± SD), 𝑘𝑘𝑙𝑙 𝑁𝑁 ℎ𝑎𝑎−1 𝑦𝑦𝑟𝑟−1, Figure 

4.2i).  

The in-between area of station SILB and station MEIS was occupied mainly by natural forests (ca. 87% of 

the area), where Ter_Nxprt was very low (1.29 ± 0.73 𝑘𝑘𝑙𝑙 𝑁𝑁 ℎ𝑎𝑎−1 𝑦𝑦𝑟𝑟−1). Consequently, the 𝑁𝑁 −𝑁𝑁𝑁𝑁3− load 

at station MEIS was mostly contributed from the upper area belonging to the SILB catchment. Therefore, 

the spatial sensitivity pattern of parameter denis was generally maintained from the upper SILB 

catchment to the MEIS catchments (Figure S4.2a). Sensitivity of stream parameters deniw and npprt 
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generally followed the same spatial pattern as in the SILB catchment, resulting in higher 𝜇𝜇∗ values in the 

downstream higher-order reaches (Figures S4.2c and d). 

 

Figure 4.4. Spatial distributions of parameter sensitivity in the upper-most SILB catchment (grid size 1 

km2). The 𝜇𝜇∗ (absolute mean of EEs) values are scaled into the range of [0, 1] for the four most sensitive 

parameters (a) denis-soil denitrification rate, (b) minlr-soil mineralization rate, (c) deniw-in-stream 

denitrification rate and (d) npprt-in-stream net assimilatory uptake rate. The inserted histogram plot 

represents the distribution of the scaled 𝜇𝜇∗ values for each parameter. The y-axis denotes the frequency 

of grid cells/stream reaches and has been log-transformed. Deactivated grid cells and stream reaches 

are excluded and shown in gray lines, respectively. 

For the HAUS catchment, however, the spatial sensitivity patterns and relative importance of each 

parameter varied largely (Figure 4.5). The 𝜇𝜇∗ values of parameter denis scattered throughout the 

catchment (Figure 4.5a): the spatial pattern of the upper grid cells was similar to that observed in the 

upper catchments, but the relative importance reduced; the values of the lowland grid cells spanned at 

a larger range, including the highest ones for the whole catchment. Parameter minlr showed similar low 

sensitivity and spatial homogeneity (Figure 4.5b). Therefore, the soil mineralization process was 

excluded in further analysis in this study. The 𝜇𝜇∗ values of both stream parameters deniw and npprt 
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were significantly higher in the lowland reaches than in the reaches upstream of station MEIS (ANOVA 

test, 𝑝𝑝 < 0.01) (Figures 4.5c and d).Within each subarea, higher-order reaches were generally more 

sensitive than headwater reaches. Among all parameters, the highest 𝜇𝜇∗ values were derived from 

parameter deniw in the downstream reaches closing to the outlet station HAUS (Figure 4.5c). 

 

Figure 4.5. Spatial distributions of parameter sensitivity indices in the HAUS catchment (grid size 1 km2). 

The 𝜇𝜇∗ values are scaled into the range of [0, 1] for the four most sensitive parameters (a) denis-soil 

denitrification rate, (b) minlr-soil mineralization rate, (c) deniw-in-stream denitrification rate and (d) 

npprt-in-stream net assimilatory uptake rate. 

4.5.3. Correlations between parameter sensitivity and catchment factors 

The correlations were conducted using the Spearman rank correlation for the three nested catchments 

and exclusively for the lowland arable areas (Table 4.3). In the SILB catchment, Spearman coefficients 

showed that the sensitivity of parameter denis was correlated highly, positively with terrestrial 𝑁𝑁 −

𝑁𝑁𝑁𝑁3− state variables and fluxes (𝜌𝜌 ≥ 0.77), but non-significantly with terrestrial flow state variables and 

fluxes (𝑝𝑝 > 0.01). It was also correlated significantly with areal proportion of arable land (Parable, 𝜌𝜌 = 

0.65) and annual precipitation (Precipi, 𝜌𝜌 = 0.39). The sensitivities of stream parameters deniw and npprt 

were both correlated highly with stream discharge (SW_q) and stream benthic area (SW_area), i.e., 𝜌𝜌 ≥ 
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0.75 and 0.88 , respectively, but non-significantly with stream 𝑁𝑁 −𝑁𝑁𝑁𝑁3− concentration (SW_Nconc, 𝑝𝑝 > 

0.01). Both stream parameter sensitivities also showed slight negative correlations with terrestrial flow 

state variables and fluxes and non-significant correlations with terrestrial 𝑁𝑁 −𝑁𝑁𝑁𝑁3− state variables and 

fluxes. 

Compared to the results in the SILB catchment, the sensitivity of parameter denis in the MEIS catchment 

were also correlated highly with terrestrial 𝑁𝑁 −𝑁𝑁𝑁𝑁3− state variables and fluxes (𝜌𝜌 ≥ 0.56), while the 

correlation with Precipi strengthened (𝜌𝜌 = 0.63) and correlations with flow state variables and fluxes 

became significant (𝜌𝜌 = 0.37 - 0.51, 𝑝𝑝 < 0.01, Table 4.3). The sensitivities of stream parameters deniw 

and npprt were highly correlated with SW_q and SW_area (𝜌𝜌 ≥ 0.73 and 0.82, respectively), while the 

correlation of parameter deniw with SW_Nconc became significant (𝜌𝜌 = 0.46, 𝑝𝑝 < 0.01). The sensitivity 

of parameter deniw was slightly correlated with terrestrial 𝑁𝑁 −𝑁𝑁𝑁𝑁3− state variables (𝜌𝜌 = ca. 0.24), and 

the sensitivity of parameter npprt was negatively correlated with terrestrial flow state variables and 

fluxes (𝜌𝜌 mostly equals to -0.50). 

For the HAUS catchment, the sensitivity of parameter denis was correlated highly with annual 

precipitation (Precipi, 𝜌𝜌 = 0.64) and significantly with most flow state variables and fluxes in a weaker 

manner (𝜌𝜌 =0.43 - 0.60, Table 4.3). The correlation with terrestrial 𝑁𝑁 −𝑁𝑁𝑁𝑁3− export (Ter_Nxprt) was still 

positive, but with reduced strength compared to that in the upper catchments (𝜌𝜌 = 0.41 vs. ca. 0.80, 

respectively). Moreover, the high correlation with Parable was eliminated (𝜌𝜌 = 0.15). Correlations of 

stream parameters deniw and npprt differed largely compared to the upper catchments (Table 4.3). 

Results showed that their sensitivities correlated with SW_Nconc (𝜌𝜌 = ca. 0.50) in a higher degree than 

with SW_q and SW_area (𝜌𝜌 = ca. 0.35 and ca. 0.47, respectively). Moreover, the sensitivities were 

correlated with terrestrial 𝑁𝑁 −𝑁𝑁𝑁𝑁3− state variables (𝜌𝜌 > 0.55), whereas negatively with terrestrial flow 

statues and fluxes (|𝜌𝜌| > 0.65). 

Interestingly, correlations exclusively within the lowland arable areas differed compared to the whole 

HAUS catchment (Table 4.3). The correlation coefficient of parameter denis with Precipi decreased (𝜌𝜌 = 

0.40), but the correlations with flow state variables and fluxes remained relatively high (𝜌𝜌 > 0.54). The 

correlation with Parable remained weak (𝜌𝜌 = 0.26), while that with soil properties became relevant (𝜌𝜌 = 

0.40 and -0.46 for clay and sand proportions, respectively). Sensitivities of both stream parameters were 

highly positively correlated with SW_q and SW_area (𝜌𝜌 ≥ 0.69 and 0.79, respectively) and negatively 

correlated with SW_Nconc (𝜌𝜌 = -0.40). 
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Table 4.3. The Spearman rank correlation coefficients (𝜌𝜌) between spatial sensitivity of nitrate submodel 

parameters and catchment factors in three nested catchments and the lowland arable areas. The bold 

and italic gray-colored values denote highly significant (i.e., |𝜌𝜌| ≥ 0.60) and non-significant (i.e., 𝑝𝑝 value 

< 0.01) correlations, respectively. Detailed instructions and original values of the factors were given in 

Appendix (Table A4.1) and Supporting Information Data S4.1, respectively.  

Property 
SILB MEIS HAUS Lowland arable areas 

denis deniw npprt denis deniw npprt denis deniw npprt denis deniw npprt 
Parable  0.65 0.09 -0.01 0.62 0.12 -0.12 0.15 0.59 0.52 0.26 -0.03 -0.12 
Pclay -0.06 -0.04 -0.12 0.27 0.07 -0.15 0.38 -0.46 -0.49 0.40 -0.21 -0.25 
Psand 0.08 -0.02 0.06 -0.17 0.02 0.15 -0.22 -0.18 -0.16 -0.46 0.35 0.40 
T 0.04 0.33 0.51 -0.46 0.17 0.51 -0.46 0.72 0.75 -0.40 0.43 0.43 
ET -0.42 -0.10 -0.03 -0.43 -0.07 0.13 0.07 -0.14 -0.10 0.06 0.01 -0.04 
Precipi 0.39 -0.17 -0.41 0.63 -0.14 -0.50 0.64 -0.48 -0.58 0.40 -0.29 -0.29 
SM 0.13 -0.26 -0.47 0.51 -0.21 -0.53 0.60 -0.67 -0.72 0.57 -0.31 -0.36 
R_total 0.04 -0.30 -0.52 0.49 -0.18 -0.51 0.43 -0.69 -0.73 0.54 -0.30 -0.34 
R_slow -0.12 -0.33 -0.50 0.38 -0.23 -0.51 0.57 -0.67 -0.71 0.59 -0.28 -0.33 
R_base 0.22 -0.24 -0.35 0.37 -0.11 -0.34 0.54 -0.65 -0.68 0.58 -0.17 -0.21 
SMC 0.78 0.14 0.06 0.70 0.23 -0.04 0.06 0.63 0.56 -0.08 0.28 0.25 
RC_total 0.81 0.11 -0.01 0.73 0.24 -0.05 -0.01 0.69 0.63 -0.25 0.29 0.27 
RC_slow 0.78 0.14 0.06 0.69 0.24 -0.04 0.06 0.63 0.55 -0.08 0.27 0.25 
RC_base 0.77 0.15 0.06 0.56 0.27 0.11 -0.02 0.66 0.62 0.30 0.04 -0.04 
Ter_Nxprt 0.78 -0.02 -0.17 0.79 0.04 -0.33 0.41 0.34 0.25 0.58 -0.20 -0.25 
SW_q -- 0.84 0.75 -- 0.85 0.73 -- 0.37 0.35 -- 0.73 0.69 
SW_Nconc -- 0.18 0.11 -- 0.46 0.19 -- 0.54 0.50 -- -0.40 -0.40 
SW_area -- 0.89 0.88 -- 0.88 0.82 -- 0.47 0.48  0.79 0.85 
 

4.6. Discussion 

The Selke catchment is characterized by high variations in meteor-hydrological and nitrate dynamics, 

resulting from the highly heterogeneous catchment conditions. These variations are well captured by 

the three nested gauging stations (i.e., station SILB, MEIS and the outlet HAUS), and the observed 

stream 𝑁𝑁 −𝑁𝑁𝑁𝑁3− concentrations are more distinct than the observed stream discharge among three 

stations (Jiang et al., 2014; Yang et al., 2018). Therefore, sensitivity analysis of spatially distributed 

nitrate submodel parameterization is informative, and also necessary, to identify the most influential 

processes and their driving factors at different conditions. In this study, sensitivity results demonstrated 

that soil denitrification, in-stream denitrification and in-stream assimilatory uptake were the most 

sensitive processes for nitrate dynamics throughout the nested catchments, while their spatial patterns 

and corresponding controling catchment factors varied largely when moving from the upper-most SILB 

catchment to the whole HAUS catchment.  
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4.6.1. Soil denitrification 

For all nested catchments, soil denitrification rate was identified as one of the most sensitive 

parameters with high spatial variability. The sensitivity indices were most correlated with terrestrial 𝑁𝑁 −

𝑁𝑁𝑁𝑁3− exports (i.e., the load, 𝑘𝑘𝑙𝑙 𝑁𝑁 ℎ𝑎𝑎−1 𝑦𝑦𝑟𝑟−1), which integrates the overall transports of flow and 𝑁𝑁 −

𝑁𝑁𝑁𝑁3− from the terrestrial phase. However, the controlling factors of the soil denitrification differed 

spatially within the Selke catchment, presumably due to the high spatial variabilities of meteor-

hydrological conditions and anthropogenic impacts. In the SILB catchment, the spatial sensitivity pattern 

generally followed the distribution of the areal proportion of arable land (e.g., Figures 4.4a and 2a, 

respectively); the sensitivity indices were highly positively correlated with terrestrial 𝑁𝑁 −𝑁𝑁𝑁𝑁3− state 

variables and fluxes (Table 3). The soil moisture content and runoff generation were homogeneously 

high within the SILB catchment (Figures 4.2e and f, respectively), while much higher 𝑁𝑁 −𝑁𝑁𝑁𝑁3− supplies 

were observed in the arable lands (25% of the total area) compared to the rest pristine forest and 

pasture areas. This resulted in an overall soil 𝑁𝑁 −𝑁𝑁𝑁𝑁3− limitation in the upper part of the Selke 

catchment. In contrast, within the lowland arable areas, the sensitivity distribution followed the 

distributions of soil moisture content and runoff generation (Figures 4.4a and 2e, respectively); flow 

state variables and fluxes became highly correlated (Table 3). Due to long-term agricultural activities, 

soil 𝑁𝑁 −𝑁𝑁𝑁𝑁3− was homogenously sufficient in arable lands (Figure 4.2g), while the soil moisture content 

and the subsequent runoff generation (Figures 4.2e and f, respectively) varied largely due to the 

heterogeneous soil properties (areal proportions of sand and clay shown as Figures 4.2b and c, 

respectively). Therefore, hydrological transport limitation is likely pronounced in the lowland part of the 

catchment. Overall, the sensitivity of soil denitrification depends on the relative limitations between the 

soil 𝑁𝑁 −𝑁𝑁𝑁𝑁3− availability and the hydrological transport capacity.  

Compared to soil 𝑁𝑁 −𝑁𝑁𝑁𝑁3− availability, hydrological transport capacity likely has a stronger influence on 

the sensitivity of soil denitrification.  In the SILB catchment, the highest sensitivity was derived in grid 

cells where sufficient soil 𝑁𝑁 −𝑁𝑁𝑁𝑁3− sources (i.e., in the arable-dominant cells) encountered with the 

most active hydrological dynamics (i.e., in the wet area); the forest-/ pasture-dominant cells in the wet 

area had similar sensitivity to the arable-dominant cells outside of this area, although the former cells 

had much lower soil 𝑁𝑁 −𝑁𝑁𝑁𝑁3− sources. In turn, some grid cells in the lowland arable areas showed 

extreme limitations on hydrological transport capacity. This further caused very low sensitivity of soil 

denitrification, although mean soil 𝑁𝑁 −𝑁𝑁𝑁𝑁3− concentration was up to higher than 20 𝑡𝑡𝑙𝑙 𝑙𝑙−1 (Figure 

4.2g). Mechanistically, the variations in flow fluxes are usually orders of magnitude higher than the 

variations in 𝑁𝑁 −𝑁𝑁𝑁𝑁3− concentrations; meanwhile, soil redox conditions in wetter areas favor the 
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activity of denitrifiers, which further promotes the sensitivity of soil denitrification. Therefore, higher 

hydrological transport capacity likely compensates, to a certain degree, the limitation on soil 𝑁𝑁 −𝑁𝑁𝑁𝑁3− 

availability, but not vice versa.  

4.6.2. In-stream denitrification and assimilatory uptake 

Compared to the terrestrial processes, in-stream processes showed a higher degree of spatial 

heterogeneity, and their general importance likely increased with increasing catchment size. Both in-

stream denitrification and assimilatory uptake showed generally higher sensitivities in downstream, 

higher-order reaches. This effect of proximity to evaluation location was confirmed by the high 

correlations between the parameter sensitivities and stream discharge and stream benthic area (Table 

3). First, processes happened in downstream reaches close to the evaluation station would have a 

stronger influence on 𝑁𝑁 −𝑁𝑁𝑁𝑁3− concentration (Tang et al., 2007; Wagener et al., 2009). Second, stream 

benthic area would increase as flow accumulating to higher-order reaches (Figure 4.2j), which likely 

increases the opportunity for nitrate to be denitrified and/or to be assimilated by periphyton. The in-

stream processes were positively and negatively correlated with stream 𝑁𝑁 −𝑁𝑁𝑁𝑁3− concentration in the 

forested MEIS catchment and the lowland arable areas, respectively (Table 3). The observed correlations 

with stream 𝑁𝑁 −𝑁𝑁𝑁𝑁3− concentrations are likely caused by the large concentration gradients between 

the main stem of the Selke River and the tributaries (forest and agricultural tributaries in the MEIS and 

HAUS catchments, respectively (Figure 4.2l). Moreover, the correlations were nonsignificant in the SILB 

catchment, although the concentrations varied largely due to the more scattered mixture of forests and 

arable lands. Overall, in-stream processes at river network scale are predominated by the proximity to 

evaluation location and unlikely influenced by the stream 𝑁𝑁 −𝑁𝑁𝑁𝑁3− concentration. The high degree of 

spatial variability plausibly surpasses the local biogeochemical factors in controlling the fate of nitrogen 

at catchment scale (Gomez-Velez et al., 2015). 

In water quality modeling, it is difficult to distinguish in-stream 𝑁𝑁 −𝑁𝑁𝑁𝑁3− removals from the highly 

confounded denitrification and assimilatory uptake processes (Rode et al., 2016b). In this study, the 

sensitivity indices of both process parameters did highly correlate with each other (Pearson’s 𝛾𝛾 > 0.90), 

indicating potential “equifinality” effects. Nevertheless, from the process understanding perspective, 

increased 𝑁𝑁 −𝑁𝑁𝑁𝑁3− concentration can likely stimulate in-stream denitrification (Beaulieu et al., 2011). 

While for in-stream assimilatory uptake, light availability is the predominant factor as nutrients are 

usually not limiting in most anthropogenically impacted rivers (Yang et al., 2019). In this study, we 

adopted these state-of-the-art understandings of the processes(Supporting Information Eq. S4.9-S4.13), 



 

112 
 

and such different process descriptions were somehow reflected in the sensitivity distributions. For 

instance, the sensitivity of parameter npprt increased in a more gentle way than that of parameter 

deniw moving to the downstream, higher-order reaches. This implicated that research efforts in process 

understanding would help in addressing the complexity of model parameterization and, therefore, 

should be embedded in model development activities. 

4.6.3. Implications and future work 

Catchment functioning of hydrology and nutrient dynamics varies under different catchment and 

anthropogenic conditions. Parameters are introduced in the model development to tolerate such 

variations, while maintaining the main describing equations (Beven, 1995). Parameter sensitivity 

analysis in specific catchment indicates relative importance of different processes on catchment 

response; catchment response relies on the information provided by the gauging network. Therefore, an 

appropriate monitoring scheme, that can truly reflect heterogeneous catchment responses, is critical for 

parameter sensitivity analysis in the first place. Insights into the catchment functioning can be gained 

only if sensitivity analysis is conducted based on adequate information (e.g., referred as the choice of 

model response by Gupta and Razavi (2018)). In the Selke catchment, the distinct stream 𝑁𝑁 −𝑁𝑁𝑁𝑁3− 

concentration dynamics in the upper and lower parts are well captured by the three nested stations. 

Parameter sensitivity derived from the corresponding nested catchments showed large differences in 

terms of spatial distributions (Figures 4.4 and 4.5). The “hot spots” of soil denitrification in the upper 

part of the catchment could not be sufficiently reflected when only using the 𝑁𝑁 −𝑁𝑁𝑁𝑁3− dynamic 

information at the outlet. Likewise, the relative importance and spatial variability of in-stream processes 

in the upper stream reaches attenuated largely when only using the data at the outlet. Therefore, we 

suggest that multi-site sensitivity evaluation is needed to make the most of the information provided by 

the monitoring scheme and to obtain the actual spatial distribution of parameter sensitivity, as shown in 

Figure 4.6 (the sensitivity indices were calculated based on data at all three stations). 

In addition to advancing process understanding, correlating parameter sensitivity with catchment 

factors also provides insights into the heterogeneous nitrate behaviors at catchment scale. In this study, 

the sensitivity of soil denitrification process was limited by soil 𝑁𝑁 −𝑁𝑁𝑁𝑁3− availability (indicated by, e.g., 

areal proportion of arable lands) and hydrological transport capacity (indicated by, e.g., soil moisture 

content) in upper forests and lower arable lands, respectively. Moreover, higher hydrological transport 

capacity could likely compensate the deficit in soil 𝑁𝑁 −𝑁𝑁𝑁𝑁3− availability based on the physical and 

microbial mechanisms. In-stream denitrification and assimilatory uptake processes at network scale 
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were mainly controlled by the spatial variability (indicated by e.g., the proximity to evaluation stations), 

rather than the local biogeochemical factors (e.g., the stream 𝑁𝑁 −𝑁𝑁𝑁𝑁3− concentration). Consciously, 

one should also be aware that the statistical correlations might be misleading. For instance, soil 

denitrification appeared to be exclusively correlated with meteor-hydrological properties for the HAUS 

catchment (Table 4.3). This is mainly due to the high meteor-hydrological gradients moving from the 

upper to the lowland areas, e.g., annual total runoff (R_total) decreased from 206.9 ± 46.8 to 44.5 ± 21.9 

mm (Figure 4.2f). Such high gradients plausibly override the actual influential factors identified when 

investigating separately in the SILB catchment and the lowland arable areas.  

The insights can offer new prospects for future process conceptualization and model parameterization. 

Current parameterization schemes for water quality models are normally based on broadly defined 

landscape information (e.g., land-use/soil types), which likely underestimates the actual heterogeneity 

in nature (Clark et al., 2017). Based on parameter sensitivity analysis in the context of fully distributed 

parameterization, the identified controlling factors could lead to a better modeling representation of 

processes in terms of their heterogeneity and relevance. For instance, soil denitrification rate is not only 

influenced by land use, but also the hydrological connectivity. The latter factor is likely more influential 

than the former, but is overlooked by most current models. The Spearman rank correlation is, however, 

theoretically weak in directly guiding quantitative relationship for new regionalization approaches. 

Similar analysis need to be conducted in more catchments across different regions. Then, robust spatial 

relationships between parameters and controlling factors could be obtained; with this, advanced 

process conceptualization and quantitative parameter regionalization could be potentially formulated 

and validated.   
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Figure 4.6. Combined spatial distributions of parameter sensitivity indices using the measured data from 

all three gauging stations (grid size 1 km2). The 𝜇𝜇∗ values are scaled into the range of [0, 1]. Only the 

sensitive soil denitrification, in-stream denitrification and in-stream assimilatory uptake processes are 

presented. The inserted histogram plot represents the distribution of the scaled 𝜇𝜇∗ values for each 

parameter. 

To the authors’ knowledge, this study for the first time explicitly investigated the parameter sensitivity 

of fully distributed parameterization for water quality models. Therefore, several interesting issues are 

worth to be further investigated. First, biogeochemical processes are characterized as with strong 

seasonality. Temporal variability of parameter sensitivity in water quality models can be highly 

pronounced, but has rarely been investigated (but see Haas et al. (2015)). Moreover, the combined 

spatiotemporal SA, like Herman et al. (2013a) for hydrological modeling, is still missing in water quality 

modeling. Second, the correlations between parameter sensitivity and catchment property should be 

tested in a wide range of regions with varying climatic and anthropogenic impacts, until sound 

relationships can be obtained for further parameterization research. In addition, we are also aware of 

the methodological limitations of this study that should be further addressed, including preliminary 
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mapping for better parameter ranges (Bai et al., 2009), the selection of model response (Wagener et al., 

2009; Gupta & Razavi, 2018) and a more comprehensive analysis of the robustness of the computational 

design (Sarrazin et al., 2016; Sheikholeslami et al., 2019).   

4.7. Conclusions 

Based on the fully distributed mHM-Nitrate model, we explicitly investigated the spatially distributed 

sensitivity of the nitrate submodel parameters. Parameters of soil denitrification, in-stream 

denitrification and in-stream assimilatory uptake were identified as the most sensitive parameters 

throughout the nested Selke catchment, while they all showed high spatial variabilities. Moreover, the 

sensitivity ranking and spatial distribution varied among the three nested catchments (gauged by the 

nested SILB, MEIS and HAUS stations, respectively). Spearman rank correlations confirmed that the 

parameter sensitivity was predominated by variable catchment factors at different locations, 

presumably due to the high heterogeneity of geographical, meteor-hydrological and anthropogenic 

conditions within the Selke catchment. Insights into catchment nitrate behaviors were derived from the 

spatial sensitivity and correlation analyses. The importance of soil denitrification process depended on 

the relative limitations between soil nitrate availability and hydrological transport capacity. The latter 

could likely compensate for the former, but not vice versa. Compared to the terrestrial processes, the 

relative importance of the in-stream processes increased with increasing catchment size; meanwhile, 

their spatial distribution throughout the river network was predominated by spatial variability (e.g., the 

proximity to evaluation station), rather than local biogeochemical factors (e.g., the stream 𝑁𝑁 −

𝑁𝑁𝑁𝑁3−concentration).    

These insights are informative in advancing our understanding of the heterogeneous catchment nitrate 

behaviors. However, sensitivity results rely largely on the information provided by gauging networks. 

Therefore, we recommend that (1) an appropriate monitoring scheme, which can truly reflect 

heterogeneous catchment responses, is important in the first place; and (2) sensitivity evaluation should 

make most use of the gauging information to achieve a better representation of the spatial 

heterogeneity of processes. As a step further, the correlations between parameter sensitivity and 

catchment factors can reveal varying controlling factors of important processes within the 

catchment/river network. Therefore, the statistical correlation, with cautious selection of catchment 

factors, can guide future model parameterization to achieve a better spatial representation of process 

heterogeneity and relevance. 
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4.8. Appendix 

Table A4.1. Abbreviations and physical meanings of the catchment factors used in this study. The last 

column notes the original information from the model implementation perspective (please refer to the 

source codes of mHM (https://git.ufz.de/mhm/mhm) and mHM-Nitrate (https://git.ufz.de/yangx/mHM-

Nitrate) for the variable names). Note. *”mean width” is calculated based on the mean discharge and the 

empirical equation by Rode et al. (2016a) (see also Supporting Information Text S4.1).  

Property 
category Property  physical meaning Note 

Geographic 
and geological 

properties 

Parable  The areal proportion of arable land (∈ [0,1]) Land-use input 

Pclay The areal proportion of clay soil (∈ [0,1]) Soil type and soil property 
inputs 

Psand The areal proportion of sand soil (∈ [0,1]) Soil type and soil property 
inputs 

Meteorological 
properties 

T annual mean of mean daily air temperature (℃) Meteorological input 

ET annual evapotranspiration (mm) Meteorological input 

Precipi annual precipitation (mm) Meteorological input 

Hydrological 
state variables 

and fluxes 

SM annual mean soil moisture content (∈ [0,1]) in the 
3rd soil layer (50-200 cm) 

mHM state variable: 
“L1_soilMoist” 

R_total annual total runoff (mm) mHM flux: 
“L1_total_runoff” 

R_slow annual runoff component of slow interflow (mm) mHM flux: 
“L1_slowRunoff” 

R_base annual runoff component of baseflow (mm) mHM flux: “L1_baseflow” 
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𝑁𝑁 −𝑁𝑁𝑁𝑁3− state 
variables and 

fluxes 

SMC Mean 𝑁𝑁 − 𝑁𝑁𝑁𝑁3− concentration in soil moisture of 
the 3rd soil layer (𝑡𝑡𝑙𝑙 𝑙𝑙−1) 

mHM-Nitrate state 
variable: “L1_csoilMoist” 

RC_total Mean 𝑁𝑁 − 𝑁𝑁𝑁𝑁3− concentration in total runoff 
(𝑡𝑡𝑙𝑙 𝑙𝑙−1) 

mHM-Nitrate state 
variable: 
“L1_ctotal_runoff” 

RC_slow Mean 𝑁𝑁 − 𝑁𝑁𝑁𝑁3− concentration in slow interflow 
(𝑡𝑡𝑙𝑙 𝑙𝑙−1) 

mHM-Nitrate state 
variable: “L1_cslowRunoff” 

RC_base Mean 𝑁𝑁 − 𝑁𝑁𝑁𝑁3− concentration in baseflow 
(𝑡𝑡𝑙𝑙 𝑙𝑙−1) 

mHM-Nitrate state 
variable: “L1_cbaseflow” 

Ter_Nxprt Mean annual terrestrial 𝑁𝑁 − 𝑁𝑁𝑁𝑁3− export load 
(𝑘𝑘𝑙𝑙 𝑁𝑁 ℎ𝑎𝑎−1 𝑦𝑦𝑟𝑟−1) 

mHM-Nitrate flux: 
“L1_total_runoff” × 
“L1_ctotal_runoff” × 0.01 

In-stream 
factors 

SW_q annual mean stream discharge (𝑡𝑡3 𝑎𝑎−1) mHM output: “L11_qMod” 

SW_Nconc annual mean stream 𝑁𝑁 −𝑁𝑁𝑁𝑁3− concentration 
(𝑡𝑡𝑙𝑙 𝑙𝑙−1) 

mHM-Nitrate output:  

“L11_concMod” 

SW_area The mean stream benthic area (𝑡𝑡2) 
mHM-Nitrate state 
variable: “L11_length” × 
mean width* 
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4.10. Supplementary Materials 

Text S4.1. Descriptions of the nitrogen transformations in the mHM-Nitrate model (Lindström et al., 
2010; Yang et al., 2018). The parameter ranges were adopted from Jiang et al. (2014) and Yang et al. 
(2018) where the Selke catchment is used for the HYPE model and the mHM-Nitrate model. 

(1) Empirical equations for impacts of well-known factors 

(i) Impact of soil temperature (𝑎𝑎𝑙𝑙𝑡𝑡𝑙𝑙_𝑙𝑙𝑙𝑙𝑡𝑡𝑝𝑝,℃): 

𝑓𝑓𝑠𝑠𝑜𝑜𝑖𝑖𝑚𝑚_𝑚𝑚𝑝𝑝𝑚𝑚𝑝𝑝 = �

0,                                                              𝑎𝑎𝑙𝑙𝑡𝑡𝑙𝑙_𝑙𝑙𝑙𝑙𝑡𝑡𝑝𝑝 < 0
2(𝑠𝑠𝑜𝑜𝑖𝑖𝑚𝑚_𝑚𝑚𝑝𝑝𝑚𝑚𝑝𝑝−20)/10,                       0 < 𝑎𝑎𝑙𝑙𝑡𝑡𝑙𝑙_𝑙𝑙𝑙𝑙𝑡𝑡𝑝𝑝 < 5
𝑠𝑠𝑜𝑜𝑖𝑖𝑚𝑚_𝑚𝑚𝑝𝑝𝑚𝑚𝑝𝑝

5
∙ 2(𝑠𝑠𝑜𝑜𝑖𝑖𝑚𝑚_𝑚𝑚𝑝𝑝𝑚𝑚𝑝𝑝−20)/10,           𝑎𝑎𝑙𝑙𝑡𝑡𝑙𝑙_𝑙𝑙𝑙𝑙𝑡𝑡𝑝𝑝 > 5

  (S4.1) 

Soil temperature is calculated from the soil temperature in previous time step, air temperature 
(𝑎𝑎𝑡𝑡𝑟𝑟_𝑙𝑙𝑙𝑙𝑡𝑡𝑝𝑝) and deep soil temperature (fixed as 5 ℃) and aggregated as: 

𝑎𝑎𝑙𝑙𝑡𝑡𝑙𝑙_𝑙𝑙𝑙𝑙𝑡𝑡𝑝𝑝 = (1 −𝑤𝑤𝑙𝑙𝑡𝑡𝑙𝑙ℎ𝑙𝑙 − 0.001) ∙ 𝑎𝑎𝑙𝑙𝑡𝑡𝑙𝑙_𝑙𝑙𝑙𝑙𝑡𝑡𝑝𝑝 + 𝑤𝑤𝑙𝑙𝑡𝑡𝑙𝑙ℎ𝑙𝑙 ∙ 𝑎𝑎𝑡𝑡𝑟𝑟_𝑙𝑙𝑙𝑙𝑡𝑡𝑝𝑝 + 0.001 ∙ 5  (S4.2) 

where 𝑤𝑤𝑙𝑙𝑡𝑡𝑙𝑙ℎ𝑙𝑙 = 1
30+10∙𝑠𝑠𝑛𝑛𝑜𝑜𝑤𝑤𝑠𝑠𝑝𝑝𝑝𝑝𝑚𝑚ℎ

 and the 𝑎𝑎𝑙𝑙𝑙𝑙𝑤𝑤𝑑𝑑𝑙𝑙𝑝𝑝𝑙𝑙ℎ is the snow depth that is updated at each time 

step of the model simulation. 

 (ii) Impact of soil moisture (𝑆𝑆𝑀𝑀): 
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𝑓𝑓𝑠𝑠𝑚𝑚 = �
0,                                     𝑆𝑆𝑀𝑀 < 0.3

(
𝑆𝑆𝑆𝑆

𝑆𝑆𝑆𝑆_𝑆𝑆𝑆𝑆𝑆𝑆−0.3

1−0.3
)2.5,     0.3 < 𝑆𝑆𝑀𝑀 < 1

     (S4.3) 

where 𝑆𝑆𝑀𝑀_𝑆𝑆𝑉𝑉𝑆𝑆 denotes the saturated soil moisture content. 

(iii) Impact of nitrate concentration in soil water (𝑆𝑆𝑀𝑀𝐶𝐶): 

𝑓𝑓𝑠𝑠𝑚𝑚𝑝𝑝 = 𝑆𝑆𝑀𝑀𝑆𝑆
𝑆𝑆𝑀𝑀𝑆𝑆+1.0

       (S4.4) 

For more information on those empirical equations, please refer to the source code of mHM-Nitrate 
(https://git.ufz.de/yangx/mHM-Nitrate) or the HYPE model description document 
(http://www.smhi.net/hype/wiki/doku.php?id=start:hype_model_description, last accessed on 
September 1st 2019). 

(2) Soil denitrification (Parameter denis, 𝑑𝑑−1)  

This transformation describes the denitrification process in all soil layers. Soil denitrification 
(𝐷𝐷𝐸𝐸𝑁𝑁𝐷𝐷,𝑡𝑡𝑙𝑙 𝑁𝑁 𝑡𝑡2 𝑑𝑑−1) is a sink of nitrate, depending on the denitrification rate (denis as a model 
parameter) and the pool size of nitrate in the soil water (𝐷𝐷𝐷𝐷𝑁𝑁) and the impacts of soil temperature 
(𝑓𝑓𝑠𝑠𝑜𝑜𝑖𝑖𝑚𝑚_𝑚𝑚𝑝𝑝𝑚𝑚𝑝𝑝), soil moisture ( 𝑓𝑓𝑠𝑠𝑚𝑚) and nitrate concentration (𝑓𝑓𝑠𝑠𝑚𝑚𝑝𝑝) which are estimated based on above 
empirical equations. 

 

𝐷𝐷𝐸𝐸𝑁𝑁𝐷𝐷 = 𝑑𝑑𝑙𝑙𝑙𝑙𝑡𝑡𝑎𝑎 ∙  𝑓𝑓𝑠𝑠𝑜𝑜𝑖𝑖𝑚𝑚_𝑚𝑚𝑝𝑝𝑚𝑚𝑝𝑝 ∙ 𝑓𝑓𝑠𝑠𝑚𝑚 ∙ 𝑓𝑓𝑠𝑠𝑚𝑚𝑝𝑝 ∙ 𝐷𝐷𝐷𝐷𝑁𝑁    (S4.5)  

The range of parameter denis is given as [1.00e-8, 1.00e+0]. 

 (3) Soil mineralization (Parameter minlr, 𝑑𝑑−1) 

This transformation describes the overall soil mineralization of the labile organic nitrogen (dissoved and 

active solid organic pools, 𝐷𝐷𝑁𝑁𝑁𝑁 and 𝑆𝑆𝑁𝑁𝑁𝑁𝑉𝑉, respectively) to 𝐷𝐷𝐷𝐷𝑁𝑁. The soil mineralization 
(𝑀𝑀𝐷𝐷𝑁𝑁𝑙𝑙,𝑡𝑡𝑙𝑙 𝑁𝑁 𝑡𝑡2 𝑑𝑑−1) is calculated based on the mineralization rate (minlr), the pool size of the organic 
nitrogen forms and the impacts of soil temperature (𝑓𝑓𝑠𝑠𝑜𝑜𝑖𝑖𝑚𝑚_𝑚𝑚𝑝𝑝𝑚𝑚𝑝𝑝) and soil moisture (𝑓𝑓𝑠𝑠𝑚𝑚).  

𝑀𝑀𝐷𝐷𝑁𝑁𝑙𝑙1 = 𝑡𝑡𝑡𝑡𝑙𝑙𝑙𝑙𝑟𝑟 ∙  𝑓𝑓𝑎𝑎𝑙𝑙𝑡𝑡𝑙𝑙_𝑙𝑙𝑙𝑙𝑡𝑡𝑝𝑝 ∙ 𝑓𝑓𝑎𝑎𝑡𝑡 ∙ 𝑆𝑆𝑁𝑁𝑁𝑁𝑉𝑉

𝑀𝑀𝐷𝐷𝑁𝑁𝑙𝑙2 = 𝑡𝑡𝑡𝑡𝑙𝑙𝑙𝑙𝑟𝑟 ∙  𝑓𝑓𝑎𝑎𝑙𝑙𝑡𝑡𝑙𝑙_𝑙𝑙𝑙𝑙𝑡𝑡𝑝𝑝 ∙ 𝑓𝑓𝑎𝑎𝑡𝑡 ∙ 𝐷𝐷𝑁𝑁𝑁𝑁
     (S4.6) 

The range of parameter minlr is given as [1.00e-4, 1.00e+0]. 

(4) Soil dissolution rate (Parameter dislr, 𝑑𝑑−1) 

This transformation describes the organic nitrogen dissolution from 𝑆𝑆𝑁𝑁𝑁𝑁𝑉𝑉 to 𝐷𝐷𝑁𝑁𝑁𝑁. The soil dissolution 
(𝐷𝐷𝐷𝐷𝑆𝑆𝑙𝑙,𝑡𝑡𝑙𝑙 𝑁𝑁 𝑡𝑡2 𝑑𝑑−1) depends on the dissolution rate (dislr), the pool size of 𝑆𝑆𝑁𝑁𝑁𝑁𝑉𝑉 and the impacts of 
soil temperature (𝑓𝑓𝑠𝑠𝑜𝑜𝑖𝑖𝑚𝑚_𝑚𝑚𝑝𝑝𝑚𝑚𝑝𝑝) and soil moisture (𝑓𝑓𝑠𝑠𝑚𝑚). 

https://git.ufz.de/yangx/mHM-Nitrate
http://www.smhi.net/hype/wiki/doku.php?id=start:hype_model_description
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𝐷𝐷𝐷𝐷𝑆𝑆𝑙𝑙 = 𝑑𝑑𝑡𝑡𝑎𝑎𝑙𝑙𝑟𝑟 ∙  𝑓𝑓𝑠𝑠𝑜𝑜𝑖𝑖𝑚𝑚_𝑚𝑚𝑝𝑝𝑚𝑚𝑝𝑝 ∙ 𝑓𝑓𝑠𝑠𝑚𝑚 ∙ SON𝑉𝑉      (S4.7) 

The range of parameter dislr is give as [1.00e-3, 2.00e+2]. 

(5) Soil degradation rate (Parameter degdr, 𝑑𝑑−1) 

This transformation describes the soil organic nitrogen degradation from the inactive form (𝑆𝑆𝑁𝑁𝑁𝑁𝐼𝐼) to the 
active form (𝑆𝑆𝑁𝑁𝑁𝑁𝑉𝑉). The soil degradation (𝐷𝐷𝐸𝐸𝐺𝐺𝐷𝐷,𝑡𝑡𝑙𝑙 𝑁𝑁 𝑡𝑡2 𝑑𝑑−1) depends on the degradation rate 
(degdr), the pool size of 𝑆𝑆𝑁𝑁𝑁𝑁𝐼𝐼 and the impacts of soil temperature (𝑓𝑓𝑠𝑠𝑜𝑜𝑖𝑖𝑚𝑚_𝑚𝑚𝑝𝑝𝑚𝑚𝑝𝑝) and soil moisture (𝑓𝑓𝑠𝑠𝑚𝑚). 

𝐷𝐷𝐸𝐸𝐺𝐺𝐷𝐷 =  𝑑𝑑𝑙𝑙𝑙𝑙𝑑𝑑𝑟𝑟 ∙  𝑓𝑓𝑠𝑠𝑜𝑜𝑖𝑖𝑚𝑚_𝑚𝑚𝑝𝑝𝑚𝑚𝑝𝑝 ∙ 𝑓𝑓𝑠𝑠𝑚𝑚 ∙ 𝑆𝑆𝑁𝑁𝑁𝑁𝐼𝐼     (S4.8) 

The range of parameter degdr is give as [1.00e-5, 5.00e-5]. 

(6) In-stream denitrification (Parameter deniw, 𝑡𝑡𝑙𝑙 𝑁𝑁 𝑡𝑡−2𝑑𝑑−1)  

This transformation describes the denitrification process in the in-stream phase. The in-stream 
denitrification (𝐷𝐷𝐸𝐸𝑁𝑁𝐷𝐷𝑤𝑤,𝑡𝑡𝑙𝑙 𝑁𝑁 𝑑𝑑−1) depends on the stream denitrification rate (deniw), water 
temperature (𝑤𝑤𝑎𝑎𝑙𝑙𝑙𝑙𝑟𝑟_𝑙𝑙𝑙𝑙𝑡𝑡𝑝𝑝), stream 𝑁𝑁 −𝑁𝑁𝑁𝑁3− concentration (𝑁𝑁_𝑑𝑑𝑙𝑙𝑙𝑙𝑑𝑑) and the stream benthic area 
(𝑆𝑆𝑆𝑆_𝑎𝑎𝑟𝑟𝑙𝑙𝑎𝑎,𝑡𝑡2). 

𝐷𝐷𝐸𝐸𝑁𝑁𝐷𝐷𝑤𝑤 = 𝑑𝑑𝑙𝑙𝑙𝑙𝑡𝑡𝑤𝑤 ∙  𝑓𝑓𝑤𝑤𝑎𝑎𝑚𝑚𝑝𝑝𝑟𝑟_𝑚𝑚𝑝𝑝𝑚𝑚𝑝𝑝 ∙ 𝑓𝑓𝑁𝑁𝑐𝑐𝑜𝑜𝑛𝑛𝑐𝑐 ∙ 𝑆𝑆𝑆𝑆_𝑎𝑎𝑟𝑟𝑙𝑙𝑎𝑎    (S4.9) 

Where the impacts of water temperature (𝑓𝑓𝑤𝑤𝑎𝑎𝑚𝑚𝑝𝑝𝑟𝑟_𝑚𝑚𝑝𝑝𝑚𝑚𝑝𝑝) and nitrate concentration (𝑓𝑓𝑁𝑁_𝑝𝑝𝑜𝑜𝑛𝑛𝑝𝑝), have the 
same empirical formulations as those in the soil phase, respectively. The 𝑤𝑤𝑎𝑎𝑙𝑙𝑙𝑙𝑟𝑟_𝑙𝑙𝑙𝑙𝑡𝑡𝑝𝑝 is calculated as 
20-day’s moving average of air temperature.  

The stream benthic area 𝑆𝑆𝑆𝑆_𝑎𝑎𝑟𝑟𝑙𝑙𝑎𝑎:  

𝑆𝑆𝑆𝑆_𝑎𝑎𝑟𝑟𝑙𝑙𝑎𝑎 = 𝑤𝑤𝑡𝑡𝑑𝑑𝑙𝑙ℎ × 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙ℎ     (S4.10) 

where 𝑤𝑤𝑡𝑡𝑑𝑑𝑙𝑙ℎ = 5.4 ∙ 𝑄𝑄0.5 (Rode et al., 2016a) and 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙ℎ is obtained from the digital elevation model 
(DEM) used in the mHM-Nitrate. 

The range of parameter deniw is given as [1.00e-8, 5.00e-2]. 

(7) In-stream net assimilatory uptake (Parameter npprt, 𝑡𝑡𝑙𝑙 𝑁𝑁 𝑡𝑡−2𝑑𝑑−1) 

This transformation describes the net in-stream assimilatory uptake (i.e., the net effect of in-stream 
autotrophic assimilatory uptake and in-stream remineralization).  

The autotrophic assimilatory uptake (𝑈𝑈𝑈𝑈𝑆𝑆𝑈𝑈𝑎𝑎𝑚𝑚𝑙𝑙𝑙𝑙,𝑡𝑡𝑙𝑙 𝑁𝑁 𝑑𝑑−1) is estimated based on a new 
regionalization approach by Yang et al. (2019b) as: 

 𝑈𝑈𝑈𝑈𝑆𝑆𝑈𝑈𝑎𝑎𝑚𝑚𝑙𝑙𝑙𝑙 = 𝑈𝑈𝑎𝑎,𝑚𝑚𝑎𝑎𝑚𝑚 ∙ 𝑓𝑓𝐿𝐿 ∙ 𝑆𝑆𝑆𝑆_𝑎𝑎𝑟𝑟𝑙𝑙𝑎𝑎      (S4.11) 
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where 𝑈𝑈𝑎𝑎,𝑚𝑚𝑎𝑎𝑚𝑚 denotes the potential autotrophic nitrate uptake rate; and 𝑓𝑓𝐿𝐿 denotes the stream surface 
light coefficient quantified as: 

𝑓𝑓𝐿𝐿 = 𝑓𝑓𝐺𝐺𝑉𝑉 ∙ (1 − 𝑓𝑓𝐿𝐿𝑉𝑉𝐼𝐼)       (S4.12) 

where 𝑓𝑓𝐺𝐺𝑉𝑉 denotes the impact of above-canopy light availability (represented by global radiation, 𝐺𝐺𝑅𝑅), 
and 𝑓𝑓𝐿𝐿𝑉𝑉𝐼𝐼 denotes the impact of riparian shading (represented by leaf area index, 𝑙𝑙𝑉𝑉𝐷𝐷). The 𝑓𝑓𝐺𝐺𝑉𝑉 and 𝑓𝑓𝐿𝐿𝑉𝑉𝐼𝐼 
(both ∈ [0,1]) are normalized from the moving-averaged daily GR data and daily mean LAI data, 
respectively. The regionalization approach is parsimoniously designed with several assumptions. At river 
network scale, the stream riparian vegetation is assumed as the same as the surrounding land use. 
Therefore, for each stream reach, the overall 𝑓𝑓𝐿𝐿𝑉𝑉𝐼𝐼 is calculated by the occurrence of land use types and 
weighted by their areal proportions (𝑓𝑓𝐿𝐿𝑉𝑉𝐼𝐼 =  ∑ 𝛼𝛼𝑖𝑖 ∙ 𝑓𝑓𝐿𝐿𝑉𝑉𝐼𝐼𝑖𝑖𝑛𝑛

𝑖𝑖=1 , where 𝛼𝛼𝑖𝑖and 𝑓𝑓𝐿𝐿𝑉𝑉𝐼𝐼𝑖𝑖 denote the areal proportion 
and normalized LAI of land-use type 𝑡𝑡, respectively; 𝑙𝑙 denotes the number of total land-use types). 

Part of the assimilated nitrogen will be re-mineralized and returned back to stream water as nitrate (i.e, 
the in-stream remineralization process). It is very difficult to quantify this process due to the limited 
process understanding. Therefore, the net uptake (𝑈𝑈𝑈𝑈𝑆𝑆𝑈𝑈𝑙𝑙𝑙𝑙𝑙𝑙,𝑡𝑡𝑙𝑙 𝑁𝑁 𝑑𝑑−1) is assumed as a fraction of 
𝑈𝑈𝑈𝑈𝑆𝑆𝑈𝑈𝑎𝑎𝑚𝑚𝑙𝑙𝑙𝑙, and calculated as: 

𝑈𝑈𝑈𝑈𝑆𝑆𝑈𝑈𝑙𝑙𝑙𝑙𝑙𝑙 = 𝛼𝛼 ∙ 𝑈𝑈𝑎𝑎,𝑚𝑚𝑎𝑎𝑚𝑚 ∙ 𝑓𝑓𝐺𝐺𝑉𝑉 ∙ (1 − 𝑓𝑓𝐿𝐿𝑉𝑉𝐼𝐼) ∙ 𝑆𝑆𝑆𝑆_𝑎𝑎𝑟𝑟𝑙𝑙𝑎𝑎     (S4.13) 

where the fraction 𝛼𝛼𝛼𝛼(0,1]. In this study, we introduced the net assimilatory uptake rate (𝑙𝑙𝑝𝑝𝑝𝑝𝑟𝑟𝑙𝑙 =  𝛼𝛼 ∙
𝑈𝑈𝑎𝑎,𝑚𝑚𝑎𝑎𝑚𝑚,𝑡𝑡𝑙𝑙 𝑁𝑁 𝑡𝑡−2𝑑𝑑−1) as the model parameter. The value of 𝑈𝑈𝑎𝑎,𝑚𝑚𝑎𝑎𝑚𝑚 has been quantified in the Selke 
catchment (283 𝑡𝑡𝑙𝑙 𝑁𝑁 𝑡𝑡−2𝑑𝑑−1) based on the available continuous autotrophic data (Yang et al., 2019b). 
Here we directly adopted this value and set the range of 𝛼𝛼 as [1.00e-4, 1.00e+0], resulting in the range 
of parameter 𝑙𝑙𝑝𝑝𝑝𝑝𝑟𝑟𝑙𝑙 as [1.00e-3, 2.83e+2]. 

Table S4.1. The mHM model parameters and their calibrated values in the Selke catchment. Majority of 
the parameters is introduced from the transfer functions, which are included in the regionalization 
approach (i.e., the MPR technique, Samaniego et al. (2010)). Please refer to the reference for detailed 
description. Note. (1) *retentionCoefficient is the coefficient of a simple linear retention-delay method 
used in this study for the flow routing calculation; (2) °According to Samaniego et al. (2010), parameters 
of baseflow generation have not been regionalized yet (“GeoParam”), and therefore, are assigned as 
geological unit dependent.  

mHM parameter Range Optimal value 
CanopyInterceptionFactor [1.49e-1, 4.00e-1] 1.51e-1 
SnowTresholdTemperature [-2.00e+0, 2.00e+0] 3.38e-1 
degreeDayFactor_forest [1.00e-4, 4.00e+0] 1.44e+0 
degreeDayFactor_impervious [0.00e+0, 1.00e+0] 2.44e-3 
degreeDayFactor_pervious [0.00e+0, 2.00e+0] 1.20e+0 
increaseDegreeDayFactorByPrecip [1.00e-1, 9.00e-1] 8.99e-1 
maxDegreeDayFactor_forest [0.00e+0, 8.00e+0] 1.31e+0 
maxDegreeDayFactor_impervious [0.00e+0, 8.00e+0] 6.82e-3 
maxDegreeDayFactor_pervious [0.00e+0, 8.00e+0] 1.34e+0 



 

125 
 

orgMatterContent_forest [0.00e+0, 2.00e+1] 1.53e+1 
orgMatterContent_impervious [0.00e+0, 1.00e+0] 9.99e-1 
orgMatterContent_pervious [0.00e+0, 4.00e+0] 3.99e+0 
PTF_lower66_5_constant [6.46e-1, 9.51e-1] 9.50e-1 
PTF_lower66_5_clay [1.00e-4, 2.90e-3] 4.15e-4 
PTF_lower66_5_Db [-3.73e-1, -1.87e-1] -2.91e-1 
PTF_higher66_5_constant [5.36e-1,1.12e+0] 9.21e-1 
PTF_higher66_5_clay [-5.50e-3, 4.90e-3] -5.48e-3 
PTF_higher66_5_Db [-5.51e-1, -9.13e-2] -9.14e-2 
PTF_Ks_constant [-1.20e+0, -2.85e-1] -9.03e-1 
PTF_Ks_sand [6.00e-3, 2.60e-2] 8.58e-3 
PTF_Ks_clay [3.00e-3, 1.30e-2] 3.34e-3 
PTF_Ks_curveSlope [1.00e+0, 1.50e+2] 6.23e+1 
rootFractionCoefficient_forest [9.00e-1, 1.00e+0] 9.62e-1 
rootFractionCoefficient_impervious [9.00e-1, 9.50e-1] 9.59e-1 
rootFractionCoefficient_pervious [1.00e-3, 9.00e-2] 5.08e-3 
infiltrationShapeFactor [1.00e+0, 4.00e+0] 2.94e+0 
imperviousStorageCapacity [0.00e+0, 5.00e+0] 4.99e+0 
minCorrectionFactorPET [7.00e-1, 1.30e+0] 1.02e+0 
maxCorrectionFactorPET [0.00e+0, 2.00e-1] 7.15e-2 
aspectTresholdPET [1.60e+2, 2.00e+2] 160e+2 
interflowStorageCapacityFactor [7.50e+1, 2.00e+2] 7.51e+1 
interflowRecession_slope [0.00e+0, 1.00e+1] 4.29e+0 
fastInterflowRecession_forest [1.00e+0, 3.00e+0] 1.00e+0 
slowInterflowRecession_Ks [1.00e+0, 3.00e+1] 1.42e+1 
exponentSlowInterflow [5.00e-2, 3.00e-1] 1.20e-1 
rechargeCoefficient [0.00e+0, 5.00e+1] 4.41e+1 
rechargeFactor_karstic [-5.00e+0, 5.00e+0] 1.18e+0 
*retentionCoefficient [1.00e-2, 1.00e+0] 9.51e-1 
°GeoParam1_SalianSed [1.00e+0, 1.00e+3] 2.05e+1 
°GeoParam3_HoloceneSed [1.00e+0, 1.00e+3] 3.79e+2 
°GeoParam4_UCretaceousSed [1.00e+0, 1.00e+3] 1.21e+0 
°GeoParam5_DevonianWacke [1.00e+0, 1.00e+3] 2.60e+1 
°GeoParam10_MississippianWacke [1.00e+0, 1.00e+3] 9.98e+2 
°GeoParam11_EoceneClasticSed [1.00e+0, 1.00e+3] 2.03e+2 
°GeoParam12_OlenekianCalsticSed [1.00e+0, 1.00e+3] 2.10e+2 
°GeoParam104_AnisianCarbonSed [1.00e+0, 1.00e+3] 7.50e+2 
°GeoParam111_CarboniferousSed [1.00e+0, 1.00e+3] 4.44e+0 
°GeoParam112_TriassicSed [1.00e+0, 1.00e+3] 3.21e+2 
 

  



 

126 
 

 

Figure S4.1. The mHM-Nitrate model daily simulations (2011-2015) of discharge and 𝑁𝑁 −𝑁𝑁𝑁𝑁3− 
concentration at the three nested gauging stations (i.e., (a) SILB, (b) MEIS, and (c)HAUS, representing 
station Silberhütte, Meisdorf, and Hausneindorf, respectively). NSE stands for Nash-Sutcliffe efficiency 
coefficient. For detailed discussions on the model performance, please refer to Yang et al. (2018).  
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Figure S4.2. The consistency of the sensitivity indices based on different evaluation metrics, i.e., the 
RMSE (Root-Mean-Squared-Error) and the KGE (Kling-Gupta Efficiency(Gupta et al., 2009)). Plot (a) and 
(b) show the linear correlations of 𝜇𝜇∗ and 𝜎𝜎, respectively, between the RMSE and the KGE. For each 
subplot, each dot represents one parameter of the total 3196 parameters. The sensitivity indices were 
calculated based on 𝑁𝑁 −𝑁𝑁𝑁𝑁3− concentration observations at all three gauging stations.   

 

Figure S4.3. The convergence of the sensitivity index 𝜇𝜇∗ (i.e., the absolute mean of EE). Each line in the 
plot represents one of the 3196 parameters considered in this study. The blue lines highlight the 
convergences of the top 50 sensitive parameters. 
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Figure S4.4. Spatial distributions of parameter sensitivity indices in the MEIS subcatchment (grid size 1 
km2). The 𝜇𝜇∗ (absolute mean of EEs) values are scaled into the range of [0, 1]. Only the most sensitive 
parameters (a) denis, (b) minlr, (c) deniw and (d) npprt, representing the soil denitrification, soil 
mineralization, in-stream denitrification and in-stream assimilatory uptake processes, respectively, are 
presented. The inserted histogram plot represents the distribution of the scaled 𝜇𝜇∗ values for each 
parameter. The y-axis denotes the number of grid cells/stream reaches and has been log-transformed. 
Deactivated grid cells are excluded, while deactivated stream reaches are shown in gray lines. 

Data S4.1. The whole dataset of catchment factors. 

(Please find this data in https://git.ufz.de/yangx/sensitivity-analysis, last accessed on 01.09.2020) 

 

 

 

  

https://git.ufz.de/yangx/sensitivity-analysis
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Chapter 5: Discussion 

In this dissertation, a new fully distributed catchment nitrate model (mHM-Nitrate) is developed to 

balance accurate spatial representation and manageable model complexity (Chapter 2). Based on 

continuous high-frequency nitrate data, in-stream autotrophic nitrate uptake at monitoring reaches can 

be directly calculated. Driving by this newly available information, a parsimonious regionalization 

approach of the assimilatory nitrate uptake process is proposed using widely accessible information, i.e., 

global radiation and leaf area index. Integrating the new mHM-Nitrate model and the new 

regionalization approach enables such reach-scale advances to be upscaled to the river network scale 

(Chapter 3). In being compatible with the grid-based catchment discretization, the fully distributed 

parameterization is further analyzed through sensitivity analysis. Sensitive parameters and their 

controlling factors (i.e., catchment factors including meteorological forcing, catchment characteristics 

and modelled state variables and fluxes) are demonstrated explicitly at a full spatial range (Chapter 4). In 

this section, new insights into, and future perspectives of spatiotemporal nitrate dynamics at catchment 

and river network scale are discussed. 

5.1. Benefits from the fully distributed modeling and parameterization 

Considering current challenges of water environmental protection, the mHM-Nitrate model is 

developed to serve as a scientific evaluation tool for catchment scientists, as well as a practical decision-

supporting tool for catchment managers and related stakeholders (Yang et al., 2018). The process-based 

descriptions of nitrate dynamics (mainly adopted from the HYPE model by Lindström et al. (2010)) are 

fully integrated into the grid-based, multiscale Hydrological Model platform (i.e., the mHM model by 

Samaniego et al. (2010)). The implementation scheme of mHM-Nitrate provides essential technical 

advantages as follows: 

• Spatial discretization structure: Based on mHM, the resolution of modeling grid cells can be 

specified separately from that of the basic geographic inputs. The modeling grid cell can, 

therefore, be taken as a combination of the subcatchment and the homogeneous unit of the 

semi-distributed modeling. Such multi-resolution implementation balances the model 

complexity, meanwhile reserves flow and nitrate information for specific locations. 

• Model parameterization: Adopting the MPR technique, model parameters are firstly determined 

at the geographic level either by regionalization functions or simply by category assignment, and 

then upscaled to the modeling level according to the areal share of each category. This 
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implementation largely simplifies the parameterization and maintains a certain degree of spatial 

variation between modeling grid cells. Moreover, the model parameters are likely robust and 

independent from the modeling resolution (Kumar et al., 2013). 

• Consideration of anthropogenic impacts: An additional map of crop rotation type is 

implemented in mHM–Nitrate to consider the spatial variations of crops and the corresponding 

external fertilizer applied. This new feature also facilitates a more straightforward scenario 

analysis in assessing the effects of spatially differentiated mitigation measures. Moreover, the 

model allows time series point source as input to be added at the stream reach where WWTPs 

are located. 

Table 5.1 lists comparisons between the mHM-Nitrate model and the HYPE model in several modeling 

aspects (the similarity marks are roughly assigned). Both models are quite similar in terms of 

hydrological and nitrate process descriptions and input data requirements (including meteorological 

forcing, geographic data and basic farming information). Therefore, they are expected to have similar 

performance in terms of reproducing discharge and nitrate observations at gauging stations. For 

instance, the HYPE model also performed well at the three gauging stations of the Selke catchment 

(Jiang et al., 2014; Jiang et al., 2015). While, above technical advantages do stand out the new mHM-

Nitrate model in the following aspects:  

• In addition to a good performance at gauging station, mHM-Nitrate provides detailed 

information of flow and nitrate fluxes in each grid cell/stream reach. The comprehensive 

evaluation in the Selke catchment demonstrates that such information is reliable (Chapter 2 

(Yang et al., 2018)). The “hot-spot” and “hot-moment” of nitrate non-point source pollution can 

be explicitly identified from the spatial and temporal simulation of nitrate dynamics. As a step 

further, the effects of different mitigation measures can be evaluated by the model, so that 

more costly measures can be targeted in the critical locations at the right time. 

• All parameter values are firstly determined by catchment properties (land-use, soil types and 

properties, etc.) at the basic geographic data level, and then upscaled to the modeling level. 

Such parameterization scheme acts as a suitable platform to upscale advanced process 

understandings, which are normally gained at field or reach scale, to catchment or river network 

scale (see, e.g., Chapter 3 (Yang et al., 2019b)). 

• Basic information of catchment properties is also upscaled to the modeling level. This enables 

direct analysis and correlations between parameters and catchment factors by spatially 
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distributed parameter configuration. Insights into the spatial variability of parameter sensitivity 

and their controlling factors can be gained (see, e.g., Chapter 4 (Yang et al., 2019a)).  
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5.2. Benefits from long-term grab sampling and continuous high-frequency monitoring 

Due to the development of sensor techniques, high-frequency sensor monitoring has been increasingly 

deployed in many catchments across different climatic and environmental regions. This has raised 

comparative discussions between the two monitoring strategies, i.e., traditional regular grab sampling 

and high-frequency sensor deployment. In this dissertation, data from both strategies are used, and 

complementary in different aspects of nitrate dynamics and modeling.  

At regional scale, long-term, regularly sampled time series data can reflect the trend reversals of 

environmental or ecological status due to climatic and social-economic changes (Reusch et al., 2018). At 

catchment scale, nitrate transport from agricultural uplands to receiving waters may take years to 

decades (Wriedt & Rode, 2006). Traditional long-term grab sampling data (e.g., biweekly or monthly) are, 

therefore, essential to assess the long-term nitrate trend and the effects of agricultural practices and 

measures on surface water nitrate concentration levels (Dupas et al., 2016). Nearly 20-year’s biweekly 

data are used in this dissertation to achieve a comprehensive validation of the mHM-Nitrate model, 

given the large inter-annual variations in point-source impacts and spatiotemporal distributions of 

meteorological forcing.  

In contrast, high-frequency sensor monitoring offers tremendous opportunities for process 

understandings by upgrade the monitoring resolution to the time scales of biogeochemical processes 

(Dupas et al., 2016; Rode et al., 2016b). Specifically for in-stream autotrophic nitrate uptake, daily 

uptake rate (𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3−) can be directly obtained from the diel cycles of stream metabolism and nitrate 

concentration (Heffernan & Cohen, 2010; Dupas et al., 2016). The 𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3− dataset presented in this 

dissertation (i.e., the daily values obtained from continuous 5-year sensor deployments in a forested and 

an agricultural stream) provides the unique opportunity to identify the controlling factors, and further, 

to validate the regionalization approach of the process.  

It has been argued that high-frequency monitoring is equivalent to regular grab sampling in terms of, 

e.g., general model calibrations (Jiang et al., 2019) and nutrient fluxes estimates (Wollheim et al., 2017). 

Similarly in this dissertation, the mHM-Nitrate model is calibrated using biweekly observations at three 

gauging stations, but it reasonably well reproduces short-term nitrate dynamics (e.g., fluctuations during 

high concentration periods at forest stations) that are observed in the daily observations. However, 

from another perspective, the simulated short-term dynamics can only be validated through additional 

higher frequency observations. Moreover, higher frequency data is informative in inferring the changes 
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of flow pathways during flood events (Dupas et al., 2016; Miller et al., 2016) and capturing the actual 

range of nitrate dynamics in complex large catchment (Carey et al., 2014). Overall, the high-frequency 

sensor data and the long-term grab sampling data complement each other in allowing comprehensive 

analysis and modeling of nitrate dynamics under the changing environment.      

5.3. Future work 

The newly proposed methodologies (i.e., the newly developed model, the approach based on the new 

data and the spatially distributed parameterization) contribute to advancing the state-of-the-art in 

modeling and analyzing catchment nitrate dynamics. Unavoidably, there are several constraints within 

the scope of this dissertation, which are also worthwhile for future research: 

• Model further applications and development. The development of the mHM-Nitrate model is 

intended to provide a general modeling platform that is applicable for regions with different 

conditions. Further model applications could go to (i) applying the model to larger catchments 

(e.g., the Bode catchment, to which the Selke catchment belongs, with the size of 3000 km2), 

and (ii) applying the model to different regions with different climatic and anthropogenic 

conditions. Moreover, the model can be a promising paradigm for other water quality 

compounds (e.g., phosphorus, organic carbon, sediment, etc.) to achieving a comprehensive 

“water quality model”. 

• Model further usage. The new model is oriented to address real-world environmental problems. 

Its grid-based structure is of particular suitable for current demands on spatially differentiated 

mitigation measures. Therefore, it is worthwhile to use the model to assess the effects of land-

use change or mitigation scenarios on surface water nitrate levels. 

• Benefiting further from high-frequency data. In stream nitrate processes (denitrification, 

assimilatory uptake and remineralization) are highly convoluted with each other. By digging 

deep into the increasing high-frequency dataset and with the help of new sensor-based 

experimental design, these processes can potentially be separated (see, e.g., Heffernan and 

Cohen (2010), Kunz et al. (2017) and Jarvie et al. (2018)). The regionalization and upscaling 

procedure for autotrophic nitrate uptake presented here can, therefore, act as a paradigm for 

other processes.   

• Interdisciplinary efforts on in-stream uptake. The regionalization approach presented here is 

parsimoniously designed but captures reasonably well the ranges and seasonal patterns under 

different conditions. However, considerable simplifications and assumptions are introduced. 
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Interdisciplinary efforts from hydrology, hydraulics, limnology and aquatic ecology are needed 

for a comprehensive assessment of the process dynamics. 

• Thoughtful parameter analysis. For fully distributed modeling, the complexity of model 

parameterization is one of the most challenging issues. This study demonstrates that 

mathematic analysis tools are helpful in reducing the dimensionality of parameter space (using 

sensitivity analysis) and in assessing the uncertainty of parameter determination (using 

uncertainty analysis). However, more thoughtful parametric analyses that make the most of the 

techniques are recommended, e.g., the time-varying, spatially distributed sensitivity analysis 

(Herman et al., 2013b; Schrön et al., 2017) and distinguishing various sources of uncertainty 

(Ajami et al., 2007).   

 

  



 

136 
 

Chapter 6: Summary 

This study presents a new process-based catchment nitrate model (the mHM-Nitrate model) with the 

emphasis on providing detailed spatial information of nitrate concentrations and fluxes (Chapter 2). 

Based on the multiscale design of the hydrological mHM model, all model inputs (i.e., geographic 

information and meteorological forcing) are dis-/aggregated to the modeling grid cells, of which the 

spatial resolution can be specified according to the objectives of the user. Such catchment discretization, 

therefore, largely reduces the model complexity and meanwhile maintains sufficient spatial 

representation. The mHM-Nitrate model has been thoughtfully evaluated in the highly heterogeneous 

Selke catchment (456 km2) in terms of (i) calibration and validation using the 20-year’s long-term 

discharge and biweekly nitrate observations, (ii) reasonably capture event-scale nitrate temporal 

dynamics using daily observations, (iii) robust performance by conducting sensitivity and uncertainty 

analyses, and (iv) providing detailed spatial distributions of nitrate terrestrial balance and in-stream 

fluxes, which are in reliable range as compared to values in literature.  

In addition to the spatial discretization, advancing physical understandings of the nitrate biogeochemical 

transformations and further formulating it into the model are essential for model development. The 

emerging high-frequency sensor monitoring enables direct measuring at the time scales of 

biogeochemical processes. Therefore, new insights into the process understanding can be derived from 

the new data. Chapter 3, specifically, focuses on the in-stream autotrophic nitrate uptake process. 

Continuous five-year’s daily uptake rates (𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3−) are obtained based on the high-frequency sensor 

deployments in a forested and an agricultural stream. Based on this new information, a parsimonious 

approach of regionalizing 𝑈𝑈𝑎𝑎−𝑁𝑁𝑁𝑁3−  is proposed using the catchment-wide accessible global radiation and 

leaf area index data and validated in the two study streams. Moreover, the approach is further 

integrated into the mHM-Nitrate model. Due to aforementioned technical advantages, the mHM-Nitrate 

model is considered as an outstanding platform to upscale the reach-scale advanced understanding to 

the whole river network; in turn, the approach helps refine the model description of the in-stream 

uptake process. 

Catchment functioning varies under different natural and anthropogenic conditions. Model parameters 

are generally introduced to tolerate such variations and to maintain the main process descriptions. 

Therefore, parameterization is one of the main challenges for current process-based modeling (Clark et 

al., 2017). To further assess the spatial variability of catchment nitrate dynamics, the fully distributed 
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parameterization is investigated through parameter sensitivity analysis (Chapter 4). All nitrate submodel 

parameters are configured as grid cell/stream reach dependent, resulting in more than 3000 parameters 

for the testing Selke catchment. The most sensitive nitrate processes is identical (i.e., soil denitrification, 

in-stream denitrification and in-stream uptake), but their parameter sensitivities all show high spatial 

variabilities. Using the Spearman rank correlation, controlling factors of parameter sensitivity vary 

significantly throughout the catchment/river network. Moreover, the spatial distributions of parameter 

sensitivity and the corresponding controlling factors are also influenced by the gauging information 

being used for sensitivity evaluation. The insights gained from this sensitivity analysis are informative in 

guiding future parameter regionalization of catchment nitrate models.  
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