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“The construction of meaning is a fundamentally individual, subjective,
creative enterprise, and an intimidating responsibility.”

– Sean Carroll, The Big Picture: On the Origins of Life, Meaning,
and the Universe Itself, 2017
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Part I

I N T R O D U C T I O N





1
F R A M E W O R K

1.1 research question

The framework of this cumulative thesis is set by the following overarching question:

How is the evolution of electric currents in the inner magnetosphere imprinted in the ground-
level geomagnetic field over the last century, and what is its origin?

The Earth’s magnetic field is felt not only at its surface but also in a part of its space
environment, the magnetosphere, where it influences the dynamics of charged
particles. These dynamics are externally driven by the solar wind whose highly
variable interaction with the Earth’s magnetic field at the magnetopause allows
the transfer of energy, momentum, and solar wind plasma into the magnetosphere.
Charge separation in the magnetosphere then leads to the formation of large-
scale, time-varying electric current systems which induce an “external” disturbance
magnetic field that superposes the Earth’s “internal” magnetic field.
The foundations of our current understanding of this chain of effects were laid at
the beginning of the 20th century by the analysis of measurements from sparsely
distributed geomagnetic observatories. However, a comprehensive view of solar-
terrestrial interactions is rendered possible only in combination with spacecraft
missions dedicated to the measurement of magnetospheric and solar wind state
variables (first in 1958/1959) as well as Earth’s magnetic field (first in 1965).
Taking into account the insights gained from the geospace exploration missions,
I tackle the research question by reanalyzing the signatures of magnetospheric
currents contained in the global geomagnetic observatory record since 1900. I focus
on the magnetospheric ring current because it produces the most intense, large-
scale geomagnetic disturbance field at ground level. Global averages of the latter
constitute the class of ring current targeting geomagnetic activity indices. To date,
several such indices have been developed none of which provides a consistent,
reasonable absolute level and solar cycle (SC) variability over a substantial part
of the observatory era. This void causes problems regarding both continuous
geomagnetic field modeling as well as multi-event studies of particularly disturbed
periods, i.e., geomagnetic storms.
I take the concept of geomagnetic indices as a vantage point (publication 1) from
the basis of which I explore to what extent the long-term ring current variability
can be traced back to the Sun (publication 2), and what additional information
on the solar wind driving is contained in the spatially varying disturbance field
(publication 3).
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4 framework

1.2 background

This chapter provides the background needed to grasp the complexity of the
research question. Owing to the thesis’ interdisciplinary nature, combining the fields
of geomagnetism and near-Earth space physics, only the most relevant facts and
phenomena are highlighted with limited theoretical derivations. In compliance with
the logic of the approach, the information is presented bottom-up, i.e., starting with
the observatory measurements and the basics of geomagnetic field modeling (section
1.2.1), followed by the solar wind forcing of magnetospheric current dynamics
(section 1.2.2). Both these topics are prerequisites for understanding the capabilities
and limitations of ring current indices, which are treated last (section 1.2.3).

1.2.1 Observation and modeling of the geomagnetic field

The analyses conducted in the underlying publications are based on continuous
vector magnetic field measurements from the global network of geomagnetic obser-
vatories since 1900. Despite their sparseness, especially in the first half of the 20th
century, they reflect well the dipolar structure of the geomagnetic field. Satellite mea-
surements contribute implicitly through the used geomagnetic field models, which
rely on the improved spatial sampling offered by satellite missions to properly
separate internal from external field sources.

1.2.1.1 Measurements of the geomagnetic field

The magnetic field vector (B), measured at geomagnetic observatories, is commonly
expressed in a local Cartesian coordinate system (X, Y, Z)T tied to the geodetic
position (latitude θ′d, longitude φ, height h) and the universal time (UT) of the
measurement (Figure 1.1a). Alternatively, B is given in local cylindrical or spherical
systems, including the horizontal (H) and total (F = |B|) field intensities together
with the angles declination (D) and inclination (I):

cylindrical: H =
√

X2 + Y2, D = tan−1 (Y/X) , Z

spherical: D, I = tan−1 (Z/H) , F =
√

H2 + Z2 (1.1)

According to the state-of-the-art measurement routine (see Matzka et al., 2010;
Rasson et al., 2011), the variations of the magnetic field are continuously recorded
by a digital three-component Fluxgate magnetometer, which suffers from instru-
ment and environmental drifts caused by, e.g., temperature variations. These are
calibrated regularly, e.g., once a week, using an absolute measurement of F by a
proton, Overhauser, or optically pumped magnetometer in combination with a
measurement of the directions (D, I) by a Fluxgate theodolite (“DI-flux”).
The global network of observatories (Figure 1.2a) is coordinated by the International
Association for Geomagnetism and Aeronomy (IAGA), Division V-OBS. Since 2007,
the corresponding geomagnetic data master catalog (Figure 1.2b), containing digital
minute and hourly mean observatory data, is held by the World Data Center for
Geomagnetism, Edinburgh, which is hosted by the British Geological Survey (BGS).
Before the availability of digital minute means (first in ∼1970), hourly means were
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Figure 1.1: Observatory position (P) and measured magnetic field elements in a) the local
Cartesian coordinate system; reproduced from Merrill et al., (1998), Fig. 2.1
and b) the geocentric (GEO, black) and geomagnetic (MAG, blue) coordinate
systems; modification from Campbell, (1997), Fig. 1.8. The axis of the centered
dipole field is aligned with m̂ (green box) and slightly tilted (angle δ) with
respect to the rotation axis.

determined by visual judgment from photographic paper records and centered on
half hours. The annual means, centered on half decimal years, are calculated from
the hourly means and stored separately by the BGS. Consequently, whenever there
are annual means, corresponding hourly means must exist. The fact that this is not
reflected in Figure 1.2b) means that a considerable fraction of hourly mean values
are not yet digitized from the yearbooks they were historically documented in.
The important point communicated by Figure 1.2 is the irregularity of the geo-
magnetic observatory record regarding both the spatial distribution (top) and the
growth rate throughout time (bottom). Unfortunately, these network parameters
are not guided by the changing morphology of the geomagnetic field but rather
by the ability and incentive of policymakers to invest in research. As indicated
by a notable upward spike in Figure 1.2b), the perhaps most effective incentive
to date was the International Geophysical Year from 1957–1958. The problem of
inadequate measurement coverage is largely overcome by dedicated magnetic field
satellite missions at Low Earth Orbit (LEO), the most recent one being Swarm,
which persistently supplement the observatory measurements since 1999 (gray
bars in Figure 1.2b, section 1.2.1.2). However, due to the space-time ambiguity of
satellite measurements, observatories are still needed to provide the ground truth
for modern geomagnetism.

1.2.1.2 A global field representation

To a first approximation, Earth’s magnetic field in space behaves as a magnetic
dipole because the higher-order field components decline more quickly with radial
distance. The concept was derived already in the early 19th century around when
the observatory network came into existence. It was observed that the electric field
of two point charges (q [C]) of opposite sign, separated by a short distance, is of the
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Figure 1.2: Observatory locations and available data as of September 2019. a) Locations
of operational (cyan) and historical (black) geomagnetic observatories as given
by the IAGA, Division V-OBS (https://www.bgs.ac.uk/iaga/vobs/home.html).
The Dst index observatories (Honululu, San Juan, Hermanus, and Kakioka)
are highlighted in red. b) Number of observatories per year delivering annual,
hourly and one-minute means according to the catalogs held by the BGS (http:
//www.wdc.bgs.ac.uk/); updated version of Matzka et al., (2010), Fig. 6. Time
periods highlighted in gray indicate LEO magnetic field satellite missions: (1)
POGO series, (2) Magsat, (3) Ørsted (since 1999; vector data up to 2004), (4)
CHAMP (2000–2010), (5) SAC-C (2001–2004), (6) Swarm.

same form as the magnetic field produced by a current (I [A]) that flows in a wire
loop and encloses the area A [m2] with IA =: M. M is called the magnetic dipole

https://www.bgs.ac.uk/iaga/vobs/home.html
http://www.wdc.bgs.ac.uk/
http://www.wdc.bgs.ac.uk/
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moment. At the Earth’s surface (radial distance r = a = 6371 km), the dipole field
takes the form

Br = −Z =
µ0M cos(θ)

2πa3 = Z0 cos(θ)

Bθ = −H =
µ0M sin(θ)

4πa3 = H0 sin(θ)

Bφ = 0, (1.2)

where µ0 is the permeability of free space.
How is M determined from the measurements of a globally distributed observatory
ensemble? First, a transformation from the local Cartesian frame into the spherical
geographic coordinate system (GEO) is needed (Figure 1.1b, black), which requires
knowledge of the reference ellipsoid according to the World Geodetic System 1984
as well as a transformation between Cartesian and spherical coordinate systems (see
Laundal and Richmond, 2017, section 2). Next, Maxwell’s equations (cf. Roederer
and Zhang, 2014, p. 174 in SI units) come into play,

Solenoidality of B ∇ ·B = 0 (1.3)

Ampère’s law ∇×B = µ0

(
j + ε0

∂E

∂t

)
(1.4)

Gauss’s law ∇ ·E =
ρ

ε0
(1.5)

Maxwell-Faraday equation ∇×E = −∂B

∂t
, (1.6)

which include the electric field (E), the space charge and current densities (ρ, j),
and the permittivity of free space (ε0; µ0ε0 = c−2).
A justifiable simplification arises from the treatment of the geospace plasma as a
quasi-neutral mixture of charged particles of species s, ρ = ∑s ρNsqs ' 0, so that
j = ∑s ρNsqsvB s is nonzero only if the bulk velocities of the plasma species, vB s,
differ (see section 1.2.2). Charge neutrality is consistent with the negligence of the
“displacement current” in the non-relativistic limit (c−2 ∂E

∂t ' 0 in Equation 1.4),
which implies the closure of currents (∇ · j = 0).
Coming back to the determination of the Earth’s dipole moment, the solenoidality of
B states that the magnetic flux Φ =

∫
BdS through a closed surface S vanishes. The

Earth’s surface can be considered a current-free region (j = 0) where the magnetic
field is curl-free (Ampère’s law) and can thus be represented as the gradient of a
scalar potential, B = −∇V. The insertion of this into Equation 1.3 yields Laplace’s
equation, ∇2V = 0. One example of a potential satisfying Laplace’s equation is the
dipole potential, which represents the dipole magnetic field (Equation 1.2):

Vd =
µ0M cos(θ)

4πr2 (1.7)

In 1838, Carl Friedrich Gauss presented a general solution of Laplace’s equation in
the form of an expansion into spherical harmonics (SH):

V(r, θ, φ) = <

a
∞

∑
n=1

n

∑
m=0

( a
r

)n+1
ιmn︸ ︷︷ ︸

internal

+
( r

a

)n
εm

n︸ ︷︷ ︸
external

 Pm
n (cos(θ)) eimφ

 (1.8)
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Above, Pm
n are the Schmidt quasi-normalized associated Legendre polynomials of

degree n and order m (see Winch et al., 2005) and ιmn = gm
n − ihm

n , εm
n = qm

n − ism
n

are the complex internal and external Gauss coefficients. The differentiation of the
contributions to V from internal and external sources is discussed in section 1.2.1.3.
In practice, the expansion has to be cut at some maximum degree N. For the internal
dipole field (N = 1) the corresponding magnetic potential in terms of SHs is:

Vd = <
{

a3

r2

[
ι01 cos(θ) + ι11 sin(θ)eiφ

]}
(1.9)

This expression can be simplified by changing the reference system from the
geographic (subscript G) to the geomagnetic coordinate system (MAG; Laundal
and Richmond, 2017, chapter 3; Figure 1.1b, blue):

ẐM = m̂, ŶM =
ẐG × ẐM

|ẐG × ẐM|
, X̂M = ŶM × ẐM (1.10)

Convention dictates that the geomagnetic dipole axis (ẐM) points northward along
m̂ = − m

|m| , where m = (g1
1, h1

1, g0
1)

T and |m| =: g0
1 M is the so-called reduced

moment (Figure 1.1, green box). In the MAG system, the expression for the dipole
potential reduces to:

Vd =
a3

r2 g0
1 M cos(θ) =

Eq. 1.7

µ0M cos(θ)
4πr2 ⇔ M =

4π

µ0
a3g0

1 M (1.11)

According to the twelfth generation of the International Geomagnetic Reference
Field (IGRF-12; Thébault et al., 2015), a fit of globally measured B to the gradient
of the internal geomagnetic potential (Equation 1.8, N = 13) gives a dipole moment
M = 7.72 · 1022 Am2, a dipole axis tilt δ = 9.69◦, and the corresponding position
of the northern geomagnetic pole (80.31◦N, 72.63◦W) for 2015. As the dipole field
generally accounts for the majority of the internal field (∼93 % for 2015), the ∼7 %
decline of M since 1900 (Figure 1.3a) and the accelerating migration of the geomag-
netic north pole toward the geographic pole (Figure 1.3b) comprehensively reflect
the secular variation (SV), i.e., the changes of the internal magnetic field on time
scales & 1 year.

1.2.1.3 The sources of the geomagnetic field and their separation

So far, the geomagnetic field was described as an internal dipole field (Equation
1.11). The predominant dipolar shape of the geomagnetic field is explained by a
self-sustaining dynamo process, which operates in Earth’s fluid outer core and
produces the so-called core field (e.g., Wicht and Sanchez, 2019). While the core field
accounts for & 95 % of the total field measured at Earth’s surface, the permanently
magnetized material in Earth’s crust (e.g., Lesur et al., 2016) makes up only a few
percent on average (e.g., Olsen and Stolle, 2012). Both fields together are denoted as
the internal sources (Figure 1.4a).
The external sources are contributions from electric current systems in the iono-
sphere, particularly in the E-region (90–120 km altitude), and in the magnetosphere
∼2–8 Earth radii (RE=a) away. Outside of the polar zones, the most relevant iono-
spheric sources are the solar-quiet (Sq) current vortexes, which are centered at
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Figure 1.3: Evolution of the geocentric dipole field during 1900–2015 according to IGRF-12.
a) Dipole moment (M, left Y-axis) and dipole axis tilt (δ, right Y-axis). b) Position
of the geomagnetic north pole (red dots) in the Vertical Near-Side Perspective
projection viewed from 200 km (outer blue box) and 2000 km (inset) above the
surface. The black cross marks the geographic north pole.

±30◦ latitude on both hemispheres, and the equatorial electrojet (EEJ), which flows
eastward along the dip equator (I = 0). Both are produced by the dayside E-region
dynamo whose strength strongly depends on the prevailing solar activity level,
which is typically indicated by the solar radio flux at 10.7 cm (F10.7; e.g., Yamazaki
and Maute, 2017). The magnetic fields associated with these ionospheric current
systems are of comparable amplitude as the crustal field. The magnetospheric
currents constitute the second-largest contribution to the overall field after the core
field outside of the auroral oval (Lühr et al., 2017). Closest to us are the ring cur-
rents in the inner magnetosphere, which are connected to the polar ionosphere via
field-aligned currents (FACs). The net ring current encircles the Earth in a westward
sense in the magnetic equatorial plane (details in sections 1.2.2.3 and 1.2.2.4).
The external fields are highly variable in time and induce currents in the conduct-
ing mantle which, in turn, give rise to a secondary magnetic contribution that is
measured at the observatories together with the primary fields. An appropriate dis-
tinction between the inducing and the induced fields requires knowledge of the 3-D
conductivity structure in Earth’s mantle, the modeling of which is a considerable
scientific challenge of its own (see chapter 7).
A mathematical separation of internal and external sources to the total magnetic
field is possible based on Gauss’s formulation for the geomagnetic potential (Equa-
tion 1.8). An evaluation of −∇V at the Earth’s surface gives:

Br = −
∂V
∂r

= <
{

N

∑
n=1

n

∑
m=0

[(n + 1) ιmn − nεm
n ] Pm

n (cos(θ)) eimφ

}
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Bθ = −
1
r

∂V
∂θ

= −<
{

N

∑
n=1

n

∑
m=0

[ιmn + εm
n ]

dPm
n (cos(θ))

dθ
eimφ

}

Bφ = − 1
rsin(θ)

∂V
∂φ

= −<
{

N

∑
n=1

n

∑
m=0

[ιmn + εm
n ]

im
sin(θ)

Pm
n (cos(θ)) eimφ

}
(1.12)
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Figure 1.4: a) Not-to-scale sketch of internal (reddish) and external (blueish) geomagnetic
field sources at low and middle latitudes with respect to Earth’s surface (black
dashed). Shown is a radial section of the Earth and geospace on the dayside,
centered on the plane of the magnetic dip equator (I = 0). b) Power spectral den-
sities calculated from daily-resolved time series (1997–2019) of dipole coefficients
(N = 1), representing SV (red) and the magnetospheric field along the ZM-axis
(see Figure 1.1b). The spectra overlap for periods & 1 year. c) Global maps of the
dipole field intensity due to SV (bottom) and the magnetospheric field intensity
(incl. the mantle-induced field) in the Solar Magnetic coordinate system (SM;
Laundal and Richmond, 2017, section 3.5) on April 30, 2019 00:00:00 UT (top).
The plots b) and c) are produced from the model CHAOS-6.x9 via “ChaosMagPy”
(http://www.spacecenter.dk/files/magnetic-models/CHAOS-6/).

http://www.spacecenter.dk/files/magnetic-models/CHAOS-6/
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Since the horizontal field components (Bθ , Bφ) yield information on the sum of the
internal and external Gauss coefficients (b+ = ιmn + εm

n ), while the radial component
(Br) yields information on their difference (b− = (n + 1) ιmn − nεm

n ), the internal and
external Gauss coefficients are separable:

ιmn =
nb+ + b−

2n + 1
, εm

n =
b+ (n + 1)− b−

2n + 1
(1.13)

In this work, the focus lies on the separation of the prime internal and external
magnetic fields, i.e., the field contributions from the core and the magnetosphere,
in the overlapping large-scale (N = 1), low-frequency (T & 1 year) domain (Figure
1.4b). The strengths of these sources differ by about four orders of magnitude, but
the SV is of comparable magnitude as the inner magnetospheric field (Figure 1.4c).
The quality of the source separation can be enhanced by several factors: (a) Obtaining
the best possible measurement coverage. The very uneven distribution of ground obser-
vatories (cf. Figure 1.2a) causes spatial aliasing in the source separation procedure
(Olsen et al., 2010). This can be avoided by incorporating vector field measurements
from the dedicated spacecraft missions (particularly Swarm, cf. Figure 1.2b). A com-
bination of ground- and space-based measurements is used by all state-of-the-art
geomagnetic field models that offer a sophisticated source separation, prominent
examples of which are the CHAOS (Finlay et al., 2016) and CM (Sabaka et al.,
2015) model series. However, because the discontinuous space-based measurements
only reach back to 1965, the separation procedure has to rely solely on observatory
data beforehand. (b) Choosing an appropriate coordinate system. The core field is best
organized in the MAG system (cf. Figure 1.1b, blue). Due to the geometry of the
magnetospheric ring current, i.e., a westward directed current loop in the magnetic
equatorial plane, the corresponding magnetic field is dipolar (cf. section 1.2.1.2) and
opposes the dipolar component of the core field. Consequently, the ring current
field is also well-organized in MAG. (c) Choosing an appropriate latitudinal range for
the target external current system. The ground effects of the different magnetospheric
current systems are roughly sorted by geomagnetic latitude (sections 1.2.3, 6.3.1).
Targeting the ring current system, the complexity of the separation can be reduced
by excluding observatory measurements from high geomagnetic latitudes, at which
other field sources contribute relevantly to the total field (e.g., FACs).

1.2.2 Solar wind forcing of magnetospheric current dynamics

The buildup and decay of magnetospheric electric currents are expressed in the
level of “geomagnetic activity”, a collective term for short-lived variations of Earth’s
magnetic field in response to observable phenomena on the Sun. The coupling
agent between solar and geomagnetic activity is the solar wind, i.e., the outward
expanding flow of ionized solar plasma with an embedded weak remnant of the
solar magnetic field (Bsw), the Interplanetary Magnetic Field (IMF). This section
follows the cause-and-effect chain that starts with the highly variable near-Earth
solar wind and ends with the particle motion in the magnetosphere and the
formation of the ring current.
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1.2.2.1 The solar wind near Earth

Our current knowledge of the near-Earth solar wind is largely based on in-situ
observations of spacecraft positioned on Lissajous orbits around the L1 Lagrangian
point (e.g., Wind, ACE, DISCOVR). L1 lies on the Earth-Sun line at a radial distance
of ∼1.5 million km from the Earth’s center (rL1' 0.01 AU), where the gravitational
pull of the Sun and the Earth equals the centripetal force required for the spacecraft
to orbit the Sun in sync with the Earth.
The solar wind flow is supersonic with a mean velocity (vsw) of ∼ 500 km/s (cf.
Prölss, 2004, chapters 6.1, 6.2). It is composed predominantly (∼ 96 %) of protons
(H+) and electrons (e−) with number densities ρN p ' ρNe ' ρN ' 6 cm−3 as well as
a small contribution of alpha particles (He2+). The large-scale flow structure in the
ecliptic is of bimodal nature: Dense, slow solar wind (vsw . 400 km/s) from coronal
regions of closed magnetic field configuration (e.g., the streamer belt) alternates
with tenuous high-speed streams (HSSs; vsw & 600 km/s) from coronal holes (e.g.,
Cranmer et al., 2017). This structure can be described by means of jetlines (cf. Prölss,
2004, p. 296) that connect solar wind particles from the same source region (also
called pathlines, e.g., Schatten, 2013). Jetlines form an Archimedian spiral whose
curvature depends on vsw (“Parker spiral”).
The solar wind plasma is relatively dilute, and can be considered as fully ionized
with nearly infinite electrical conductivity and an extremely low collision frequency
compared to the gyro- and plasma frequencies (“ideal plasma”, e.g., Kivelson, 1995,
pp. 40–41). In such a plasma an electric field parallel to B cannot be sustained
because it is canceled by electrons that move rapidly along the field lines so that
E ' E⊥. Also, E⊥ vanishes in the reference frame of the moving particles (E ′⊥ = 0)
due to the extremely high conductivity. Using the Lorentz transformation for the
non-relativistic case (|vB | � c), this is expressed as

E ′ ' E + vB ×B = 0

⇔ E = −vB ×B =⇒
Eq. 1.6

∂B

∂t
= ∇× (vB ×B) , (1.14)

where E is the “convection” electric field as seen by an observer on the Earth and
vB is the bulk velocity of the solar wind. Equation 1.14 is termed the “frozen-in
flux theorem” because it implies that the magnetic flux through a fluid surface S
remains constant as S is convected with the plasma flow, i.e., that the jetlines guide
the solar magnetic field lines through interplanetary space.
The average IMF intensity observed at L1 is Fsw ' 3.5 nT. IMF, too, displays strong,
short-lived fluctuations in direction and amplitude of which particularly those along
the Z-axis of the Geocentric Solar Magnetic coordinate system (GSM) determine the
efficiency of the coupling to the Earth’s magnetosphere (section 1.2.2.2). In GSM,
the X-axis points from the Earth toward the Sun, and the Y-axis is perpendicular to
m̂ pointing toward dusk (Laundal and Richmond, 2017). The coupling is promoted
by sustained periods of southward oriented Bsw,z, which are effectively caused by
two distinct, sporadic solar wind disturbances (e.g., Kilpua et al., 2017): Co-rotating
or Stream Interaction Regions (CIRs or SIRs) and Interplanetary Coronal Mass
Ejections (ICMEs). While the former are regions of locally compressed plasma
which form at the intersection between fast and slow stream sectors (e.g., Gosling
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and Pizzo, 1999), the latter are the interplanetary continuations of huge plasma
eruptions from active regions of the corona (e.g., Zurbuchen and I. G. Richardson,
2006).
In addition to these disturbances, solar magnetic activity varies regularly with a
period of about 27 days (one Bartels rotation), which corresponds to one synodic
solar rotation period (SR). The Earth is embedded either in an IMF sector pointing
away (GSM −Bsw,x) or toward (GSM +Bsw,x) the Sun, at which sector reversals
typically occur twice or four times per SR. This is explained by the Earth’s position
relative to the heliospheric current sheet (HCS; e.g., Smith, 2001), which is inclined
with respect to the ecliptic and displays azimuthal warps as does the skirt of a
twirling ballerina (Alfvén, 1977). According to the solenoidality of B (Equation
1.3), the toward and away solar magnetic fluxes through a heliocentric sphere are
balanced, so that the signed flux (of one radial polarity) should be half the value of
the unsigned flux. Since the radial component of the solar magnetic field is virtually
independent of latitude, the signed solar magnetic flux, Φsw, is retrievable from
point observations of Bsw,x near the Earth at rM ≈ 1 AU (L1), averaged over one SR
(Lockwood, 2013):

Φsw(rM) ≈ 2πr2
M〈|Bsw,x(rM)|〉SR

OSF(rS) = Φsw(rM)− E (1.15)

Φsw(rM) can be taken as an approximation of the coronal source magnetic flux, the
open solar magnetic flux (OSF), once the excess flux (E), accounting for additional
flux contributions arising between the source surface (rS = 2.5R�) and the measure-
ment point, has been subtracted (Lockwood et al., 2009a,b).
On even longer time scales, the solar wind structure varies with the SC (∼11 years)
phase (summarized by J. D. Richardson and Kasper, 2008). At solar minimum, the
solar magnetic field is dipolar, the coronal holes are concentrated at the poles, the
HCS (small tilt) and the streamer belt are located near the equator, and few ICMEs
occur. In contrast, the magnetic field is disordered at solar maximum with slow
solar wind originating from all heliolatitudes and frequent occurrences of ICMEs
(∼15 % of the solar wind at the Earth).

1.2.2.2 Solar wind-magnetosphere interaction

As the solar wind encounters the Earth’s magnetosphere, the plasma flow is abruptly
slowed and heated, forming the bow shock and the magnetosheath region in front of
the dayside magnetopause. Following from the frozen-in flux theorem, the plasma
of the magnetosheath can not simply diffuse into that of the magnetosphere, so
that the plasma populations are separated by the magnetopause current sheet (e.g.,
Birn et al., 1998; Speiser, 1973). However, it is precisely within such a thin current
sheet that the frozen-in flux condition can break down, which enables the process
of magnetic reconnection, i.e., the merging of two oppositely directed magnetic
field lines (see Treumann and Baumjohann, 2013).
In 1961, J. W. Dungey explained the large-scale plasma convection observed inside
the magnetosphere by two successive reconnection processes at the dayside mag-
netopause and the nightside magnetotail (Dungey, 1961, 1965). According to the



14 framework

“Dungey convection cycle”, the merging of antiparallel geomagnetic (northward
GSM Bz) and IMF (southward GSM Bsw,z) field lines at the magnetopause creates
two “open” field lines, each with one end attached to the Earth and the other
stretching into interplanetary space (see Milan et al., 2017, Fig. 1a for an illustration
of the “open magnetosphere”). The solar wind flow pulls the interplanetary parts
of the field lines to the nightside at which the plasma on the flux tubes senses
the dawn-dusk directed convection electric field, E = −vsw ×Bsw (cf. Equation
1.14). In the geotail, the two open field lines reconnect with each other again to
reform purely geomagnetic and interplanetary field lines. The cycle is completed
once the geomagnetic field lines have drifted back to the dayside through the outer
magnetosphere.
The rate at which energy is extracted from the solar wind by the magnetosphere is
approximated by so-called coupling functions, of which a great variety has been de-
rived over the years (e.g., Finch and Lockwood, 2007; Newell et al., 2007). They typ-
ically combine GSM Bsw,z and vsw as well as a geometry factor, θsw = tan−1

(
Bsw,y
Bsw,z

)
,

called clock angle.
The small fraction of the magnetosheath plasma that penetrates the magnetosphere
via the open magnetic field lines contributes to two relevant plasma reservoirs:
one just inside of the magnetopause, the magnetospheric boundary layer (plasma
mantle), which, along with the polar ionosphere, feeds the other, prime reservoir,
a slab-like plasma sheet in the magnetotail (e.g., Daglis et al., 1999; Welling and
Ridley, 2010).

1.2.2.3 Guiding center particle drift

Electrons and ions respond to the Lorentz force by gyrating around B in opposite
senses with cyclotron frequencies ωC = qBm−1 (in SI units). The center of the
gyration orbits, the guiding center, drifts according to the morphology of the electro-
magnetic field. As a direct consequence of the Lorentz transformation, electrons
and ions collectively “E ×B” drift with the velocity vE = (E ×B) B−2 from the
plasma sheet toward the Earth in the magnetic equatorial plane. At the same time,
they sense a strengthening spatial inhomogeneity of the Earth’s (dipole) magnetic
field, which eventually causes an azimuthal drift motion. The field’s gradient (∇B)
and its curved field lines (with local curvature radius Rc = −R2

c(∇B)B−1) produce
gradient and centrifugal forces, respectively, in response to both of which electrons
and ions move into different directions: electrons drift eastward (toward dawn) and
ions drift westward (toward dusk) around the Earth as viewed from above. Adding
the gradient (vG) and curvature (vC) drifts results in the total magnetic guiding
center drift (cf. Baumjohann and Treumann, 1997, p. 30),

vD =
v2
⊥

2ωCB2 (B ×∇B)︸ ︷︷ ︸
vG

+
v2
‖

ωCBR2
c
(Rc ×B)︸ ︷︷ ︸
vC

=

(
1
2

v2
⊥ + v‖

2
)
B ×∇B

ωCB2 , (1.16)

which is the perpendicular component of a particle’s instantaneous velocity, aver-
aged over one cyclotron turn, vD = 〈v⊥〉τC . As such, it plays an important role in
the formation of the ring current.
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1.2.2.4 Magnetospheric current systems with a spotlight on the ring current

Three large scale current systems flow in the magnetosphere: the system of Chapman-
Ferraro magnetopause currents and cross-tail currents in the outer magnetosphere
as well as the ring current system in the inner magnetosphere (illustrated in Mi-
lan et al., 2017, Fig. 1b,c). They are defined by their associated transverse current
densities (j⊥, Equation 1.4), which are related to the collective particle motion and
consist of two relevant contributions. The first one, jD, results from the spatially
averaged guiding center drift, vG⊥ = 〈vD〉, see Equation 1.16. The second one is the
“magnetization current”, jM , which accounts for the collective diamagnetic effect of
the cyclotron motion in form of a plasma magnetization, M = −P⊥B/B2, where
P⊥ = 1

2 ρNm
[
〈v2
⊥〉τC − vD

2] is the plasma pressure perpendicular to the magnetic
field (cf. Roederer and Zhang, 2014, chapters 5.2, 5.3). Adding jD and jM⊥ under
the assumed simplifying conditions (force-balanced state, no time dependence on
the time scale of interest, no inertial terms) gives the perpendicular current density
as derived by Parker, (1957), see also Ganushkina et al., (2018):

j⊥ = ρ · vG⊥︸ ︷︷ ︸
jD

+∇×M |⊥︸ ︷︷ ︸
jM

=
B

B2 ×
[
∇P⊥ +

(
P‖ − P⊥

) (B · ∇)B
B2

]
(1.17)

The two terms including P⊥ result from the magnetization current, while the remain-
ing one (∝ P‖ = ρNm〈v2

‖〉τC ) represents curvature drift (vC) that only contributes
in the case of anisotropic plasma pressure (P‖ 6= P⊥). In this representation, the
gradient drift (vG) has dropped out entirely.
According to Equation 1.17, current density is retrievable from plasma pressure
measurements. In the inner magnetosphere the plasma pressure is mostly due
to ions (protons) up to a few hundreds of keV (e.g., Keika et al., 2018; Williams,
1981). Radial plasma pressure profiles in the equatorial plane show a maximum
around 3 RE (e.g., Lui et al., 1987) which gives rise to a westward flowing symmetric
ring current (SRC) at the outer edge and an eastward flowing SRC at the inner
edge. Because of the decay of the magnetic field with radial distance, the westward
current is stronger than the eastward one, so that the net SRC is westward.
The injection of the plasma from the plasma sheet into the ring current causes
azimuthal plasma pressure gradients, which give rise to radially directed currents
(cf. Equation 1.17). As these currents cannot close in the magnetosphere, they do
so in the ionosphere via “Region-2” FACs (e.g., Vasyliunas, 1970). The part of the
current loop that coincides with the symmetric ring current is termed the partial
ring current (PRC). Observational evidence of the PRC does not only come from
plasma pressure distributions (see also Lui, 2003) but also from estimations of the
curl of the measured magnetic field disturbance (Equation 1.4; Le et al., 2004) and
the observation of Energetic Neutral Atoms (ENAs; e.g., Perez et al., 2015). While
instructive schematics of the whole ring current system are presented in Liemohn
et al., (2015, Fig. 1a,b) and Ganushkina et al., (2018, Fig. 5, 6), the historical cause of
events regarding ring current research is summed up in the “ring current biography”
by Egeland and Burke, (2012).
The specific importance of the ring current is that it decreases the strength of the
predominantly northward directed magnetic field observed at low and middle
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geomagnetic latitudes on the Earth’s surface. This phenomenon is quantified by the
Dessler-Parker-Sckopke (DPS) relation (Dessler and Parker, 1959; Sckopke, 1966),

∆H(0)
H0

= −2
3

Wp

Wm
⇔ ∆H(0) [nT] ' −4.15 · 10−30Wp [keV], (1.18)

which states that the horizontal intensity of the disturbance field at the Earth’s
center, ∆H(0), is related to the total energy of any steady distribution of trapped
particles in the magnetosphere (Wp). H0 is the horizontal, equatorial surface strength
of the Earth’s dipole field (Equation 1.2) and Wm = 4π

3µ0
H2

0 a3 is the total energy of
the Earth’s dipole field beyond the Earth’s surface.

1.2.3 Geomagnetic indices for ring current activity

Geomagnetic indices quantify the level of geomagnetic activity measured at ge-
omagnetic observatories. Depending primarily on the geomagnetic latitudes of
the underlying observations, their correlations with the solar wind-magnetosphere
coupling functions (section 1.2.2.2) vary (e.g., Finch et al., 2008) along with their sen-
sitivities to particular parts of the coupled system of magnetospheric currents. The
DPS relation (Equation 1.18) provides the physical basis upon which H-disturbances,
observed at low- and mid-latitude geomagnetic observatories, are interpreted in
terms of the total energy of ring current particles. An approximation to ∆H(0) is
given by the Disturbed storm time index (Dst; Sugiura, 1964; Sugiura and Kamei,
1991) which is based on hourly-averaged ∆H estimations from four observatories
at geomagnetic latitudes θ′M,i, spaced roughly equally in local time (LT), cf. Figure
1.2a:

Dst(t) =
4

∑
i=1

[Hi(t)− Hibase(t)− HiSq(t)︸ ︷︷ ︸
∆Hi

] ·
(

4

∑
i=1

cos
(
θ′M,i

))−1

(1.19)

Hi(t) are the horizontal field intensities measured at the four observatories at UT
hour t, and Hibase(t) are the corresponding baselines, i.e., the core field contribu-
tions. They are approximated by quadratic fits to annual means of H from the five
geomagnetically “quietest” days per month (Q-days; Johnston, 1943) of the current
and the four preceding years. Q-days are days at which the level of global geomag-
netic activity is lowest according to the Kp index (https://www.gfz-potsdam.de/
en/kp-index/).
Apart from the baselines, the Sq daily variation, HiSq(t), is subtracted from the
observatory measurements. It is approximated for each observatory and each year
by averaging H of those five local days per month (m) that have the largest overlap
with the five Q-days. Before averaging, the linear trends are calculated from the
hours just before and after the identified days and removed. The resulting twelve
monthly-averaged Sq time series, each spanning 24 hours in LT (t′), are expanded
in a double Fourier series fi(t′, m), from which HiSq(t) is determined for each UT
hour of that year.
Dst has become the standard measure of geomagnetic storms (e.g., Borovsky and
Shprits, 2017). Over time it has been extended to 1932 (Karinen and Mursula, 2005)

https://www.gfz-potsdam.de/en/kp-index/
https://www.gfz-potsdam.de/en/kp-index/
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and revised, particularly concerning the so-called “non-storm component” (e.g.,
Mursula and Karinen, 2005) and the Sq-field elimination procedure (Gannon and
Love, 2011; Love and Gannon, 2009), see Table 1.1. Despite its frequent use in space
weather applications (e.g., Rastätter et al., 2013), Dst’s original derivation scheme
causes problems which restrain its use, especially with regard to long-term studies:

1. Ignorance of quiet-time currents
Dst’s baseline is defined such that the index averages to zero on the Q-days
of a particular year. This is physically incorrect because the current systems
are always flowing. Consequently, Dst underestimates the total energy of the
trapped particles by an amount that varies with the SC.

2. Underestimation of solar-cycle variability
Because Q-days of solar minimum years are systematically quieter than those
of solar maximum years (e.g., Vennerstroem, 2000), the calculation of the
baseline from Q-days results in an underestimation of the true SC variation in
Dst.

Both problems are solved in the framework of customary geomagnetic field models.
Firstly, the utilization of vector magnetic field measurements from dedicated space-
craft missions (see Figure 1.2b) allows a proper internal-external field separation
during geomagnetically quiet conditions (see section 1.2.1.3). Secondly, the quiet
conditions are defined consistently over time, e.g., by setting a fixed threshold
for an independent geomagnetic activity index like Kp. To these effects, a 25 nT
quiet-time ring current level was first estimated by Langel et al., (1980) using Magsat
observations from two quiet days in November 1979. This was later refined by Lühr
and Maus, (2010), who determined a quiet-time range of 0–15 nT in dependence
of the phase of SC 23 (2000–2009), based on measurements from CHAMP and
Ørsted. The iterative inversion schemes of up-to-date geomagnetic field model
series thus allow a co-estimation of improved Dst-like indices with respect to prob-
lems 1 and 2. The index baseline results from the internal-external field separation,
which, in turn, is performed for quiet conditions defined according to the very
same index, usually in combination with Kp and a variant of a coupling function
(e.g., Em from Newell et al., 2007). Examples of such indices are VMD (Thomson
and Lesur, 2007), SVMD (Kunagu et al., 2013), MMA (Hamilton, 2013), and RC
(Olsen et al., 2014), summarized in Table 1.1. However, for the ground-based indices
(VMD, RC), the static, small-scale crustal field contribution which is not resolved
by the corresponding model presents a remaining problem. It locally influences
the observatory measurements by varying amounts, the “crustal biases”, whose
improper consideration in the baselines results in indices which are offset from the
true activity level (e.g., Lühr et al., 2017, for RC).
A fundamentally different approach is to model Dst based on measurements of
the solar wind plasma and IMF, which was first systematically done by Burton
et al., (1975). Their estimation of a 20 nT constant corresponding to the average
quiet-day currents is in compliance with the early satellite-based magnetic field
models and was also confirmed by more sophisticated solar wind-based models of
Dst (Temerin and Li, 2006, 2015). In the latter study spanning 1995–2009, the authors
demonstrate that Dst = 0 corresponds to a disturbance of −15 nT during solar
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minimum and between −20 to −30 nT during solar maximum (problem 1), and
that Dst underestimates the SC variability by ∼ 13 nT during this time (problem 2).
In addition to these specific shortcomings of Dst, the limitations of the general
concept of geomagnetic indices cause the following problems:

3. Ignorance of spatial asymmetry
By definition, geomagnetic indices cannot resolve any spatial asymmetry,
so that Dst does not capture the longitudinal disturbance field asymmetry
associated with the PRC.

4. Non-specificity regarding the source region
Being calculated from ground-level magnetic field measurements, Dst is
bound to be affected not only by the SRC but also by other large-scale magne-
tospheric current systems.

Problem 3 was addressed by Iyemori, (1990) who split the measured mid-latitude
disturbance field into a longitudinally symmetric (SYM-H) and a longitudinally
asymmetric part (ASY-H), see also Iyemori et al., (2010). SYM-H is very similar to
Dst, although one-minute resolved Bθ,M-components in the MAG system from six
out of 11 observatories are used, and the subtraction of the baseline and the Sq
variation is done slightly differently. Once SYM-H is subtracted from the distur-
bances ∆Bθ,Mi under consideration of a latitudinal correction at each observatory,
the range of the residuals gives ASY-H.
Taking advantage of the increased availability of one-minute data (Figure 1.2b)
and the current knowledge of the PRC’s geometry, Newell and Gjerloev, (2012)
derived the “SuperMag-based partial ring current indices” from 98 observatories,
i.e., one index for each six-hour magnetic local time sector (MLT; Laundal and
Richmond, 2017, Eq. 93): SMR-00, SMR-06, SMR-12, and SMR-18. These indices
show quantitatively that the disturbance attributed to the PRC is largest at dusk (18
MLT), followed by noon (12 MLT) and midnight (0 MLT), and lowest at dawn (6
MLT; roughly half as disturbed as dusk).
During geomagnetically quiet periods, the plasma pressure distribution is largely
symmetric, so that variations in Dst-like indices can be ascribed to the SRC. However,
it is during geomagnetic storms that problem 4 presents a significant complication
to the interpretation of the index’ variability in terms of individual current systems.
While the main contributors to the storm-time Dst have been identified with broad
consensus (SRC, PRC, tail and magnetopause currents), their relative intensity as a
function of the storm phase is still debated (e.g., Asikainen et al., 2010; Dubyagin
et al., 2014). Ganushkina et al., (2018) summarize the results from the corresponding
studies, based on both empirical as well as first-principles drift physics models (e.g.,
Liemohn et al., 2015): While the asymmetric current systems dominate the storm
main phase (first tail current, then PRC), the symmetric ones dominate the later
recovery phase (eastward and westward SRC).

Against this background, I tackle problems 1–3 in the publications presented
in the following chapters. Problem 4 remains an open question in solar-terrestrial
physics.
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Table 1.1: Geomagnetic index family for symmetric and partial ring current activity, sorted
according to the year they are first available. The upper (lower) table part lists
indices which are developed in the space weather (geomagnetic field modeling)
community. Vector quantities are denoted by bold-faced characters. The asterisks
indicate uncertain limits of the time series.

Index Time span Cadence Purpose Reference(s)

Dcx since 1932 1 hour Corrected, extended
Dst

Karinen and Mursula, (2005),
Mursula and Karinen, (2005)

Dst since 1957 1 hour Storm detection Sugiura, (1964),
Sugiura and Kamei, (1991)

Dst
5807-4SH since 1958 1 hour Improved removal of

Sq-field
Love and Gannon, (2009)

SMR since 1980 1 min MLT-sector-resolved
Dst

Newell and Gjerloev, (2012)

SYM/ASY since 1981 1 min Sizes of sym[asym]-
metric disturbances

Iyemori, (1990)

Dst
8507-4SM

(USGS-Dst)
since 1985 1 min 1-min version of

Dst
5807-4SH

Gannon and Love, (2011)

RC since 1997 1 hour Stable baseline Olsen et al., (2014)

VMD 2001–2005∗ 20 min Stable baseline Thomson and Lesur, (2007)

SVMD 2001–2010∗ ∼90 min
(orbit av.)

Adaptation of VMD to
CHAMP data

Kunagu et al., (2013)

MMA since 2014 ∼90 min
(orbit av.)

Dedicated to Swarm Hamilton, (2013)
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netic signal of magnetospheric currents on Earth based on observatory data
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2.1 publication 1

In the first study, the basic strategy for addressing the first part of the research
question is laid. The Annual Magnetospheric Currents index (AMC) is derived,
which can be seen as an annually resolved version of Dst, extended to 1900 and
improved with regards to problems 1 and 2.
I conceptualized the study in close collaboration with my supervisor and coauthor,
Monika Korte, who provided assistance regarding the utilization and comparison of
the already existing geomagnetic field models and the interpretation of the results.
I wrote the programming code concerning the derivation of AMC, performed the
calculations, produced the figures, and wrote the manuscript.

2.2 publication 2

In the subsequent study, the AMC derivation scheme from publication 1 is refined
so that an index with hourly resolution can be calculated, the Hourly Magneto-
spheric Currents index (HMC), on the basis of which the second part of the research
question is addressed.
The longer list of coauthors reflects the increased complexity of the task. I lead
the conceptualization of the study, at which I was supported by Monika Korte,
who provided continuous feedback throughout the whole working process. Yannik
Thomas, a student assistant, helped to get an overview of the digitally available,
heterogeneous record of hourly observatory measurements. He manually checked
and revised the geomagnetic field time series under my supervision. Upon my
request, Natalie Krivova proposed the comparison of HMC with the OSF and con-
sulted on its acquisition and interpretation. Her Ph.D. student at the time, Chi-Ju
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Wu, provided an extension of the F10.7 index to the past, which I used to estimate
the Sq-field.
As before, I wrote the programming code concerning the derivation of HMC,
performed the calculations, produced the figures, and wrote the manuscript. Ad-
ditionally, I handled the publication of the HMC index and the underlying geo-
magnetic data set in compliance with the Enabling FAIR Data Project guidelines
(http://www.copdess.org/enabling-fair-data-project/):

Pick, L. and M. Korte (2018). “HMC index.” In: GFZ Data Services.
doi: 10.5880/GFZ.2.3.2018.006

2.3 publication 3

In the last study, HMC and the underlying observatory data set from publication
2 are used to address the second part of the research question, this time with a
focus on problem 3. Based on machine-learning techniques, it is analyzed which
features of the storm-time asymmetric disturbance field are indicative of the solar
wind driver type in a statistical sense.
I lead the conceptualization of the study, at which I was supported by all three
coauthors. I consulted Frederic Effenberger regarding the existing catalogs of
already classified solar wind structures, and in general matters of solar and space
physics. Irina Zhelavskaya contributed with her expertise in the field of machine
learning.
Again, I wrote the programming code in form of a Jupyter notebook, performed
the calculations, produced the figures, and wrote the manuscript. As before, I also
handled the publication of the software and the corresponding input data set:

Pick, L. (2019). “ClassifyStorms - an automated classifier for geomagnetic storm
drivers based on machine learning techniques. V. 1.0.1.” In: GFZ Data Services. doi:
10.5880/GFZ.2.3.2019.003
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summary We introduce the Annual Magnetospheric Currents index as long-
term proxy for the geomagnetic signal of magnetospheric currents on Earth valid
within the time span 1900–2010. Similar to the widely used disturbance storm
time and “Ring Current” indices, it is based on geomagnetic observatory data, but
provides a realistic absolute level and uncertainty estimates. Crucial aspects to this
end are the revision of observatory crustal biases as well as the implementation of
a Bayesian inversion accounting for errors in the main field estimate, both required
for the index derivation. The observatory choice is based on a minimization of
index variance during a reference period spanning 1960–2010. The new index is
capable of correcting observatory time series from large-scale external signals in a
user-friendly manner. At present the index is only available as annual mean values.
An extension to hourly values for the same time span is in progress.
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3.1 introduction

The magnetic field of the Earth is highly irregular in space and time with relatively
slowly varying internal sources in Earth’s outer core, nearly static contributions
from the upper lithosphere and more rapidly changing extraterrestrial sources.
Over 90 % of this field is explained by a tilted axial dipole, that is produced by a
self-sustaining geodynamo in the fluid core and changes on timescales of several
months and beyond (secular variation, SV). This main field is overlain by the tempo-
rally stable crustal field from permanently magnetized rocks and comparably weak
but highly variable induced fields in the electrically conducting parts of the crust
and upper mantle. These originate as secondary contributions from the rapidly
changing magnetic fields generated by electrical current systems in the ionosphere
and magnetosphere.
Strategies to separate internal from external sources have been investigated since
1839 when Carl-Friedrich Gauss applied spherical harmonic analysis (SHA) to his
observations of the magnetic vector field (details in Olsen et al., 2010). Since then
the measurement network has steadily grown, with some observatories having
recorded SV for up to ∼175 years. In order to analyze the long-term time series with
regard to core flow dynamics, all external contributions need to be eliminated from
the measurements. The main influence that does not average out on SV timescales
is the near-Earth signature of the large-scale magnetospheric field (e.g. Korte and
Lesur, 2012). This is commonly removed by fitting of a core field model rather than
by directly cleaning the data as we propose here.
There are three current systems that regularly contribute to the magnetospheric
signal recorded in observatory data. These are the ring current in the inner mag-
netosphere as well as the magnetopause current (Chapman-Ferraro current) and
tail currents in the outer magnetosphere (details in e.g., McPherron, 1995; Wolf,
1995). They collectively produce a magnetic field at Earth that is globally southward
directed and aligned with the dipole axis of the main field (ZM axis, see appendix A
for details on coordinate systems). In particular it opposes the horizontal component
of the core field at low to mid geomagnetic latitudes, especially when geomagnetic
activity is high. During geomagnetic storms the disturbance field is dominated by
an intensified ring current circling Earth in the equatorial plane at radial distances
of 2–7 Earth radii (e.g. Daglis et al., 1999).
The Dst index (Sugiura, 1964) combines the degree of main field depression mea-
sured at four mid-latitude observatories (HON, SJG, HER, KAK) to characterize
the global strength of the magnetospheric disturbance field. To enhance its use for
geomagnetic field modeling, it was broken down into a direct external (Est) and
an indirect induced (Ist) signal (Maus and Weidelt, 2004; Olsen et al., 2005). Dst
was reconstructed for the years 1932–2002 and corrected for semiannual and sea-
sonal variations, a normalization according to observatory latitude and an unequal
weighting of the stations in a series of publications between 2005 and 2011 (see
Mursula et al., 2011). The outcome of these changes is called Dcx index (Mursula
and Karinen, 2005) and is publicly available at the Dcx index server (see appendix
B for external data references). Furthermore the removal of the solar-quiet variation
(Sq) was updated and the temporal resolution of the Dst increased to one minute
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(Gannon and Love, 2011).
Despite all these improvements Dst still suffers from baseline instabilities (Olsen
et al., 2005) that limit its adequacy for long-term studies. Therefore a new index
called RC (appendix B) was proposed as part of the CHAOS-4 geomagnetic field
model (Olsen et al., 2014). It was originally derived from observatory hourly means
(OHMs) at 21 globally distributed locations at low and mid geomagnetic latitudes
(−41◦ ≤ θ′M ≤ 54◦), excluding regions close to the geomagnetic equator that are
affected by the equatorial electrojet. The OHMs were stripped of internal field
contributions by subtracting a previous version of the CHAOS core field model. Sec-
ondly the resulting OHMs were averaged over quiet times (Kp ≤ 20, |dDst/dt| ≤ 2
nT/h) to approximate and subsequently remove lithospheric offsets at each site.
The observatory residuals were then transformed into the spherical geomagnetic
coordinate system (mag). At each universal time hour a SHA was performed on the
residual southward components (Bθ,M) from night-side observatories (local time
hours between 18 and 6). The RC index was then defined as the negative central
external dipole term (−q0

1), with the minus sign indicating a southward directed
field at the dipole equator. It can be split into a direct (RCE) and an induced (RCI)
part following the same strategy as for the Dst index (see above).
According to a recent assessment by Lühr et al., (2017), RC is much more consistent
with direct observations of the ring current effect made by the CHAMP satellite
than Dst is. Thus it has replaced Dst in up-to-date geomagnetic field models such
as the Swarm Initial Field Model (Olsen et al., 2015) as an hourly proxy for the
magnetospheric field intensity. However, none of these indices assesses the absolute
baseline of the quite-time magnetospheric field. Based on Magsat vector data the
quiet-time magnetospheric field level was first estimated as 20 nT by Langel and
Estes, (1985a) and Langel and Estes, (1985b). This first approximation was then
specified using nine years of CHAMP data that revealed a stable quiet-time field
of 13 nT with an additional variable part of up to 15 nT depending on the solar
cycle phase (Lühr and Maus, 2010). In the RC index derivation the crustal bias
estimates include the average quiet-time magnetospheric field, that is consequently
erroneously subtracted, causing a shift of RC to relatively less negative values.
In this study we propose a new index called AMC (Annual Magnetospheric
Currents), that describes the large-scale magnetospheric field disturbances for
1900–2010 with improved absolute level and uncertainty estimates taking into ac-
count uncertainties in the used core field model. A simple extension of the RC index
scheme to the past is not possible because many of the observatories used in the
RC index derivation did not exist and the CHAOS core field model series is not
valid before 1997.
We first give an overview of the involved observatory data (section 3.2.1) and the
geomagnetic field models (section 3.2.2). We then explain the estimation of obser-
vatory crustal biases (section 3.3.1) that are needed to form observatory residuals
(section 3.3.2) as the index basis. The actual derivation of the index is detailed in
section 3.3.3, followed by the presentation of results that are partitioned in a refer-
ence period 1960–2010 (section 3.4.1) and the long-term period 1900–2010 (section
3.4.2). The subsequent discussion covers the index’ absolute level (section 3.5.1), our
reasoning regarding data choice (section 3.5.2) and an example application (section
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3.5.3), before ending with conclusions (section 3.6). The appendices A–D provide
information on the coordinate systems, the data sources and the geomagnetic ob-
servatories as well as two extra figures. The AMC index is available in the online
supplement.

3.2 data and models

3.2.1 Data

We base our study on observatory annual means (OAMs). They are available from
the World Data Centre for Geomagnetism Edinburgh, hosted by the British Geo-
logical Survey (appendix B), that also provides information on the corresponding
locations, possible relocations and general measurement issues. Working with
annual means has the main advantage that short-lived ionospheric disturbances,
primarily the Sq daily variation, can be neglected. Although the Sq signal does
not cancel in an annual average, its amplitude stays below 2 nT at a typical mid
latitude observatory as Niemegk according to a study spanning the years 1960–2001
by Verbanac et al., (2007).
To identify a suitable database for our new AMC index, we consider the 21 observa-
tories selected for the original RC index (Fig. 3.1). Due to the better data quality
in the second half of the 20th century and the fact that some of the observatories
were established not until the International Geophysical Year 1957–1958, we initially
restrict our analysis to 16 candidates (details in appendix C) covering the period
1960–2010 without gaps greater than 10 years (see also Fig. 3.5). Based on a sensitiv-
ity analysis (section 3.5.2) we identified a set of nine observatories as ideal choice
for this period (“reference set”). Finally, five observatories from the reference set
offer time series reaching back to the early 1900s and form the “final set” for the
AMC index (section 3.4.2).

3.2.2 Models

Our requirements for modeled field contributions cannot be fulfilled by one model
alone: First, we need a long-term model of the main field that preferably covers the
complete observatory era (∼1840–present) to eliminate the core field influence from
the OAMs. Secondly, we need a recent global field model including satellite data to
estimate the large-scale external field at each observatory location. This is essential
in order to ensure that our proxies for the high-degree crustal field contribution are
free from external influences. Below, we briefly justify our decision in favor of the
COV-OBS and GRIMM-3.2 field models (sources in appendix B).

3.2.2.1 Long-term core field model

COV-OBS (Gillet et al., 2013) spans the period 1840–2010 and thereby is the only
available model covering the current century and all years back to the beginning of
observatory records. The ground-based data is essentially that used for the gufm1
field model (Jackson et al., 2000), which is supplemented by satellite data from
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Figure 3.1: Locations of the 21 observatories used to derive the original RC index in relation
to the geomagnetic equator (black line) from IGRF-12 for epoch 2015 (Thébault
et al., 2015). 16 observatories are candidates for the AMC index (bold style, IAGA
codes) and nine are found to be ideal during the reference period 1960–2010
(stars). Five observatories are finally chosen for the AMC index (red fillings).

the missions marked in Fig. 3.2. It is a “stochastic” field model that assumes a
Gaussian prior probability distribution for the spherical harmonic (SH) coefficients
of the geomagnetic potential that is expanded up to degree and order (d/o) 14. The
dependence of the coefficients on time is parameterized by cubic B-splines with a
knot spacing of two years. COV-OBS calculates an ensemble solution of up to 100
members whose statistics equip the user with uncertainties, that are not provided
by other core field models.
To demonstrate the usefulness of these uncertainties we compare COV-OBS to model
CM4 (Sabaka et al., 2004), spanning 1960–2002, as a representative of other existing
decadal field models. Following a “comprehensive approach” CM4 estimates all
internal and external sources of the geomagnetic field in a joint inversion of OHMs
and satellite data. The difference in the northward core field component, Xc, from
these two models is shown in Fig. 3.2 for four widely separated observatory
locations from the reference set. While mean model differences (red) stay within
∼10 nT at European and East-Asian locations, e.g. NGK, they climb to ∼20 nT at
other observatories onshore, e.g. GNA, and finally reach up to ∼30 nT at remote
island-based stations, e.g. HON and GUA. COV-OBS’ confidence interval is given by
three standard deviations, ±3σ, from the mean (gray band). It is reduced noticeably
by the inclusion of vector field satellite data from Magsat and missions in the 2000s
(orange bars 2 & 4). At most years (green horizontal bars), half the confidence
interval is wider than the absolute mean model difference. This means that COV-
OBS includes CM4 within its uncertainty, which seems reasonable overall.

3.2.2.2 Large-scale external field model

Seeking the most detailed description of external fields, the POMME (Maus et
al., 2010, version six) model series would be a reasonable choice. It incorporates a
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Figure 3.2: Yearly averaged differences between Xc components (core field, north, geodetic
nedd) of COV-OBS and CM4 up to d/o 14 calculated for 100 COV-OBS realiza-
tions (black) and their mean (red). The grey area marks the 99.73 % confidence
interval. Green bars indicate years when COV-OBS’ uncertainty envelope in-
cludes CM4. Satellite missions are 1: POGO series 2: Magsat, 3: DE-2, 4: Ørsted,
CHAMP & SAC-C successively. Observatory locations are given in geomagnetic
coordinates (mag).

dedicated magnetospheric field model (Lühr and Maus, 2010) that requires five solar-
terrestrial system parameters as input. Among them is the F10.7 index measuring
solar radio flux per unit frequency at 10.7 cm wavelength. It complements Est
in parameterizing the solar cycle dependence of the ring current. We use model
version eight for testing, but any version from six to 11 could have been chosen as
they all use the same magnetospheric field model.
The GRIMM-3.2 field model covers 2001–2010 and does not aim at describing
distinct external field sources. Instead the whole range of vector CHAMP data
at all local times is used to separate the rapidly varying external field from the
internal field. The external field parameterization closely follows that of the IGRF-
12 candidate by Lesur et al., (2015), in which Est and IMF By control the rapidly
varying part of the field. In the version we use, this is done by the SVMD index, a
satellite-based modification (Kunagu et al., 2013) of the VMD index (Thomson and
Lesur, 2007).
Further options apart from these are the CHAOS (Finlay et al., 2016, version six)
and CM (Sabaka et al., 2015, version five) model series. We reject both in order to
preserve independence of the RC index, which is used in the latest versions of both
these series. The Dst and RC indices provide additional possibilities of comparison
to check the plausibility of the two considered external field models. Fig. 3.3 shows
a common shape of the magnetospheric signal from models and indices at the same
four locations as in Fig. 3.2. The signal’s amplitude decreases with distance from
the geomagnetic equator (GUA→NGK) and so does the offset between models and
indices. Most importantly POMME-8 and GRIMM-3.2 are in remarkable agreement
despite their different modeling techniques. This suggests that the models provide
the correct absolute level of the magnetospheric signal as opposed to the indices
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Figure 3.3: Yearly averaged Ẋe components (external field, north, geocentric nedc) of the
large-scale external fields from GRIMM-3.2 (red) and POMME-8 (orange) in
comparison with Dst (blue) and RC (green) indices. The decomposition of
the indices into vector components is described at the end of section 3.3.3.
Observatory locations are given in geomagnetic coordinates (mag).

(see section 3.3.1). We favor GRIMM-3.2 as external field model given the simplicity
of running the forward code compared to POMME-8.

3.3 methods

In order to extract the large-scale external signal from the observatory measurements
the core field as well as local lithospheric anomalies have to be subtracted at each
site. While the main field is given by the COV-OBS field model (section 3.2.2.1),
crustal offsets need to be estimated individually for each observatory. Below we
describe the calculation of these biases followed by the calculation of measurement
residuals, on the basis of which the AMC index is derived.

3.3.1 Observatory crustal biases

Time-dependent core field models are generally limited to SH degrees that include
at most the large-scale lithospheric field (e.g. CM4 max. d/o 65). Crustal field
models (e.g. Enhanced Magnetic Model EMM2017, Meyer et al., 2017) reach SH
degrees up to 790 corresponding to a horizontal wavelength of 51 km. But even
these dedicated models cannot resolve crustal anomalies in the direct vicinity of the
observatories with amplitudes that may considerably exceed the external signal in
question. The magnetic field contribution of such anomalies is commonly termed
observatory crustal bias.
We assume the crustal biases to be constant over the period 1900–2010, thereby
neglecting the possible variation of lithospheric anomalies that are induced. Between
1960 and 2002 the crustal field changes in the range 15 ≤ d/o ≤ 19 are reported
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to be as weak as 0.06–0.12 nT/yr on average, not exceeding 1.3 nT/yr in South
America at observatory Kourou (Thébault et al., 2009).
Temporal invariability of the crustal contribution allows us to base the calculation
of biases on the GRIMM-3.2 field model (section 3.2.2.2) although it only covers
nine years out of the considered 110-year period. Biases Bbi are calculated for each
observatory location i = 1, . . . , n by averaging the differences between the OAMs
Boi(t) and core field Bci(t) (d/o ≤ 14) along with external field Bei(t) (d/o ≤ 2)
estimates from GRIMM-3.2:

Bbi =
1
9

2009

∑
t=2001

Boi(t)− (Bci(t) + Bei(t)) (3.1)

These biases (values listed in appendix C) include contributions from the transitional
spectrum range 15 ≤ d/o ≤ 18. For these degrees GRIMM-3.2 yields a maximum
root mean square core field intensity change of 0.08 nT/yr considering the locations
of the 16 AMC candidate observatories (Fig. 3.1). This is negligible compared to the
error introduced when subtracting the core field model and in line with the study
cited above.
The advantage of the calculation method in Eqn. 3.1 is that we remove an estimation
of the magnetospheric field Bei(t) prior to averaging. This way the constant part
of the external field signal is not included in the static lithospheric contribution
Bbi, which is not achieved in the calculation of the Dst and RC indices. Both these
indices underestimate the ring current effect by a constant amount (see Fig. 3.3), that
corresponds to the signal of the quiet-time background current and was erroneously
attributed to the observatory offsets.
This effect is also evident when comparing our biases to biases from studies that do
not consider the large-scale external field. Fig. 3.4 shows differences between our
biases Bbi and values from three other studies, namely Langel et al., (1982), Mandea
and Langlais, (2002) and Verbanac et al., (2015). While a detailed explanation of
disagreements between these biases at specific locations is beyond the scope of our
study, we want to highlight a systematic trend that is consistent across all studies.
The components Xbi (red) of our biases are larger than the reference biases by ∼27
nT on average (dashed red line). As the large-scale magnetospheric background
field is reducing the main field’s northward component, crustal biases calculated
from uncorrected data will display lower amplitudes than those calculated from
corrected data such as our offsets. On the basis of the new observatory biases we
consequently expect the resulting AMC index to have the correct absolute level.

3.3.2 Observatory residuals

Observatory residuals Bi(t) can now be estimated by subtracting the modeled core
field Bci(t) (COV-OBS, d/o ≤ 14) together with the corresponding crustal biases
Bbi (Eqn. 3.1) from the OAMs at each station i = 1, . . . , n and for each year in the
long-term period:

Bi(t) = Boi(t)− Bci(t)− Bbi (3.2)

The residual vectors Bi(t) should then essentially consist of the external magne-
tospheric signal. The major part of this signal can be represented by only one
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Figure 3.4: Differences between new biases (geodetic nedd) and biases from three other
studies (symbols). For these comparisons the effect of all jumps that occurred
either after 1982 or after 2002 were removed (see also Verbanac et al., 2015). The
values originally published by Langel et al., (1982) were taken from Gubbins
and Bloxham, (1985). Biases attributed to Mandea and Langlais, 2002 are the
means of their biases calculated either from Magsat or Ørsted data sets. The
new Xb components (crustal bias, north, geodetic nedd) are larger than those
from the reference studies by 26.72 nT on average (red dashed line).

vector component, ZM,i(t), that points northward along the main field’s dipole axis.
Starting from local geodetic (i.e. spheroidal) coordinates (nedd), Bi(t) is adjusted
to geocentric (i.e. spherical) coordinates (nedc or seuc) before being transformed
into the Cartesian geographic (GEO) and geomagnetic (MAG: XM,YM,ZM) systems.
The position and field vectors are finally converted to a spherical system (mag:
Bθ,M,Bφ,M,Br,M) ready for further analysis:

Bnedd

1→︸︷︷︸
WGS-84

[Bnedc , Bseuc ]
2→ BGEO

3→︸︷︷︸
IGRF-12

BMAG
4→ Bmag (3.3)

Refer to appendix A for the nomenclature and to Hapgood, (1992) for coordinate
transformations.

3.3.3 Index derivation

The pending task is to transfer the individual observatory residuals into a time-
dependent index with global validity. The simplest option is to consider an average
external signal ZM(t) as the arithmetic mean of residual components ZM,i(t) from
all contributing observatories at each year. This requires the residuals to be entirely
independent from the observatory location, which is analyzed in section 3.4.1.
A more sophisticated option is to apply a year-by-year SHA to the residuals
Bmag, called B hereafter, in which case their dependency on location (θM, φM, r -
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geomagnetic colatitude, longitude, radius) is considered. The observatory residuals
are taken to be the negative gradient of a scalar potential, Ve, that fulfills Laplace’s
equation:

B = −∇Ve , ∇2Ve = 0 (3.4)

We consider an external large-scale geomagnetic potential whose expansion into
spherical harmonics is truncated at degree one:

Ve(θM, φM, r) = a
1

∑
m=0

( r
a

)
[qm

1 cos (m · φM)

+ sm
1 sin (m · φM)] Pm

1 (cos (θM))

(3.5)

The potential increases with radial distance from Earth’s center (r) towards the
source region in the magnetosphere and is evaluated at a mean radius of a = 6371
km. Above, {q

s}
m
1 denote the three Gauss coefficients of degree one and order m and

Pm
1 are the Schmidt semi-normalized Associated Legendre Polynomials (Schmidt,

1917) including the Condon-Shortley phase factor.
The combined observatory residual vector B (k = 1, . . . , ND = 3 · n entries) contains
three vector components from each of the n observatories. It is connected to the
vector of Gauss coefficients x (3 entries) via the (ND × 3) matrix A:

Bθ1

Bφ1

Br1
...

Brn


︸ ︷︷ ︸

B

=



sin(θ1) cos(φ1)cos(θ1) sin(φ1)cos(θ1)

0 −sin(φ1) cos(φ1)

−cos(θ1) cos(φ1)sin(θ1) sin(φ1)sin(θ1)
...

...
...

−cos(θn) cos(φn)sin(θn) sin(φn)sin(θn)


︸ ︷︷ ︸

A

·

q0
1

q1
1

s1
1


︸ ︷︷ ︸

x

(3.6)

The inversion of this linear forward problem for the coefficients x should consider
the propagation of errors from B that are mainly due to uncertainties in the COV-
OBS main field results (section 3.2.2.1). We therefore adopt a Bayesian approach
(method detailed in e.g. Gelman et al., 2013) in which we assume an uninformative
prior probability density function (PDF), ρ(x) = 1, and a likelihood distribution
ρ(B|x) of multivariate Gaussian type B ∝ N (µ, Σ). The latter describes the spread
of the residuals, B, around reality, modeled as A · x, according to uncertainties
from COV-OBS. The residual mean, µ (ND entries), and covariance matrix, Σ

(ND × ND), are calculated from the COV-OBS main field ensemble comprising
j = 1, . . . , NE = 100 residual vectors, Bj, per time step. We neglect the off-diagonal
elements in Σ because errors in the components of B and among the observatories
are assumed to be uncorrelated. This way Σ is diagonal and contains the squares of
standard deviations σ:

µk =
1

NE

NE

∑
j=1

Bjk

Σk,k = σk
2 =

1
NE − 1

NE

∑
j=1

(
Bjk − µk

)2
(3.7)
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The posterior PDF ρ(x|B) is Gaussian as well with x ∝ N (µx, Σx), so its maximiza-
tion yields the mean of the Gauss coefficients:

µx =
(

ATΣ−1A
)−1

AT Σ−1µ (3.8)

The posterior covariance matrix, Σx (3× 3 entries), is symmetric with negligible
off-diagonal elements. It contains the variances of the coefficients on the diagonal:

Σx =
(

ATΣ−1A
)−1

=

σx(q0
1)

2 • ◦
• σx(q1

1)
2 �

◦ � σx(s1
1)

2

 (3.9)

Because the strongest magnetospheric signal is aligned with the dipole axis, we
define the AMC index as:

AMC := −q0
1 ∝ N

(
−µx(q0

1), σx(q0
1)

2) (3.10)

The negative sign makes our index definition comparable with those of the Dst
and RC indices as southward disturbances that are given with respect to the ZM

axis pointing northward along the dipole axis. In further agreement with Dst and
RC, the AMC index contains the direct external signal as well as the signal that is
induced in the conductive upper layers of Earth’s interior. A separation of these
two parts is possible following the strategy of Maus and Weidelt, (2004) or Olsen
et al., (2005), but is not necessary for our purposes at this stage.
The AMC index can be used to correct observatory data (Boθ , Boφ, Bor) for large-
scale external disturbances. To do so, AMC intensity needs to be split in three vector
components (AMCθ , AMCφ, AMCr) according to the following steps:

(i) Calculate the position of the geomagnetic dipole (θP
′,φP) and accordingly con-

vert the geocentric observatory position (θc, φ, r) to geomagnetic coordinates
(θM, φM, r). Colatitudes are named θ whereas latitudes are labeled θ′.

(ii) Determine the angle (D) between geographic and geomagnetic north:

D = s · cos−1
(

sin(θP
′)− sin(θc

′)cos(θM)

cos(θc
′)sin(θM)

)
, s =

−1 for 0◦ 6 φ− φP 6 180◦

1 otherwise

(3.11)

(iii) The index components are:

AMCr = cos(θM) ·AMC

AMCH = −sin(θM) ·AMC

AMCθ = cos(D) ·AMCH

AMCφ = −sin(D) ·AMCH

(3.12)

The corrected data is obtained by subtracting the appropriate index component in
Eqn. 3.12 from the corresponding observatory measurement.
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3.4 results

We begin with an analysis of the annual residual mean (µ, Eqn. 3.7) time series
from the 16 observatories in the reference set (Fig. 3.1), that leads the way to the
presentation of the AMC index.

3.4.1 Reference period: 1960–2010

Fig. 3.5 (top) shows residual mean components, ZM, that are sorted by the geo-
magnetic latitudes of the corresponding observatories from north (top) to south
(bottom). The vertical stripes illustrate a pronounced similarity of the residuals at
all sites. There is no distinct dependence on location.
The degree of the signal’s global uniformity improves with time. The middle panel
of Fig. 3.5 shows the scatter in amplitude (error bars) around the average external
signal ZM(t) from the 16 AMC candidate stations (red IAGA codes). For the period
1999–2010, the mean scatter is only 49 % of what it was in the previous period 1960–
1998. We attribute this reduction to the fact that COV-OBS profits from continuous
vector satellite data since the turn of the century (Fig. 3.2). Note that the scatter in
amplitude would have been larger by ∼11 nT on average, if we had used CM4 (57
nT) instead of COV-OBS (46 nT) as main field model.
The variations of the average external signal show clear resemblances to other
geomagnetic indices shown in Fig. 3.5 (bottom, sources in appendix B). Altogether
the extracted signal is consistent with the globally southward directed (negative ZM

values) magnetic field signature of the magnetospheric current system in response
to the solar cycle. Low-frequency variations thus respond to the F10.7 index with
some time-lag that cannot be estimated reasonably based on annual means but
should be about 20 months according to (Lühr and Maus, 2010). Under solar mini-
mum conditions the signal is expected to be particularly small, albeit still negative.
An extremely quiet year was 1965 when the only positive residual is calculated at
TAM (11 nT). If not a data issue, this could be caused by a non-vanishing contri-
bution from ionospheric currents, too small to be recognized at other times. The
exceptional character of that year is also expressed by the uniquely positive Dst
value (dashed line). This was corrected for the revised Dcx index (black line) by
Karinen and Mursula, (2005). However, our average external signal (middle panel,
blue line) correlates better with the Ap index (Pearson coefficient r = -0.94) than
with the Dcx index (r = 0.87).
In the top panel of Fig. 3.6a) the average external signal, ZM(t) (dashed line), is
compared to the AMC index (solid line) calculated either from the reference set of
nine observatories (green) or the final set of five observatories (blue). For recent
years, the temporal variability of all these results agrees with that of the annual RC
index (black). Likewise it agrees with an average over external field estimates from
GRIMM-3.2 (section 3.2.2.2) for the locations of observatories in the final set (red).
As expected (section 3.3.1) there is an offset between the RC index and the final
AMC index, which amounts to -12.2 nT ± 1.2 nT and is discussed further in section
3.5.1.
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Figure 3.5: Top: Observatory residuals ZM (north, geomagnetic MAG) from 21 observatories
(Fig. 3.1) sorted by geomagnetic latitude from north (top) to south (bottom). The
green horizontal line separates observatories north and south of the geomagnetic
equator. Missing annual means are marked in gray. IAGA codes of the 16
AMC candidate observatories (red) and the five final observatories (cyan) are
highlighted. Middle: Mean external signal ZM from AMC candidate stations
calculated using either COV-OBS or CM4. Error bars indicate the maximum
spread from the mean. Bottom: Annual means of the Dcx, Dst, Ap (negative)
and absolute solar flux index F10.7 (negative & scaled).

The error bars of the two AMCs overlap at all times within the 50-year period
(orange shaded region), except in the year 2003. The corresponding average external
signals tend to lie at comparable or more negative values than the AMCs and fall
within the overlapping region at most years. However, they are noticeably cutting
across the AMCs during the years 1979–1980 and 1999–2010, clearly surpassing the
common uncertainty boundaries in the latter case.
This behavior is linked to the variances of the core field estimates from COV-
OBS, that are located on the diagonal of the covariance matrix Σ (Eqn. 3.7). The
normalized trace of Σ measures the spatially averaged core field uncertainty and
is shown in the bottom panel of Fig. 3.6a) for both location sets. If the core field
uncertainty decreases, so does the uncertainty of the AMC index. This relation scales
with the number of contributing observatories, n, such that a gain in information, i.e.
a greater n, results in smaller AMC uncertainties. The efficiency of the uncertainty
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Figure 3.6: a) Top: Mean external signal ZM (dashed line) and AMC index with ∼99.73 %
confidence (solid line with error bars) for the reference set (green) and the final
set (blue) of observatories (Fig. 3.1). The times when the error bars overlap
are shaded in orange. Also shown are the RC index (black) and external field
estimates from GRIMM-3.2 averaged over the locations of stations in the final
set (red). a) Bottom: Trace of the COV-OBS covariance matrix Σ normalized by
the number of data points ND from the same two data sets. Vertical black lines
indicate years with distinct global patterns of COV-OBS main field uncertainties
that are presented in appendix D, Fig. 3.D1. b): Gray shaded region is the same
as in a) but here the complete time span 1900–2010 is shown with the total
sunspot number for comparison (right ordinate). Estimated linear trend for the
AMC index is 0.13 nT/yr (dashed black line).

reduction depends on the specific choice of observatories with regard to the global
distribution of core field uncertainty. If satellite data is available to COV-OBS, e.g.
in years 1980 and 2010 (Fig. 3.2), differences in core field uncertainty amongst
mid latitude observatories are marginal, so that their distribution is irrelevant to
the AMC index. However, for all other times, e.g. year 1990, COV-OBS’ core field
uncertainties are globally heterogeneous, favoring observatories in regions with
dense coverage, especially from Europe and Japan. Maps showing the core field
uncertainty from COV-OBS for the mentioned years can be found in appendix D,
Fig. 3.D1.
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3.4.2 Long-term period: 1900–2010

The final AMC index cannot be calculated from the OAMs in the reference set (Fig.
3.1), because three out of the nine observatories (KNY, LZH, SPT) do not provide
long enough time series. Additionally, special care has to be taken of observatory
relocations. Observatory residuals in the style of Fig. 3.5 with marked relocations
can be found in appendix D, Fig. 3.D2 for the long-term period. The figure indicates
that there are serious issues with the OAMs from Val Joyeux (VAL), the predecessor
of CLF, persisting roughly from 1906–1931. The complete time series was therefore
discarded which led to the final data set.
Based on core field estimations from COV-OBS we found that the secular variations
at subsequent locations of an observatory can differ substantially. In particular,
discrepancies are large between Greenwich (GRW) and Hartland (HAD), which
are separated by more than 300 km. We therefore calculated observatory residuals
individually for each location and reassembled the sections by applying an offset
accounting for the different observatory biases. This offset is estimated as the
difference between the jump modeled with COV-OBS (not including biases) and the
jump in the OAMs (including biases) at the year of the relocation. Data jumps are
documented in the BGS annual records, but in the case of POT→SED→NGK the
POT and SED values were already adjusted to the NGK location and jump values
had to be taken from (Bock, 1950).
The resulting long-term AMC index is shown in Fig. 3.6b) including the two panels
from a) in the gray shaded region. The increase of AMC uncertainties at earlier
times is expected, as is the fact that local minima closely follow peaks in the total
sunspot number (black, right ordinate). The AMC shows a small positive trend over
the 110-year period amounting to ∼0.13 nT/yr, that is not matched by the solar
activity evolution. In view of the large uncertainties we cannot confirm this trend
to be physically real at this point.

3.5 discussion

In this section we assess the presented AMC index in several regards. First, we
concentrate on the absolute level of the index and secondly discuss our observatory
choice as constrained by the index variance. Lastly, we apply the AMC index
to observatory measurements from the reference period and illustrate implied
scientific opportunities.

3.5.1 AMC absolute level

The excellent agreement of signal amplitudes between AMC and the GRIMM-3.2
estimate (Fig. 3.6a) is not conclusive given the fact that this model was used to free
our crustal biases from the average magnetospheric field (section 3.3.1). However,
the ∼13 nT amplitude of this field (Lühr and Maus, 2010, section 3.1) is adequately
met by the average offset between AMC and RC indices of -12.2 nT (Fig. 3.6a).
Furthermore, this offset is in the range of recently reported offsets amounting
to -9.1 nT needed for the RCE to match annual averages of CHAMP ZM values
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(Lühr et al., 2017) and -10 nT needed to match the −q0
1 SH coefficient of the CM5

geomagnetic model (Sabaka et al., 2015). The significance of both these comparisons
is partially restricted by the fact that AMC includes secondary induced signals in
addition to the direct external field and did not undergo any subjective quiet-time
selection procedure. Yet the reasonable agreements imply that the new crustal
biases enable us to determine the correct baseline for the AMC index. Lastly, it is
striking that the average external signal ZM(t) surpasses the AMC index only in
periods when vector satellite data is available (section 3.4.1). This suggests that COV-
OBS might overweight this data with respect to ground measurements, leading
to an underestimation of uncertainties (see also Fig. 3.2). Obviously, this effect is
especially strong since the beginning of the 20th century.

3.5.2 Observatory selection

The selection of the observatories in the reference set is based on the finding that the
information extracted from different observatory measurements is redundant (see
Fig. 3.5, top). Deviating AMC results for different observatory sets consequently
arise from the input variance only and are manifest in the AMC variance (Fig. 3.6).
Consequently the reference set should

(i) minimize the average variance over the period 1960–2010;

(ii) maximize the robustness against observatory replacement;

(iii) minimize computational complexity;

To address requirement (i), we calculated the AMC variance (σx(q0
1)

2, Eqn. 3.9) for
all possible combinations of candidate observatories, normalized by the average
AMC variance from all these 16 stations, and averaged over the time span 1960–2010
(α). Picking the observatories associated with the minimum α (“optimum set”) for
each set size leads to a characteristic relation describing the most efficient reduction
of index variance with data increase (Fig. 3.7a). Although not imposed a priori,
the optimum sets are generated by cumulatively adding the observatories in a
specific order starting with NGK (Fig. 3.7c, top). Regarding requirement (ii), we
then calculated the coefficient of variation (CV) for the α distributions of each set
size (Fig. 3.7c). CV increases linearly for sets of 15 down to nine, then rises more
quickly as the observatory number decreases to one. Owing to requirement (iii), we
ultimately decided for the reference set with nine stations as a compromise between
a low CV and a minimum observatory number (circle in Fig. 3.7c).
Although the five stations in the final AMC set (section 3.4.2) are not those in the
optimum set of size five {NGK,KAK,CLF,KNY,HAD}, they still fall below the 10th
percentile of the corresponding α distribution (Fig. 3.7b). This means that they
sufficiently, yet not optimally, reduce the index variance during 1960–2010 while
being as robust as possible against observatory drop outs during 1900–2010.
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Figure 3.7: a): Mean posterior variance (α) during 1960–2010 for all combinations of a
particular number of observatories (gray circles) ranging from 16 to one. The
black line connects station sets with minimum α for each set size (“optimum
sets”, red circles). The green circle marks the chosen reference set. b): Blow-
up of shaded area in a). The final AMC set (5?, blue circle) falls below the
10th percentile (black horizontal bar) of the corresponding α distribution. c):
Coefficient of variation (CV) for the α distributions (gray line) and linear fit to
n=9,. . . ,15 observatories (dashed line). The optimum set size is fixed at n = 9
(black circle). IAGA codes at the top indicate which n observatories (from right
to left) form the optimum sets.

3.5.3 AMC application

We now turn to a demonstration of AMC index performance regrading the removal
of external field signal from observatory data. Fig. 3.8 shows SV in the local
southward component (gray), because we expect the strongest regular external field
influence in this direction. SV is calculated from first differences of OAMs measured
at four locations. This is compared to modeled SV from COV-OBS (blue) and CM4
(green). The final AMC index is decomposed into its vector components (section
3.3.3) and the AMCθ time series is subtracted from the observatory measurements
prior to the calculation of corrected first differences (red). In general this reduces the
short-term variability of the measured SV time series so that the corrected curves
display less variability than the originals, but greater variability than the smoothed
global model results. This allows the identification of times at which the models
might suffer locally from an incomplete separation between internal and large-scale
external field components. For instance, CM4 seems to show some external field
leakage around the NGK location during 1995–2001, while COV-OBS might be
affected by a similar effect around GNA during 1975–1980. The latter also seems to
be the case for the region around HON.
The corrected SV time series are of particular interest when trying to identify the
typical “V”-shaped signature of geomagnetic jerks. This is often done on the basis
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Figure 3.8: Comparison between SV in Bθ components (south, geocentric seuc) from obser-
vatory measurements (gray) and AMC-corrected measurements (red) compared
to modeled SV from COV-OBS (blue) and CM4 (green). The AMC index was
decomposed into its vector components according to the observatory locations.
These are given here in geomagnetic coordinates (mag).

of monthly SV as in Brown et al., (2013) who use a method developed by Wardinski
and Holme, (2011) to remove external signal from the SV measurements. This
signal is approximated by the SV residual between observatory data (a popular
choice is NGK) and an internal magnetic field model. Compared to this procedure
the application of the AMC index with improved time resolution would be less
labor-intensive and more easily applicable regarding a worldwide use.
Our next aim is to increase the AMC index’ temporal resolution to hourly means.
This requires a dedicated removal of the ionospheric disturbance field from the
observatory residuals. One approach would be to consider the magnetic field of the
Sq current system as modeled by CM4 on the basis of F10.7, which reaches back to
1947. Annual reconstructions of F10.7 are available since the 17th century (Krivova
et al., 2010). These could be sufficient to parametrize the solar cycle dependence
even for the hourly index. Alternatively, Empirical Orthogonal Functions could be
applied to the observatory residuals in order to extract the spatiotemporal pattern
of the ionospheric disturbance field as in Shore et al., (2016). In either case, an AMC
index with hourly resolution could readily be used by researchers investigating
geomagnetic jerks as well as by global geomagnetic field modelers.

3.6 conclusions

The AMC index is based on five northern hemispheric observatories (HAD, NGK,
FRD, SJG, KAK) providing annual mean data from 1900 to 2010. Compared to the
Dst and RC indices it does include the average magnetospheric background signal
as a consequence of recalculated crustal biases, which have systematically larger
northward components than previously published values. The average offset of
-12.2 nT from the RC index during 1997–2010 seems plausible when compared to
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other studies indicating that the intensity of the near-Earth magnetospheric field
is represented correctly. Index uncertainties originate from those in the COV-OBS
main field model, that can be relatively large and globally heterogeneous during
the observatory era but decrease and converge notably in years with vector satel-
lite data. At such times we suppose that COV-OBS systematically underestimates
uncertainties. The final observatory combination is chosen because it provides a
reasonably low average AMC variance while being robust against station replace-
ments in case of data gaps or observatory drop outs. The preference of clustered
stations over a globally uniform distribution is an interesting result in view of the
signal’s large-scale character. We plan to investigate this matter further when we
upgrade the temporal resolution of the AMC index to hourly means in order to
meet current demands for SV studies and geomagnetic field modeling.
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appendix a : coordinate systems

Tab. 3.A1 summarizes the used coordinate systems and the nomenclature of the
associated components in the position and field vectors.

Table 3.A1: Nomenclature of field and position vector components in the different coordi-
nate systems used. ned abbreviates north, east, down and seu abbreviates south,
east, up. Note that Ẋ = −Bθ , Y = Ẏ = Bφ and Ż = −Br. Latitudes are labeled
θ′ while colatitudes are labeled θ.

Position vector Field vector

System Pos.1 Pos. 2 Pos. 3 Field 1 Field 2 Field 3

Spheroidal nedd θ′d φ h X Y Z

Spherical nedc θ′c φ r Ẋ Ẏ Ż

Spherical seuc θc φ r Bθ Bφ Br

Cartesian GEO xG yG zG XG YG ZG

Cartesian MAG xM yM zM XM YM ZM

Spherical mag θM φM r Bθ,M Bφ,M Br,M

appendix b : data sources

All sources were last accessed on September 10, 2017.

Data:

• OAMs – BGS (http://www.geomag.bgs.ac.uk/data_service/data/annual_means.shtml)

Activity indicators:

• Dst – NOAA (ftp://ftp.ngdc.noaa.gov/STP/GEOMAGNETIC_DATA/INDICES/EST_IST)

• Dcx – University of Oulu, Finland (http://dcx.oulu.fi/dldatadefinite.php)

• Ap – GFZ Potsdam via WDC Kyoto (http://wdc.kugi.kyoto-u.ac.jp/kp/index.
html)

• RC – DTU Space (http://www.spacecenter.dk/files/magnetic-models/RC/), ver-
sion from 12/06/17

• F10.7 – NOAA (ftp://ftp.ngdc.noaa.gov/STP/space-weather/solar-data/solar-features/
solar-radio/noontime-flux/penticton/penticton_absolute/listings), “Series D
Flux”

• Total sunspot number – SILSO (http://www.sidc.be/silso/datafiles)

Models:

• COV-OBS – DTU Space (http://www.spacecenter.dk/files/magnetic-models/COV-OBS/)

• GRIMM series – GFZ Potsdam (https://www.gfz-potsdam.de/en/section/geomagnetism/
data-products-services/geomagnetic-field-models/), up to version 3.0

• CM4 – NASA (https://denali.gsfc.nasa.gov/geomag.html), not available anymore

• POMME-8 – CIRES (http://geomag.org/models/pomme8.html)

http://www.geomag.bgs.ac.uk/data_service/data/annual_means.shtml
ftp://ftp.ngdc.noaa.gov/STP/GEOMAGNETIC_DATA/INDICES/EST_IST
http://dcx.oulu.fi/dldatadefinite.php
http://wdc.kugi.kyoto-u.ac.jp/kp/index.html
http://wdc.kugi.kyoto-u.ac.jp/kp/index.html
http://www.spacecenter.dk/files/magnetic-models/RC/
ftp://ftp.ngdc.noaa.gov/STP/space-weather/solar-data/solar-features/solar-radio/noontime-flux/penticton/penticton_absolute/listings
ftp://ftp.ngdc.noaa.gov/STP/space-weather/solar-data/solar-features/solar-radio/noontime-flux/penticton/penticton_absolute/listings
http://www.sidc.be/silso/datafiles
http://www.spacecenter.dk/files/magnetic-models/COV-OBS/
https://www.gfz-potsdam.de/en/section/geomagnetism/data-products-services/geomagnetic-field-models/
https://www.gfz-potsdam.de/en/section/geomagnetism/data-products-services/geomagnetic-field-models/
https://denali.gsfc.nasa.gov/geomag.html
http://geomag.org/models/pomme8.html
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appendix c : observatory information

Tab. 3.C1 lists observatory locations in geodetic and geomagnetic coordinates as
well as our recalculated crustal biases.

Table 3.C1: Locations of candidate observatories and corresponding crustal biases. Locations
in geomagnetic coordinates were calculated for mid 2010 by linear interpolation
between coefficients from IGRF-12 (Thébault et al., 2015). OAMs for 1997–2010
were checked against annual means from OHMs revised by Macmillan and
Olsen, (2013). Three OAMs were replaced by these corrected data (KNY X&Y
at 2003.5 and ESA X at 2001.5). Observatories used to derive the AMC index
have bold IAGA codes.

Geodetic coord. (nedd) Geomagnetic coord. (mag) Crustal bias (nedd)

Code lat
[◦] θ′d

lon
[◦] φ

alt
[km] h

lat [◦]
θ′M

lon [◦]
φM

rad [km]
r - 6371

Xb
[nT]

Yb
[nT]

Zb
[nT]

HAD 51.0 -4.48 0.095 53.58 80.15 -5.64 -38.89 14.1 69.32

NGK 52.07 12.68 0.078 51.66 97.62 -6.05 -18.28 -3.1 -84.02

CLF 48.03 2.26 0.145 49.56 85.72 -4.49 -65.11 -15.79 101.0

FRD 38.21 -77.37 0.069 47.93 -6.02 -0.93 73.42 -50.88 116.84

SPT 39.55 -4.35 0.922 42.45 76.13 -0.57 9.86 9.09 -30.43

SJG 18.12 -66.15 0.424 27.9 6.57 5.51 -47.27 135.39 127.52

KAK 36.23 140.19 0.036 27.49 -150.73 -0.26 8.02 12.01 -100.3

LZH 36.09 103.85 1.56 25.97 176.48 1.32 23.05 0.43 -103.64

TAM 22.79 5.53 1.373 24.4 82.06 5.32 59.83 -220.96 -50.2

KNY 31.42 130.88 0.107 22.03 -158.76 1.47 5.91 53.01 -49.88

HON 21.32 -158.0 0.004 21.59 -89.66 4.33 -160.34 84.97 -331.6

MBO 14.38 -16.97 0.007 19.78 57.83 5.84 125.59 35.24 66.69

GUA 13.59 144.87 0.14 5.51 -143.88 6.11 135.82 76.39 41.64

PPT -17.57 -149.57 0.357 -15.03 -74.5 5.56 -894.97 -1034.71 -390.18

HER -34.43 19.23 0.026 -33.91 84.72 0.37 30.36 9.05 31.25

GNA -31.78 115.95 0.060 -41.45 -170.68 1.30 -13.36 -100.61 115.75
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appendix d : additional figures
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Figure 3.D1: Interpolated main field variances σ2 on a 15◦lat/15◦lon grid (black crosses)
from COV-OBS ensemble (100 members). For each location variances of all
three vector components X, Y & Z were calculated and then averaged. Red
dots indicate the locations of the 16 AMC candidate observatories. The chosen
times 1980.5, 1990.5 & 2010.5 correspond to those indicated by black vertical
lines in Fig. 3.6a). Note the different scale of the color bars for 1980.5/2010.5 &
1990.5.

Figure 3.D2: Observatory residuals ZM (north, geomagnetic MAG) from six observatories
spanning 1900–2010 sorted by geomagnetic latitude from north (top) to south
(bottom). Red IAGA codes indicate observatories chosen for the AMC data
set. Vertical bars indicate relocations of the observatories that either offer
an overlap of OAMs (magenta) or not (green). The consecutive IAGA codes
are GRW→ABN→HAD, POT→SED→NGK, PSM→VLJ→CLF, CLH→FRD,
VQS→SJG1→SJG2, TOK→KAK.
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abstract We use hourly mean magnetic field measurements from 34 mid
latitude geomagnetic observatories between 1900 and 2015 to investigate the long-
term evolution and driving mechanism of the large-scale external magnetic field
at ground. The Hourly Magnetospheric Currents (HMC) index is derived as a
refinement of the annual version AMC (Pick and Korte, 2017, https://doi.org/10.
1093/gji/ggx367). HMC requires an extensive revision of the observatory hourly
means. It depends on three third party geomagnetic field models used to eliminate
the core, the crustal and the ionospheric solar-quiet field contributions. We mitigate
the dependency of HMC on the core field model by subtracting only non-dipolar
components of the model from the data. The separation of the residual (dipolar)
signal into internal and external (HMC) parts is the main methodological challenge.
Observatory crustal biases are updated with respect to AMC and the solar-quiet
field estimation is extended to the past based on reconstructed solar radio flux
(F10.7). We find that HMC has more power at low frequencies (periods ≥ one year)
than the Dcx index, especially at periods relevant to the solar cycle. Most of the
slow variations in HMC can be explained by the open solar magnetic flux. There
is a weakly decreasing linear trend in absolute HMC from 1900 to present, which
depends sensitively on the data rejection criteria at early years. HMC is well suited
for studying long-term variations of the geomagnetic field.
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4.1 introduction

Models of Earth’s internally generated magnetic field have experienced considerable
progress in the last two decades when high spatial resolution satellite data from
dedicated missions (Ørstedt, CHAMP and Swarm) became available to complement
the geomagnetic observatory record. This advance has now stalled due to the
difficulties in properly accounting for external fields, i.e. magnetic fields originating
from outside of Earth (Finlay et al., 2017). On the timescale of the “historical era"
(∼1840–now) this applies to large-scale fields that fluctuate at rates comparable to
relatively rapid, sub-decadal secular variation (SV) of the internal field (e.g. Gillet
et al., 2010). These fields originate from electrical current systems in the inner and
outer magnetosphere (recent reviews by Ganushkina et al., 2018; Milan et al., 2017).

Magnetospheric fields are often parameterized in spherical harmonic based global
field models using time variations from “geomagnetic activity" indices, derived
from ground observatory data (Kauristie et al., 2017). For signals from the inner
magnetosphere the parameter traditionally used is the Dst index (Sugiura, 1964) or
its corrected and extended version Dcx (Mursula and Karinen, 2005). However, it is
well known that Dst (Dcx) is inappropriate for long-term modeling of the geomag-
netic field, because its instable baseline (e.g. Olsen et al., 2005; Temerin and Li, 2015)
causes an underestimation of the solar cycle variation in magnetospheric magnetic
fields. In their magnetospheric field model, Lühr and Maus, (2010) compensate for
this effect using the 81-day running mean of the 10.7 cm solar radio flux (F10.7),
lagged by ∼20 months. In the context of this study it is important to understand the
connection between solar magnetic and geomagnetic activity. The solar magnetic
field emerges at the Sun’s surface in form of active and smaller ephemeral magnetic
regions (Harvey, 1994; Krivova and Solanki, 2004). Active regions dominate the
variability on time scales up to a solar cycle (∼11 years), whereas ephemeral regions
are responsible for longer-term variations (Harvey, 1992; Solanki et al., 2000, 2002).
Both sunspots (SN is the total sunspot number) and F10.7 originate from active re-
gions and are good proxies of solar magnetic activity in general (e.g. Tapping, 2013).
However, they do not represent well the longer-term changes in the solar magnetic
field. Furthermore, SN and F10.7 have no physical relation with the variability of
magnetospheric magnetic fields, measured by geomagnetic activity indices like
Dst. Geomagnetic activity ultimately results from the interaction of the near-Earth
Interplanetary Magnetic Field (IMF) with Earth’s magnetic field. The source of
the IMF is the so-called open solar flux (OSF), which is the part of the total solar
magnetic field that leaves the Sun and enters the heliosphere in radial direction (e.g.
Lockwood, 2013, details in section 4.2.2.2). This part includes contributions from
both active and ephemeral regions. Consequently, OSF physically links solar and
geomagnetic activity, while being able to capture the long-term variability (> 11
years) in the solar magnetic field.
The mentioned shortcomings of Dst motivated the creation of index alternatives for
specific satellite-based model series, most importantly the VMD index (Thomson
and Lesur, 2007) for the GRIMM series (most recent version by Lesur et al., 2015)
and the scalar RC index (Olsen et al., 2014) for the CHAOS series (most recent
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Figure 4.1: a: AMC ±3σ (black & gray; Pick and Korte, 2017) with linear fit (dashed) in
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are the slope, the P-value for testing the null hypothesis, and the coefficient of
determination. b: Annual means of SN (gray) and absolute F10.7 flux (magenta)
as proxies for solar magnetic activity. Solar cycles are numbered in gray.

version by Finlay et al., 2016). Such efforts were expanded to the historical era by
Pick and Korte, (2017), who defined the scalar Annual Magnetospheric Currents
index (AMC) covering the years 1900 to 2010 (Fig. 4.1). While VMD and RC are
developed to address the particular needs of their corresponding models, AMC is a
stand-alone proxy for the absolute strength of magnetospheric currents at ground
including uncertainty estimates.
AMC is particularly useful to reduce the contribution of magnetospheric distur-
bances in geomagnetic observatory data for studies of SV. However, a higher index
cadence is needed to allow adequate use in combination with e.g. investigations
of geomagnetic jerks (monthly resolution) or other standard geomagnetic field
models and indices (hourly resolution). This is why we move from the AMC to
the HMC (Hourly Magnetospheric Currents) index. Wardinski and Holme, (2011)
and subsequently Brown et al., (2013) developed more elaborate methods to “de-
noise" observatory monthly means, but the advantages of the method are only fully
brought to bear if a long-term high-quality reference station is available in the close
vicinity of the observatory whose data are to be denoised. Going back in time such
data become increasingly scarce which is when HMC can contribute. Furthermore,
HMC can help to address two open questions with respect to AMC that we discuss
in this study:
Q1 A linear fit to AMC reveals a statistically significant decrease (absolute values)
of 0.13 nT/yr or 35 % with respect to the level at 1900 (Fig. 4.1a, dashed line). Is the
trend real, i.e. did the magnetic effect of magnetospheric currents on Earth get weaker over
time?
Q2 A validation of [A/H]MC solar cycle dependent variability by a comparison to
SN or F10.7 (Fig. 4.1b) is unsatisfactory, as explained above. Given the established
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link between OSF and geomagnetic activity, can the variability in [A/H]MC be traced
back to that in OSF?

4.2 data

4.2.1 Geomagnetic data used for HMC

The HMC index is based on hourly means of magnetic field measurements from
34 observatories obtained from WDC Edinburgh with observatory locations made
available by the IAGA. We refer to specific observatories by their three-letter IAGA
codes (www.bgs.ac.uk/iaga/vobs).
For the best possible retrieval of magnetospheric current signal the observatories
should cover different magnetic local times (MLT), while avoiding high latitude dis-
turbances (i.e. ionospheric auroral currents) and the ionospheric equatorial electrojet
flowing along the magnetic equator on the dayside. Also, both hemispheres should
be covered by data in order to mitigate hemispheric differences in the signal (e.g.
Gannon, 2012). This places potential observatories in two mid-latitudinal regions
10◦ ≤ |θ′M| ≤ 50◦ (Fig. 4.2, gray shaded), with dipole latitude θ′M in the geomagnetic
coordinate system (mag, definition in Russell, 1971). Within these boundaries we
identified the longest time series from all observatories operating during the time
span in question. These include composite time series from observatory clusters.
On the one hand, such clusters consist of IAGA-designated predecessor-successor
stations, e.g. Cheltenham (CLH, Canada) and Fredericksburg (FRD, Canada). On
the other hand, clusters are formed by observatories that are separated less than
300 km but are not officially replacing each other, e.g. Wien Auhof (WIA, Germany)
and Hurbanovo (HRB, Slovakia). The search radius of 150 km was selected as a
typical upper bound between official predecessor-successor observatories (CLH
and FRD are exceptionally far apart).
The observatories and clusters finally chosen to contribute to HMC are labeled in
Fig. 2. Caution is needed in case of the observatory M’Bour (MBO, Senegal) that is
located within the realm of the South Atlantic Anomaly where the geomagnetic
equator θ′M = 0 (gray line) deviates significantly from the “true" magnetic equator
θ′true = 0 (black lines), calculated from IGRF-12 (Thébault et al., 2015). We verified,
that the characteristic features of HMC are not particularly sensitive to data from
MBO (section 4.5.1).
An overview of the selected data is given in Fig. 4.3. For this diagnostic plot we
subtracted the temporally varying core field contribution (from model COV-OBS.x1;
Gillet et al., 2015) and static lithospheric biases (section 4.3.1) from the time series
to facilitate the detection of spikes, jumps and drifts by visual inspection. Spikes
are single standout values, which we corrected if caused by obvious typos or else
set to NAN. We eliminated sudden steps in the time series (“jumps", e.g. Fig. 4.3a,
SVD) by joining the lower and upper edges of the step. Lastly, we identified times
of smooth and gradual changes, spanning months to several years, that are unique
to one particular observatory (“drifts", e.g. Fig. 4.3b, SSH). Such structures can-
not be produced by magnetospheric sources and are consequently eliminated by
subtracting either a Polynomial or a Fourier fit to the data segment in question.

www.bgs.ac.uk/iaga/vobs
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Figure 4.2: The 70 observatories and observatory clusters with the longest time series during
1900–2015 (color coded, max. 116 years). For clusters only the most recently
active observatory is shown. HMC observatories (labeled) fall within 50◦ of mag
latitude (θ′M, gray shaded), excluding the geomagnetic equator (gray line for
2015). The position of the true magnetic equator (θ′true = 0) is calculated from
IGRF-12 for 1900, 1950 and 2015 (black lines). AMC observatories are framed in
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Extensive modifications have been carried out particularly on the Z components
from observatories VLJ, EKT, CLH, TOK, VQS & VSS at early years. There are cases
where the revised data still show characteristics not seen elsewhere in the same
time series nor in any of the other observatories (dashed boxes in Fig. 4.3). The
influence of these segments on HMC as well as the drifts is discussed in section
4.5.1.
Finally, core and lithospheric contributions were again added to the altered residua
to give a revised set of hourly means. Note that our data processing is tailored to
isolate large-scale external field contributions. Signatures of either residual SV or
artificial drifts cannot be differentiated and are both removed from the time series.
Consequently, our revised set of hourly means is not appropriate for investigations
of the internal geomagnetic field.

4.2.2 Proxies of solar magnetic activity

4.2.2.1 The 10.7 cm solar radio flux

The F10.7 flux is widely used in the field of geomagnetism to describe the influence
of solar activity on the ionospheric magnetic field (Olsen, 1993). It is measured
consistently on a day-to-day basis in Canada since February 1947, first by a radio
telescope near Ottawa and then at the Dominion Astrophysical Observatory near
Penticton. We have extended the record back to 1610 using the SATIRE-T model
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(Krivova et al., 2010; Wu et al., 2018). This model employs observations of sunspot
numbers (since 1610) and areas (since 1876) to reconstruct the past evolution of
the solar surface magnetic field as well as changes in the solar total and spectral
irradiance. Past changes in F10.7 are then reconstructed through a regression
analysis between the solar surface magnetic field and the measured F10.7 flux.

4.2.2.2 The open solar magnetic flux

The OSF is formed by that part of the solar magnetic field, which is blown out into
the heliosphere where it threads a “coronal source surface", usually taken to be a
heliocentric sphere at rS = 2.5R� (R� is mean solar radius). The “signed" OSF, i.e.
the flux of one radial field polarity, can be calculated as follows:

OSF(rS) = 2πr2
M < |Br(rM)| >27 d −E. (4.1)

Br is the radial component of the IMF pointing away from the Sun, equivalent to
−Bx in the Geocentric Solar Ecliptic (GSE) frame. Averaging of |Br| over 27 days
(one Bartels rotation) eliminates variations with coronal longitude. The excess flux
E accounts for magnetic field contributions generated between the source surface
(rS) and the measurement point (rM), which do not reflect the coronal source field.
It is calculated from the longitudinal IMF component and the solar wind speed
(vsw) following Lockwood et al., (2009a,b) to give the “kinematically corrected"
OSF (Eq. 1). All required quantities are taken from the OMNI-2 low resolution
(hourly-averaged) data set, comprising measurements from near-Earth satellites
at rM = 1 AU (currently Wind, ACE) since November 1963. Due to data gaps in
early years, a continuous record of the 27-day averaged kinematically corrected
OSF starts in the beginning of 1974.
OSF is linked to HMC as follows (see review by Lockwood, 2013):

OSF ∝ |Br|
1. Parker spiral
−−−−−−−−−→

theory
B, vsw

2. sw–magnetosphere
−−−−−−−−−−−−−→

coupling
HMC (4.2)

Br is connected to the magnitude of the IMF (B) and vsw by Parker’s spiral theory
(Parker, 1958, 1963). The product B · vn

sw quantifies the coupling between the solar
wind and the magnetosphere (e.g. Finch and Lockwood, 2007), whereby an influx of
solar wind particles alters magnetospheric current systems and triggers a response
in HMC. Since the sensitivity to magnetospheric current systems varies among
different indices, their correlations with B · vn

sw peak for different n (Lockwood et al.,
2013b). Relation 2 is valid for (a) an averaging time greater than one year (Stamper
et al., 1999) and (b) a homogeneous response of the geomagnetic data to vsw, i.e. a
constant optimum n (Lockwood et al., 2013a).
Lockwood et al., (2014) reconstruct OSF back to 1845 with an annual resolution in
three steps: First, B and vsw are reconstructed from the geomagnetic indices IDV(1d)
(Lockwood et al., 2013a) and a corrected version of aa (aac), using connection 2
of relation 2 above. Secondly, |Br| is calculated using connection 1. Lastly, |Br| is
regressed against the observed kinematically corrected OSF (Eq. 4.1) to give the
kinematically corrected, reconstructed OSF (see Supporting Information, Text S3).
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4.3 methodology

The modeling strategy follows the derivation scheme of AMC, which assumes the
field produced by magnetospheric currents to be large-scale, i.e. being represented
by spherical harmonic (SH) degree N=1, and axisymmetric with respect to the
dipole axis. We use all local times, including daytime observatories, and the full
vector, including the vertical downward component (Z). This is because we prioritize
the use of all available data carrying the signal in question over the avoidance of
ionospheric fields (during daytime) and the induced signal (Z), which are globally
heterogeneous. Furthermore, a proper treatment of induced signal requires an
appropriate conductivity model, possibly a 3-D model to account for the “ocean
effect" (Grayver et al., 2017), and we would like to leave this choice to the user of
HMC.

4.3.1 Processing

First, we calculate residua ~Bi(t) for all observatory time series, i = 1, . . . , No (max.
No is 21), by subtracting estimates for the core field, ~Bci(t), the mid-latitudinal
ionospheric field, ~Bii(t), and the static, high-degree crustal field, ~Bbi, from the
revised observatory data ~Boi(t):

~Bi(t) = ~Boi(t)−
(
~BcND,i(t) + ~Bii(t) + ~Bbi

)
(4.3)

~Bbi = 〈 ~Boi(t)−
(
~Bci(t) + ~Bii(t) + ~Bei(t)

)
〉[1999,...,2015], quiet & dark (4.4)

For the core field, the choice of COV-OBS.x1 is practically without alternative as
there is no other published core field model covering the historical era up to the
present. HMC is particularly sensitive to the dipole component (N = 1) of this
core field model. We therefore do not subtract the complete model but only the
non-dipole (ND) model part corresponding to SH degrees N = 2, . . . , 14, ~BcND,i(t).
This way we do not need to assume that COV-OBS’s internal dipole component
is correct and we can perform the separation of signal into internal and external
contributions ourselves.
As we include daytime data we need to remove as far as possible the mid latitude
ionospheric field ~Bii(t) peaking around local noon when photoionization by the Sun
maximizes. This field causes the so-called solar-quiet (Sq) variations (e.g. Yamazaki
and Maute, 2017) and we consider it in a climatological sense by the CM4 model
(Sabaka et al., 2004). CM4 can be evaluated outside of the validity interval of the
corresponding core field description (1960–2002) with appropriate values for the
monthly mean F10.7 flux (three month moving averages). To this end we supple-
ment the record of measured F10.7 flux (starting in 1947) with reconstructed F10.7
flux starting in 1900 (section 4.2.2.1). An example of Sq variations in the northward
component (X) at Apia observatory (API, Western Samoa) for 15 days in September
2014 is shown in Fig. 4.4a before (gray dashed) and after (gray solid) CM4 has been
subtracted. The amplitude of the variation clearly reduces, although CM4 can not
handle the day-to-day variability.
For the crustal biases, ~Bbi, we use the CHAOS model (version six, Finlay et al., 2016)
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Figure 4.4: a: Measurement residua and crustal bias at API. Residua before (gray dashed)
and after (gray solid) CM4 was removed with data points for crustal bias
calculation (blue crosses). Final bias (blue solid) and short-term bias (blue
dashed) fall within a 49.2 nT wide range (blue shaded) spanned by all short-term
biases. b: Quiet (|dRC/dt| ≤ 2.0, blue; Kp ≤ 20, black) and dark (solar elevation
angle ≤ −10◦, gray) selection criteria for crustal bias data. c: Sketch illustrating
the calculation of the crustal bias ( ~Bb1) for an observatory (Obs. 1), that was
relocated prior to 1999 (thereafter Obs. 2) from differences in measurements (so)
and core field estimates (sc) at the two sites (see text and Eq. 4.5). d: Crustal
biases (bars) with median absolute deviations (small labels), see Table 4.S1 of
the Supporting Information. Biases for predecessors are shown in faded colors.

to estimate the recent internal (~Bci(t)) and external magnetospheric (~Bei(t)) field
contributions in Equation 4.4. Considering ~Bei(t) ensures a correct baseline level
of HMC (see Pick and Korte, 2017, section 3.3.1). We apply the same criteria for
selecting geomagnetically quiet (Kp ≤ 20, |dRC/dt| ≤ 2.0) and dark (Sun at least
10◦ below horizon) periods as are applied in CHAOS-6 for vector field data at mid
latitudes. The bias vector is calculated for each observatory from the median of
the selected data points within the period 1999–2015. This procedure is illustrated
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for the X component by the example of API in Fig. 4.4a,b. If the northward bias
had instead been calculated from the first 15 days of each month within the period
1999–2015 (“short-term" bias), there would be a ∼50 nT wide spread in the results
for API representing the dependency on season and solar cycle phase. API is the
observatory most sensitive to these modulations (across all components) which
is why we show it as “worst case" in terms of bias estimation. However, when
considering the whole time span, 1999–2015, the median absolute deviation (MAD)
of biases for all observatories is about an order of magnitude smaller, i.e. ≤ 4.5 nT
for X, ≤ 11.9 nT for Y and ≤ 10.4 nT for Z (Fig. 4.4d; Supporting Information, Tab.
4.S1). We conclude, that our estimation of crustal biases is robust and justify the
use of the CHAOS-6 core field estimate by a slightly smaller cumulative MAD as
compared to the COV-OBS.x1 estimate.
A problem arises for those observatories in clusters that are not active during
1999–2015. In such cases we follow a procedure illustrated in Fig. 4.4c. For offi-
cial predecessor - successor observatories the step in measurements (~so) between
observatory 1 ( ~Bb1 not known) and observatory 2 ( ~Bb2 known) at the time of the re-
location is documented in the observatory annual means file provided by the British
Geological Survey. In the case of WIA and HRB we calculated~so directly from the
annual mean data for 1941 and check the influence of this alternative method in
section 4.5.1. Since the external fields should not vary significantly between the
two locations, the step can be assumed to result from a difference in the core and
crustal field (crustal bias) contributions. We estimate the difference in the core field
contribution with COV-OBS.x1 (~sc) and find the crustal bias of observatory 1 as:

~Bb1 = ~Bb2 + (~so −~sc) = ~Bb2 + ∆Bb (4.5)

In a last processing step the observatory residua ~Bi are transformed from the mea-
surement coordinate system (spheroidal ned: latitude-θ′d, longitude-φ, height-h &
North-X, East-Y, Down-Z) into a geocentric system (spherical seu: colatitude-θc,
longitude-φ, radius-r & South-Bθ , East-Bφ, Up-Br). All coordinate system transfor-
mations involved follow the nomenclature detailed in both Equation 3.3 and Table
3.A1 of Pick and Korte, (2017).

4.3.2 Modeling

Having calculated the residua time series for each observatory, we combine them
in one data vector ~B per universal time hour (in the seu system). We assume the
residua to arise from a Laplacian vector field that is expressed as the gradient of a
scalar potential V:

~B = −∇V (4.6)

The potential is expanded in spherical harmonics up to degree (N) and order (m)
one and composed of an internal (∼ (a/r)n+1) and an external (∼ (r/a)n) part
according to the radial distance of the observation from the reference level at the
Earth’s surface (a =6371.2 km):

V = Vint + Vext = <
{

a
N

∑
n=1

n

∑
m=0

[
ιmn

( a
r

)n+1
+ εm

n

( r
a

)n
]

Pm
n (cos θc)eimφ

}
(4.7)
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Pm
n are the Schmidt quasi-normalized associated Legendre polynomials and ιmn , εm

n
are the internal and external Gauss coefficients:

ιmn = gm
n − ihm

n , εm
n = qm

n − ism
n (4.8)

The forward problem is

G~x +~ε = ~B (4.9)

where matrix G relates the observations ~B, including uncertainties ~ε, to the model
coefficients~x. After the processing described by Equation 4.3, we expect that the
residua result from an N=1 internal field overlain by an external field contribution
best described in geomagnetic coordinates (mag: θM, φM, rM & Bθ,M, Bφ,M, Br,M).
Thus, the coefficients vector consists of the three internal dipole coefficients (seu
system) and the external axial dipole coefficient (mag system):

~x =
(

g0
1, g1

1, h1
1, q0

1M

)T
(4.10)

HMC := −q0
1M (4.11)

The latter is what we define as HMC index, where the minus sign indicates that it
is a southward directed field.
The corresponding matrix G has dimensions (3No×4, No: number of observatories)
with the following entries:

G =
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(4.12)

In order to co-estimate the internal and external Gauss coefficients, the column of
G which relates to the external coefficient (column 4) has to be estimated using mag
coordinates for the observatory positions. Subsequently, the vectors corresponding
to each observatory i (rows 1–3,4–6,...) have to be transferred back to the seu system.
We invert the problem in Equation 4.9 using a simple iterative least squares fit
(details in the Supporting Information, Text S1):

~̂xk+1 =
(

G(~̂xk)
TG(~̂xk)

)−1
GT(~̂xk)~B (4.13)

We do not treat the uncertainties of the observatory residua ~ε here. For AMC
we have assumed that data uncertainties are normally distributed and simply
weighted matrix G with the residua covariance matrix at each inversion time
step. For HMC this procedure comes at a high computational cost given that
the inversion is performed at each UT hour (1.016.832 time steps). This effort is
unnecessary provided the long-term uncertainty characteristics remain unchanged
when stepping down to hourly means (i.e. AMC uncertainties apply) or the method
to calculate index uncertainties is not profoundly revised.
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4.4 results

The questions Q1 & Q2 target long-term characteristics of HMC, i.e. low-frequency
variations in HMC. We analyze HMC’s spectral content in terms of the power
spectral density (PSD) and use the magnitude squared coherence to compare HMC
to Dcx, RC and q0

1M from COV-OBS.x1 (section 4.4.1). Low-pass filtered versions of
HMC and the other quantities are then investigated in the time domain (section
4.4.2). Text S2 of the Supporting Information provides information on the internal
dipole coefficients.

4.4.1 HMC in the frequency domain

The PSDs of the different magnetospheric field measures (Fig. 4.5a) are calculated
from the maximum available time series, so that frequency bins for HMC (since
1900) are most narrow, followed by Dcx (since 1933) and RC (since 1997). The shape
of the PSDs for the different proxies are similar with known peaks, prominently
at one, nine and ∼27 days as well as half a sidereal year (365.256 days). All PSDs
show a broad maximum centered approximately at half a solar cycle. HMC shows
greater power at periods ≥ one year than the other quantities. Thus, we fix the the
cutoff frequency for the low-pass filter at 1/(365.256 days) ∼ 3.2 · 10−8 Hz.
Dcx shows high power between ∼9 days and one month, but the power decreases
notably at longer periods relative to the other measures. This confirms that Dcx
lacks long-term variability as a consequence of its erroneous baseline (section 4.1).
RC is the most variable, showing multiple peaks, that are either absent or very
small for the other quantities, especially at periods below 1 day and greater than
∼50 days. This could be connected to the use of only night side data. q0

1M COV-OBS
is part of a model parameterized in time by cubic B-splines with a two year knot
spacing. Therefore, its energy content is meaningful for periods ≥ two years and
becomes comparable to that of the other indices not until periods ≥ three years.
The coherence analysis (Fig. 4.5b) reveals a very high degree of similarity (close to
one) in the frequency contents of HMC and RC, except for some notches caused by
RC variability not present in HMC (most prominently at a one year period). The
coherence for HMC and Dcx exhibits a plateau-like shape with large values for
periods between few days and a month and a rapid decrease to below 0.5 for larger
periods. Due to the different temporal resolutions, the coherence of HMC and q0

1M
COV-OBS does not get larger than ∼0.75 at periods relevant to the solar cycle.

4.4.2 HMC in the time domain

We now compare the low-pass filtered HMC to the other indices and q0
1M COV-OBS

in the time domain. Regarding the long-term trend (Q1) we find, that much of the
linear decrease in absolute AMC (35 %) is gone leaving only a small, albeit signifi-
cant, decrease in absolute HMC of 8.41 % (Fig. 4.5c). We attribute the weakening of
the trend to the data modifications performed and discuss the sensitivity of HMC
to these alterations as well as the robustness of the long-term trend in section 4.5.1.
HMC is generally more negative than RC and Dcx, with a recent absolute minimum
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of -7.78 nT reached on December 3, 2009 at the beginning of solar cycle 24 (Fig. 4.5c).
The smallest absolute AMC is only ∼1 nT larger that year, although the underlying
observatory annual means include geomagnetically disturbed times. This means,
that occurrences of geomagnetic storms do not effectively alter the magnetospheric
signal’s background level. The differences between HMC and the other quantities
are shown in Fig. 4.5d. The median difference between RC and HMC is -11.96 nT,
which agrees with the offset found between AMC and RC and thereby implies that
HMC’s absolute level is reasonable (Pick and Korte, 2017). The offset between Dcx
and HMC is considerably larger (-19.74 nT). Solar cycle dependent offsets calculated
for Dst in the order of -15 nT (Lühr and Maus, 2010; Temerin and Li, 2015) do not
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apply, because Dcx corrects for the so called “nonstorm component" (Karinen and
Mursula, 2006), shifting the index to more positive values on average.
Differences between q0

1M COV-OBS and HMC (Fig. 4.5d, gray) are structured in
three parts with a moderate difference level until ∼1935, large differences up to 30
nT between 1935–1965 and comparably small differences afterwards. These “steps"
in the offsets could be due to the different data bases for COV-OBS.x1 and HMC.
COV-OBS.x1 uses annual mean observatory measurements which do not reveal
data problems as clearly as hourly means do. The deviations prior to 1935 could
therefore be caused by our data modifications that are not accessible to COV-OBS.x1.
Satellite data is used in COV-OBS.x1 starting with the POGO series, which could
explain the step in the 1960s.

4.5 discussion

In this section we discuss the influence of the data modifications on HMC’s low-
frequency variability (Q1, section 4.5.1) and to what extent this variability can be
traced back to OSF (Q2, section 4.5.2).

4.5.1 Sensitivity of HMC to data modifications and robustness of long-term trend

First, we define HMCno cor, which includes no data manipulations apart from the
removal of large spikes in the original .wdc files. HMCno cor and the final HMC (in-
cluding all modifications) are compared in Fig. 4.6. These versions differ significantly
during 1905–1947, moderately during 1947–2003 and insignificantly afterwards.
Special attention has to be paid to the influence of our drift removal (section 4.2.1)
on the inferred long-term trend in HMC. HMCno drift gives the spread in results
obtained from data with drift removal (HMC) and without drift removal in either X,
Y, Z or all components (5 versions). In accordance with the final HMC, the inferred
trends consistently indicate a decrease in absolute value, varying between 7.3 %
and 16.2 % since 1900. We can thus conclude, that the detected weakly positive
trend in HMC is most likely genuine, i.e. not an artifact of our data modifications.

While it is expected, that the data modifications as a whole improve the result,
the effect of some problematic data segments or specific observatories (Fig. 4.3,
dashed boxes) is not obvious. Figure 4.6 shows versions of HMC that do not include
unreliable looking data (HMCno bad), data from WIA observatory (HMCno WIA)
and data from MBO observatory (HMCno MBO). Based on these test runs we can
rule out, that the alternative method to determine the crustal bias for WIA or the
possible presence of disturbances from the equatorial electrojet in the data of MBO
significantly alter the result. However, discarding the unreliable data segments
significantly changes the index prior to ∼1935 (HMC vs. HMCno bad) so that the
overall trend flips from positive (blue dashed) to negative (orange dashed). The fact,
that HMCno bad reaches unrealistically large positive values made us keep all data
and associated data modifications in the final version of HMC.
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Figure 4.6: Comparison of HMC (dark blue) to index versions based on different data sets
with linear fits. no cor: No data manipulations as shown in Fig. 4.3, gray. no
bad: Data segments circled in Fig. 4.3 are discarded (apart from MBO and WIA).
no WIA & no MBO: All data from WIA or MBO observatories are discarded.
no drifts: Spread in results for data with drift removal (HMC) and without drift
removal in either X, Y, Z or all components.

4.5.2 OSF as driver for HMC variability

A detailed comparison between HMC and OSF (Q2) is shown in Fig. 4.7. In contrast
to HMC the reconstructed OSF shows a linear increase (absolute values) of 31.46 %
since 1900 (Fig. 4.7a,b). The major difference between these trends originates from
the period 1935–1965, during which HMC and OSF exhibit oppositely directed
trends (Tab. 4.1).
Fig. 4.7c,d shows the coefficient of determination (r2) between OSF and either HMC,
q0

1M COV-OBS, Dcx or RC for annual means (c, OSF reconstructed) and 27-day
means (d, OSF measured). r2 is calculated on different time scales, starting with
values since 1900 (left) and ending with values since 1997 (right). An example
of the underlying linear regressions is given in Fig. 4.7e, showing HMC vs. OSF
since 1997 (measured) and since 1900 (reconstructed) with corresponding linear
fits. In both cases, ∼60 % of the variability in HMC can be explained by OSF. Three
pieces of information can be extracted from Fig. 4.7c–e in total. First, OSF is related
to annual means of geomagnetic indices more closely (greater r2) than to 27-day
means (e.g. 0.96 for annual means and 0.62 for 27-day means since 1997). This is
expected, given that the link between OSF and geomagnetic activity (section 4.2.2.2,
relation 2) deteriorates as the averaging time scale falls below one year. Secondly,
OSF is related to HMC more closely than to the other proxies (e.g. 0.62 for HMC
and 0.54 for RC since 1997), which supports the usefulness of HMC for describing
low-frequency changes in magnetospheric magnetic fields. Lastly, r2 increases as
the time series decrease in length, i.e. as earlier times are excluded (Fig. 4.7c). If the
long-term trends (Tab. 4.1) are removed from the annual means of HMC and the
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Figure 4.7: a,b: Annual and 27-day means of HMC and the kinematically corrected OSF
with linear fits. Annual values for OSF are taken from its reconstruction (section
4.2.2.2). c,d: Coefficients of determination (r2) for OSF (c: reconstructed, d:
measured) and either HMC, q0

1M COV-OBS.x1 (COV), Dcx or RC for four
different time intervals – since 1900 (full), since 1933 (start Dcx), since 1974 (start
continuously measured OSF) and since 1997 (start RC). e: Linear regressions for
HMC and OSF corresponding to the r2 in the red framed boxes.

reconstructed OSF prior to the calculation of r2, this effect weakens (0.68 instead
of 0.61 since 1900), but still remains present. Apparently, there are mechanisms
at work limiting r2 by causing not only the trends, but also a different kind of
disagreeing variability among HMC and OSF.
Before we discuss two such mechanisms, it is important to recall, that HMC and
the reconstructed OSF are based on the same type of data, as OSF is reconstructed
from the IDV(1d) and aac geomagnetic indices. Therefore, r2 in Fig. 4.7c is larger
than it would be for annual means of the independently measured OSF (r2 = 0.8
since 1974 and r2 = 0.88 since 1997). Nevertheless, HMC and the reconstructed OSF
do not share the same information, because the sets of observatories used to derive
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Table 4.1: Slopes of piece-wise linear fits to annual means of HMC and HMCno bad (or
to low-pass filtered versions in brackets), SN, F10.7 (reconstructed) and OSF
(reconstructed). Slopes are given in percent and refer to the level at the beginning
of the time interval. Arrows indicate the direction of the slope in Fig. 4.5c, Fig.
4.6 and Fig. 4.7a,b.

Years HMC [%] HMCno bad [%] SN [%] F10.7 [%] OSF [%]

1900–1935 -59.9 (-60.1) ↓ -371.8 (-407.3) ↓ 21.6 19.6 55.6 ↓
1935–1965 27.6 (28.2) ↑ 27.6 (28.2) ↑ -21.9 7.1 1.6 ↓
1965–2012 25.5 (26.2) ↑ 25.5 (26.2) ↑ -64.6 -26.0 -17.3 ↑

1900–2012 7.9 (8.4) ↑ -9.4 (-9.4) ↓ 50.0 29.9 31.5 ↓

IDV(1d), aac and HMC are disjunct, except for the years 1900–1910, when data from
POT and SED are used for IDV(1d).
The first mechanism is tied to the data from these geomagnetic observatories. The
increasing degradation in geomagnetic data quality when moving to the past means,
that the magnetic signal from magnetospheric currents is increasingly “buried"
under station specific measurement noise. This causes an artificial deviation between
geomagnetic indices based on data from different stations. Thus, this mechanism
can explain the limitation of r2 between HMC and the measured/reconstructed
OSF as well as the increase of r2 with time.
The second mechanism is tied to the derivation method of HMC. Obviously, HMC
and OSF are not as directly connected as suggested in section 4.2.2.2, likely because
the second connection in relation 2 is compromised: The response of HMC to vsw

is probably not homogeneous, neither in space, nor in time. Finch et al., (2008)
showed, that geomagnetic data from high latitudes have a stronger dependence on
vsw than that from low latitudes. Since HMC includes data from stations at latitudes
14◦ ≤ θ′d ≤ 75◦, it is likely that the response to vsw varies among them. Furthermore,
the combination of observatories contributing to HMC varies irregularly with
time (Fig. 4.3). Thus, this mechanism can explain disagreements between OSF and
HMC not caused by the first mechanism. In particular, it can help to explain the
exceptional period 1935–1965, when (a) the trends in OSF and HMC are oppositely
directed (Tab. 4.1), (b) r2 between OSF and Dcx is greater than between OSF and
HMC (Fig. 4.7c) and (c) HMC is further offset from COV-OBS.x1 than at all other
times (Fig. 4.5d, gray).
The above points provide strong motivation for a future study focused on the
individual responses of HMC observatories to the solar wind (B · vn

sw).

4.6 conclusions

We have constructed the geomagnetic index HMC to investigate low-frequency
variations in the magnetic signature of magnetospheric currents on ground since
1900. The greatest advantage of HMC over already existing indices is its reasonable
absolute level and enhanced power at periods roughly between one and 11 years
(solar cycle). In this frequency range HMC is an improvement over the only other
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comparable long-term index, Dcx (since 1933). Annual means of HMC show a weak
linear decrease in magnitude of 7.9 % between 1900 and 2012, indicating that the
strength of the magnetospheric currents, to which HMC is sensitive, may have
decreased with time. The weakening of this long-term trend as compared to that in
AMC (-35.4 %) can be attributed to the data modifications performed, especially
prior to ∼1947. However, the long-term trend in HMC remains highly sensitive to
the choice of early observatory data (prior to ∼1935) and should be interpreted
with caution.
We find that most of the low-frequency variability in HMC can be attributed to the
reconstructed open solar flux (∼60 % since 1900, ∼96 % since 1997), and that OSF
is more closely related to HMC than to similar proxies (RC, Dcx, q0

1M COV-OBS).
The agreement between HMC and OSF is limited by the degrading geomagnetic
data quality in the past and, probably, the inhomogeneous response of HMC
observatories to solar wind forcing. Hence, these mechanisms could be responsible
for the disagreement of trends in HMC and OSF (+31.46 % since 1900). However,
most of this disagreement originates from an exceptional period roughly covering
1935 to 1965, when OSF agrees better with Dcx than with HMC, which in turn
deviates noticeably from the COV-OBS.x1 external field measure. At this stage we
can not explain these peculiarities, which are subject of further investigation.
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supporting information

Text S1 and Figure 4.S1 provide additional information on how the iterative inver-
sion (section 4.3.2, Eq. 4.13) is carried out. Text S2 and Figure 4.S2 cover the inverted
internal dipole coefficients g0

1, g1
1, h1

1 (section 4.3.2, Eq. 4.10). Text S3 lists all publicly
available third partly material and provides information on how to access it. Table
4.S1 lists the HMC geomagnetic observatories together with their locations and
estimated crustal biases (section 4.3.1, Eq. 4.4).

Text S1

At each hour we have to know the orientation of the dipole axis (g0
1, g1

1, h1
1) in

order to convert the observatory positions into mag coordinates needed for the last
column of matrix G (Eq. 4.12). An iteration is implemented, which starts with the
dipole axis orientation given by COV-OBS.x1 (k=0) and subsequently uses the result
from our previous iteration to perform the coordinate transformation. HMC takes
one iteration longer (4 iterations) than the internal coefficients to converge, which is
why we terminate the calculation after iteration four (Fig. 4.S1).
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Figure 4.S1: Relative change in internal dipole coefficients (seu system, dots) and the exter-
nal axial dipole coefficient (mag system, crosses) between consecutive iterations
over the dipole axis orientation. For each iteration the largest and the smallest
change from all hours within the period 1900–2015 are shown. The COV-OBS.x1
dipole axis orientation is used for iteration k = 0. The normalization is done
with respect to the largest change in the respective coefficients within 1900–2015
as given by COV-OBS.x1.

Text S2

Our internal coefficients (g0
1, g1

1, h1
1) are not directly related to questions Q1 & Q2,

yet they are an integral part of our inversion and interact with HMC (Eq. 4.10). We
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show the difference between our coefficients and those from COV-OBS.x1 in Figure
4.S2. The spectral coherence (Fig. 4.S2a) is highest for g0

1 followed by h1
1 and g1

1.
Explaining the prominent notches at periods of ∼2 and ∼3 years requires further
work beyond the scope of this study. The time series differences (Fig. 4.S2b) adhere
to the three-part structure observed for the external dipole coefficient (Fig. 4.5d),
this time inverted: Deviations are largest (up to ∼20 nT) prior to 1935, they reduce
during 1935–1965 and increase again afterwards.
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Figure 4.S2: a: Magnitude squared coherence of our internal dipole coefficients (g0
1, g1

1, h1
1)

and those from COV-OBS.x1 on semi-log scale. b: Differences between our
internal dipole coefficients and those from COV-OBS.x1.

Text S3

All websites were last accessed on December 31, 2018.

Data:

1. Observatory data (hourly means): WDC Edinburgh.
ftp://ftp.nmh.ac.uk/wdc/obsdata/hourval/

2. Observatory locations: IAGA Division 5 fusion table.
https://www.bgs.ac.uk/iaga/vobs/

3. Relocation times & offsets: British Geological Survey.
http://www.geomag.bgs.ac.uk/data_service/data/annual_means.shtml

Activity indicators:

1. Dcx (hourly means): University of Oulu, Finland.
http://dcx.oulu.fi/?link=queryDefinite

ftp://ftp.nmh.ac.uk/wdc/obsdata/hourval/
https://www.bgs.ac.uk/iaga/vobs/
http://www.geomag.bgs.ac.uk/data_service/data/annual_means.shtml
http://dcx.oulu.fi/?link=queryDefinite


74 publication 2

2. RC (hourly means): DTU Space, version 07/02/2018.
http://www.spacecenter.dk/files/magnetic-models/RC

3. F10.7 (rotational means): Space Weather Canada.
https://www.spaceweather.gc.ca/solarflux/sx-5-en.php

4. Total sunspot number SN (annual means): SILSO.
http://www.sidc.be/silso/datafiles

5. OSF recon. (annual means): Lockwood et al., (2014), “OSFg1”.

Model forward codes:

1. COV-OBS.x1: DTU Space.
http://www.spacecenter.dk/files/magnetic-models/

COV-OBSx1/

2. CHAOS-6: DTU Space.
http://www.spacecenter.dk/files/magnetic-models/

CHAOS-6/

3. CM4: NASA (not available anymore).
https://denali.gsfc.nasa.gov/geomag.html

http://www.spacecenter.dk/files/magnetic-models/RC
https://www.spaceweather.gc.ca/solarflux/sx-5-en.php
http://www.sidc.be/silso/datafiles
http://www.spacecenter.dk/files/magnetic-models/
COV-OBSx1/
http://www.spacecenter.dk/files/magnetic-models/
CHAOS-6/
https://denali.gsfc.nasa.gov/geomag.html
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abstract Solar wind observations show that geomagnetic storms are mainly
driven by Interplanetary Coronal Mass Ejections (ICMEs) and Co-rotating or Stream
Interaction Regions (C/SIRs). We present a binary classifier that assigns one of
these drivers to 7546 storms between 1930–2015 using ground-based geomagnetic
field observations only. The input data consists of the long-term stable Hourly Mag-
netospheric Currents index alongside the corresponding mid latitude geomagnetic
observatory time series. This data set provides comprehensive information on the
global storm time magnetic disturbance field, particularly its spatial variability,
over eight solar cycles. For the first time, we use this information statistically with
regard to an automated storm driver identification. Our supervised classification
model significantly outperforms unskilled baseline models (78 % accuracy with
26[19] % misidentified ICMEs[C/SIRs]) and delivers plausible driver occurrences
with regard to storm intensity and solar cycle phase. Our results can readily be
used to advance related studies fundamental to space weather research, e.g., studies
connecting galactic cosmic ray modulation and geomagnetic disturbances. They are
fully reproducible by means of the underlying open-source software (Pick, 2019,
https://doi.org/10.5880/GFZ.2.3.2019.003).

plain language summary The Earth’s magnetic field reaches out into space where it

constantly interacts with the solar wind, a stream of charged particles from the Sun. Geomagnetic

storms occur when discontinuities in the solar wind disturb the geomagnetic field, possibly causing

failures of, e.g., electricity transmission and satellite communications. In order to mitigate the

socioeconomic risk, a better understanding of these processes is necessary. So far, the two main storm

drivers have been identified from satellite observations: Interplanetary Coronal Mass Ejections and

Co-rotating or Stream Interaction Regions. However, quantitative investigations require as many storm

events as possible from multiple decades with varying solar conditions. We present an innovative

method that classifies the drivers of 7546 storms since 1930, using ground-based magnetic field

measurements only. This effectively increases the sample size, because geomagnetic observatories

were operational long before the space era. Our results are directly applicable to other current space

weather studies.
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5.1 introduction

Understanding cause and effect of solar processes and geomagnetic disturbances is
crucial in order to mitigate our socioeconomic vulnerability to space weather (e.g.,
Oughton et al., 2018). Measurements of the magnetic field disturbances at ground
level (δB) lead to the discovery that geomagnetic storms tend to be either weak
and periodic, recurring after ≈27 days (one synodic solar rotation), or strong and
sporadic (Greaves and Newton, 1929; Maunder, 1904). However, it was not until
the beginning of the space age that Stream Interaction Regions (SIRs) and Inter-
planetary Coronal Mass Ejections (ICMEs) were identified as major storm drivers
(both reviewed by Kilpua et al., 2017). Their geoeffectiveness depends primarily on
a sustained southward directed Z-component (Bsw,z) of the interplanetary magnetic
field (IMF, Bsw) with regard to the ecliptic pole (Rostoker and Fälthammar, 1967).
SIRs are regions of compressed plasma that typically form when tenuous, fast
solar wind streams from coronal holes (Krieger et al., 1973) collide with preceding
dense, slow streams from the streamer belt (Feldman et al., 1981). If the coronal hole
survives long enough, the SIR co-rotates with the Sun and is called a Co-rotating
Interaction Region (CIR), causing recurrent geomagnetic disturbances (Snyder et al.,
1963; Wilcox and Ness, 1965). On the other hand, ICMEs are the interplanetary
manifestations of transient magnetized plasma ejections from the Sun, causing
sporadic geomagnetic disturbances (Gosling, 1993; Gosling et al., 1975).
Today, SIRs and ICMEs are identified based on characteristic signatures in solar
wind plasma and IMF observations from the Wind, ACE (e.g., Jian et al., 2006a,b),
and, since 2015, DISCOVR spacecraft near the Sun-Earth L1 Lagrangian Point. L1 is
located at ≈1.5 million kilometer from the Earth towards the Sun. There, the slow–
fast stream interfaces of SIRs are marked by a proton density drop and a rise of
solar wind speed (vsw), proton temperature (Tp), and plasma beta (β), accompanied
by large |Bsw| fluctuations. ICMEs are often associated with a preceding shock and
a sheath region between the shock and the ejecta, which can be “magnetic clouds".
These are marked by a slow rotation of Bsw with enhanced field magnitude and
reduced variability, as well as low Tp and β. Due to their ambiguity a combination
of these signatures is required for a reliable classification.
The type of geomagnetic disturbance provoked by SIRs and ICMEs differs according
to the response system. In this study, we focus on hourly δB measurements from
geomagnetic observatories at low and mid latitudes. It is well known that the Dst
index (Sugiura, 1964), i.e., the symmetric part of the horizontal disturbance field
(δBH,sym), responds more intensely to ICMEs than to SIRs, which is commonly
attributed to differences in ring current (RC) intensity (e.g., Borovsky and Denton,
2006). At the same time, it is known that δBH exhibits a pronounced asymmetry
(δBH,asy), particularly between dawn and dusk (e.g., Akasofu and Chapman, 1964),
which is quantified by the ASY-H index (Iyemori, 1990). This is associated with
the partial ring current (PRC) system superposing the symmetric RC on the night
side (e.g., Kamide and Fukushima, 1971). While the contributions of different mag-
netospheric current systems, i.e., cross-tail current, RC, and PRC, to δBH,asy are
studied extensively (e.g., Dubyagin et al., 2014), δBH,asy has not been tested for its
statistical C/SIR vs. ICME discrimination capability.
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To this end, we demonstrate that the long-term record of δB can be exploited
beyond the current state of the art. This is done by means of a binary classifier that
assigns driver classes Y ∈ {0, 1}, 0: CIRs or SIRs, 1: ICMEs, to geomagnetic storms
from 1930–2015. Although the vast majority of strong events falls into one of these
two categories (cf. Table 1 of Richardson and Cane, 2012), the binary nature of the
classifier is a simplification that does not appropriately account for mixed, slow
solar wind or unclear drivers. This is particularly relevant for the relatively weak
events we incorporate in our analysis (section 5.2.2). However, the fact that we can
predict whether a storm event is clearly ICME driven or not (mostly C/SIRs) from
ground-level data alone is already a noteworthy result.
Covering 85 years, the event detection method should consider the ≈11-year solar
cycle variation of geomagnetic activity. A Dst-based selection is inappropriate,
because the index suffers from a baseline error that causes an underestimation of
solar cycle variability (e.g., Lühr and Maus, 2010; Temerin and Li, 2015). Therefore,
we use a different δB-based index, which is morphologically similar to Dst, but
represents the low-frequency variations more robustly: the Hourly Magnetospheric
Currents index (HMC, Pick et al., 2019).
Our results advance the understanding of how SIR and ICME structures are typi-
cally imprinted at ground level and how their occurrence varies over eight solar
cycles. They can contribute to other studies linking long-term geomagnetic activity
measurements to solar wind evolution (e.g., Martini et al., 2015; Mursula et al.,
2004), but can also assist studies in related areas, e.g., the long-term correlation
between galactic cosmic ray modulation and geomagnetic activity (e.g., Dumbović
et al., 2012).

5.2 data

5.2.1 Geomagnetic data and HMC index

We use the HMC index (Ht, t = 1, . . . , Nh) and the underlying processed ge-
omagnetic observatory data, both available from Pick and Korte, (2018). The
basis are the time series of hourly vector magnetic field measurements, Bit,
taken by i = 1, . . . , 28 geomagnetic observatories (Figure 5.1a, IAGA codes from
http://www.bgs.ac.uk/iaga/vobs/) and distributed by the World Data Centre for
Geomagnetism, Edinburgh (http://www.wdc.bgs.ac.uk/data.html). Throughout
1930–2015, they cover geomagnetic latitudes 52◦ (SED) ≤ θ′M,it ≤ 9◦ (ABG) on the
northern and −43◦ (GNA) ≤ θ′M,it ≤ −12◦ (VSS) on the southern hemispheres
(for a definition of geomagnetic coordinates see Laundal and Richmond, 2017).
As described in detail by (Pick et al., 2019), a quality check of the observatory
time series led to a modified data set. Core, ionospheric (both time varying) and
crustal field (static) contributions were calculated using third-party geomagnetic
field models and subtracted from the data matrix. The residuals were transformed
into the geomagnetic frame, δBM,it, and fit hour-by-hour to the gradient of a scalar
potential, V, which was modeled by spherical harmonics of degree one (dipole
field). With regard to the Earth’s surface, internal and external contributions to
V were separated resulting in three Gauss coefficients describing the core field

http://www.bgs.ac.uk/iaga/vobs/
http://www.wdc.bgs.ac.uk/data.html
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and one, the HMC index, describing the external magnetic field directed along the
dipole axis. Similar to Dst, HMC is expected to measure the diamagnetic effect of
the magnetospheric currents, especially the ring current. Throughout the study, we
use a three-hour running mean with weights [0.25, 0.5, 0.25] of the original HMC.
This prevents a possible impairment of the auto-correlation of HMC values on the
time scale of geomagnetic storms due to, e.g., sporadic observatory dropouts and
thus supports the identification of storm peaks.
Our storm driver classification (section 5.3) exploits not only the symmetric dis-
turbance field, measured by HMC, but also the asymmetric one. We calculate
the field residuals as before, but we now remove our co-estimated core field (see
above). Consistent with the definition of HMC, we transform the residuals into a
Cartesian system, δBM,it = (XM, YM, ZM)it and consider only the ZM-components,
which are aligned with the dipole axis. This data set, ZM,it, corresponds to different
distributions in magnetic local time (MLT), which change throughout universal
time (UT) according to the availability of observatory measurements. We follow the
definition MLT = (φM − φM,S) /15 + 12, where φM and φM,S are the geomagnetic
longitudes of the observatory and the subsolar point, respectively. The largest gap
in MLT ranges between 15 (March, 1936) and three hours (January, 1949) with a
mean of ≈4.3 hours. We average ZM,it over 1-hour MLT bins, centered on half hours,
and get Zjt, j = 0, . . . , 23 per UT hour. In recognition of the prominent dawn-dusk
asymmetry in the magnetic disturbance field (e.g., Newell and Gjerloev, 2012), and
the ASY-H index, we define

ASYdd,t =
Z6t − Z18t

2
[nT], ASYmax,t =

max
(
Zjt
)
−min

(
Zjt
)

2
[nT] (5.1)

as measures of the asymmetry size. To mitigate the problem of empty MLT bins,
Z is again averaged over six 1-hour bins, giving a total of four new bins: Ẑjt,
j = 0, 6, 12, 18, centered on 00:30 (midnight), 06:30 (dawn), 12:30 (noon) and 18:30
(dusk).
Figure 5.1b shows HMC and Ẑ for selected “training events" (section 5.2.2) driven
by either C/SIRs or ICMEs, superposed at the event peaks. Panel c shows Z
averaged over all peak hours, while two examples of individual events, for which
some MLT bins are not sampled by observatory measurements, are given in panel
d. Several previously discovered storm characteristics are evident, namely, that (1)
ICME-driven storms trigger a stronger response, i.e., larger absolute HMC peak
values (panel b, see section 5.1), (2) ASYdd and ASYmax are larger for stronger than
for weaker storms (panels b, c; see also Love and Gannon, 2009; Siscoe et al., 2012;
Yakovchouk et al., 2012) and (3) departures from the typical behaviour can be large
at any time (panel d).

5.2.2 Training and target events

Fundamental to our supervised classification method (section 5.3) is the definition
of a training set (dtr), from which the model parameters are “learned". This data set
is defined for geomagnetic storm events ttr,i, i = 1, . . . , Ntr with known input data
and driver class labels as output (Ytr). The events are referred to by the UT hours
at which HMC reaches local minima, i.e., the event peak times. The zero-entries
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class 0: C/SIRs class 1: ICMEs

a)

b)

c)

d)

Figure 5.1: Input data. a) HMC observatories with respect to the geomagnetic equator in
2015 from IGRF-12 (gray line, Thébault et al., 2015). Thick circles mark stations
with predecessors, gray bands mark [10◦, 50◦] latitude ranges. b) HMC (gray)
and MLT-resolved disturbances (Ẑ, colored) of training events superposed at
peak times ttr . c) Polar plots showing −Z/100 [nT] (radius) averaged over ttr
in dependence on MLT (angle) with a second order Fourier fit to the data (gray
solid) and MLT-symmetric HMC (dashed). The color bar indicates the sampling
degree per MLT bin. Red and blue dashes mark the MLTs for ASYdd and ASYmax.
d) Same as c) for two events with particular observatory data distributions (dots).
Abbr. HMC: Hourly Magnetospheric Currents index; MLT: magnetic local time;
IQR: interquartile range.
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of Ytr (itr0,j, j = 1, . . . , Ntr0) refer to C/SIR driven events, while the remaining ones
(itr1,j, j = 1, . . . , Ntr1) have class label one and refer to ICME driven events.
In order to compile the training set, we collected a reference set from published
catalogues (dre) with Nre=868 already classified events, dated between 1995–2015. Of
these, 571 are C/SIR and 297 ICME driven, giving a class ratio of γre = Nre0/Nre1 ≈
1.9 in favor of the C/SIR drivers. Specifically, 745 events (Nre0 = 522, Nre1 = 223)
are taken from Jian et al., (2011, 2006a,b) during 1995–2009, 77 additional events
(Nre0 = 29, Nre1 = 48) from Turner et al., (2009) during 1995–2004 (classification
following Richardson et al., 2000) and 46 events (Nre0 = 20, Nre1 = 26) from Shen
et al., (2017) during 2013–2015. The underlying classification methods are based on
a manual identification of characteristic signatures in plasma and IMF observations
from ACE and Wind as outlined in section 5.1.
Once the model is trained, it can predict the driver classes of storm events from the
target set (dta) between 1930 and 2015. The target event peak hours are identified
with regard to HMC (H) in three steps, which are visualized for clarity in Appendix
A.

1. All hours, t, for which Ht < Hlt are marked:

Ht < Hlt = Pn

(
H11y,t

min
(

H11y,t
))psc

(5.2)

Pn is the n-th HMC percentile during 1930–2015 andH11y is a low-pass filtered
HMC with a cutoff period of 11 years. With psc = 1, the term in brackets
acts as a scaling factor in dependence of the solar cycle, ranging between
0.39 (October, 2009) and one (May, 1951). Small factors correspond to solar
minimum years when disturbed times have smaller absolute HMC values
compared to solar maximum years.

2. The local HMC minima of consecutively marked hours (Step 1) are identified
by changes in the sign of dHt/dt. Should two successive local minima be
separated by less than ∆t hours only the deeper one is kept, so that:

ti+1 − ti ≥ ∆t (5.3)

3. Only those local minima hours (Step 2) associated with a HMC drop of at
least Hs nT are finally selected as target event peak hours tta:

|Ht − H5d,t| ≥ Hs (5.4)

Here, H5d is the five-day low-pass filtered HMC and a measure of the distur-
bance background level.

We define the training set as the intersection between the selected target events and
the reference events, i.e., dtr = dre ∩ dta. The parameters of the selection scheme,
P29 = −37.6 nT, ∆t = 27 hours, and Hs = 7 nT, are chosen so that dta is as small
while dtr is as large as possible, i.e., at least 60 % of dre. This guarantees that the
target event selection scheme recovers most of the reference events (Figure 5.2) and
that the training events are geoeffective at low and mid latitudes, i.e., they produce
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a storm-like geomagnetic disturbance with regard to the prevailing activity level
on both annual (Equation 5.2) and daily (Equation 5.4) time scales (see also Figure
5.1b). Given the variability in the events’ recovery times, there is no perfect choice of
∆t (Equation 5.3). We justify our choice of 27 hours by the fact that it is not chosen
subjectively, but optimized with regard to the reference set.
The procedure gives Nta = 7547 target events, of which Ntr = 538 overlap with
the reference events (Ntr0 = 342 C/SIRs, Ntr1 = 196 ICMEs). The distribution
of target events is skewed towards smaller absolute HMC values (median at -
50.4 nT). It is similar to the corresponding Dst distribution, but notably different
from the relatively symmetric Kp index (Bartels et al., 1939) distribution (Figure
5.2). This is expected given the different latitudinal sensitivity ranges of HMC
and Dst on the one hand and Kp on the other hand. The comparison shows that
the solar cycle variability is indeed more pronounced for HMC than for Dst. We
note that some of the target events are not considered to be geomagnetic storms
according to a frequently used minimum-Dst categorization proposed by Loewe
and Prölss, (1997, ≈25 %) or the Kp-based NOAA G-scale (https://www.swpc.noaa.
gov/noaa-scales-explanation, >50 %). However, since our target events produce
storm-like geomagnetic disturbances and the majority (≈ 75 %) meets the above
Dst-definition (Figure 5.2b) we refer to our target events as storms.
Although ≈38 % of the reference events are not taken into account, the training
class ratio γtr ≈ 1.7 is comparable to that of the reference events (γre ≈ 1.9). We
have thoroughly tested the sensitivity of the classification result to the parameters
of the event selection method (Supporting Information, Text S1) and conclude that
the presented selection of training and target events is optimal given the available
reference events.
In summary, we have Ntr = 538 training storm events with known inputs and
class labels. The inputs are HMC and the MLT-resolved disturbance field (Z, Ẑ).
Furthermore, we have Nta = 7547 target events with known inputs, but unknown
class labels (Supporting Information, Figure 5.S1).

5.3 binary logistic regression model

5.3.1 Feature definition

The core of this work is the identification of driver-characteristic features from the
input data. Among the considered possibilities, eleven features are listed according
to their relative importance (section 5.3.3) in Table 5.3.1. Their derivation consists of
a physically motivated initial feature definition (column 1), followed by a refinement
aimed at maximizing the separation of the standardized feature distributions for
C/SIR and ICME driven training events (Figure 5.3). Standardization is a common
pre-processing step in machine learning and means that the features are centered,
i.e., the means are removed, and scaled, i.e., through a division by the standard
deviation. The further the class medians are separated from one another and
the narrower their interquartile ranges (75th−25th percentiles; Figure 5.3, colored
bars) are, the better the feature is. For comparison, we synthetically generated an
ideal feature (k=12) by randomly drawing samples from two normal distributions

https://www.swpc.noaa.gov/noaa-scales-explanation
https://www.swpc.noaa.gov/noaa-scales-explanation
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a) c)b)

Figure 5.2: Event histograms. Distribution of HMC (a), Dst (b) and Kp (c) for 7547 target
(gray) and 868 reference (blue) event peaks. Top panels show the number of
events per year and index bin. Bottom panels show the occurrence per index
bin, summed over all years. The red bar plot in a) refers only to years since
1957 (red horizontal line). For Kp, the largest value in 26-hour intervals centered
on the HMC peaks is considered (tta). Dashed lines mark the 25th (Q1) and
75th (Q3) percentiles. Colored bars indicate commonly used Dst- and Kp-based
storm intensity scales.

centered on 0.25 (C/SIRs) and 0.75 (ICMEs), each with a standard deviation of 0.01
(Figure 5.3, bottom right).
Features k = 1, 4, 5 describe the well-known ring current enhancement, solar cycle
phase, and the recurrence pattern associated with the storms (e.g., Borovsky and
Denton, 2006). As expected, ICMEs are statistically more intense and occur closer
to solar maximum (Figures 5.1b, 5.3). The deviation of the data-based features from
the ideal case is particularly striking for the “Recurrence" feature, for which the
medians coincide at 0.5. Nevertheless, the feature still has skill by contributing the
information that 75 % of C/SIRs recur at least once, while this is true for just 25 % of
ICMEs (Figure 5.3, k = 5). The latter poses a problem which is discussed in section
5.5. Of particular interest are the innovative, high-priority features k = 2, 3, which
are designed to capture PRC-related characteristics of the disturbances at dawn
and dusk. Apparently, the disturbances in these MLT-sectors are better correlated
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(k = 2) and the temporal change at dawn is more variable (k = 3) for ICMEs than
for C/SIRs over a period of 24 hours after the HMC-peak. The former seems to
be compatible with the finding of Yakovchouk et al., (2012) that strong storms
(mostly CME driven) are relatively more symmetric than weak ones (mostly CIR
related). The related feature k = 10 describes to what extent feature k = 2 changes
if the disturbances are time-lagged and is found to be of limited use. Feature k = 6
quantifies whether the disturbance peak is located “abnormally", i.e., not in the
dusk sector, which is more prevalent for ICMEs. Features k = 7, 8 are related to the
asymmetry measures (Equation 5.1), while features k = 9, 11 describe the rate of
change in HMC for the storm main and recovery phases.
Features k = 1, . . . , N f form the Ntr∨ta × N f matrices Xtr∨ta for the training and
target events. Because they require data prior to the storm peaks (e.g., k = 6), they
are defined for just Nta=7546 out of the 7547 selected target events.
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(Q2, Table 5.1). Feature k=12 is an ideal synthetic feature. Features are scaled to
[0, 1] for visual comparability.
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5.3.2 Model setup

The binary logistic regression model takes a linear combination of the features, Xi,
and delivers the logarithm of the odds (“Logit") that the storm event i is driven by
an ICME (Equation 5.5, default class 1). The odds are defined as the probability
P (Yi = 1|Xi) ∈ [0, 1], divided by the complementary probability 1− P (Yi = 1|Xi).

Logit [P (Yi = 1|Xi)] = ln
(

P (Yi = 1|Xi)

1− P (Yi = 1|Xi)

)
= α0 +X

T
i α (5.5)

P(Yi = 1|Xi) =
1

1 + exp
[
−
(
α0 +XT

i α
)] (5.6)

The model is trained by using Xtr and known class labels Ytr to solve Equation
5.5 for the intercept α0 = −0.17 and the coefficients αk, k = 1 . . . , N f (Table 5.1).
The class ratio γtr is balanced by applying weights inversely proportional to the
class frequencies, i.e., Ntr/ (2 · Ntr0) = 0.79 for C/SIRs and Ntr/ (2 · Ntr1) = 1.37
for ICMEs. We choose the incremental gradient algorithm “SAGA” (Defazio et al.,
2014), because it is the most versatile solver available in Python’s scikit-learn li-
brary (https://scikit-learn.org/) that supports sparse regression and a potential
future extension to multinomial cases.

5.3.3 Model assessment

The most important features and optimum model hyperparameters are identified
with respect to Matthew’s correlation coefficient (MCC):

MCC =
TP · TN − FP · FN√

(TP + FP) · (TP + FN) · (TN + FP) · (TN + FN)
∈ [−1, 1] (5.7)

MCC, also known as the φ-coefficient (e.g., Parker, 2013), is particularly useful
for data sets with imbalanced classes as it takes into account both True (T) and
False (F) predictions of Negatives (N, Ytr[itr0]: C/SIRs) and Positives (P, Ytr[itr1]:
ICMEs). A stratified K-fold cross-validation scheme is used (Figure 5.4a), in which
the training set is split into Ko=4 folds, so that each consists of 134–135 data points
with preserved driver class percentages (outer loop). The hyperparameters of the
model are initialized with default values. The classifier is recursively trained on
three of the folds, so that the feature with the lowest absolute αk is pruned from
Xtr at each iteration, until N f = 1, . . . , 11 features are left. For each of these 11 runs,
MCC is calculated four times on the different validation and training sets and then
averaged over the sets (MCCo,l) and the l = 1, . . . , No=25 splits. Figure 5.4b shows
that N f = 8 features, namely features k = 1, . . . , 8 (Table 5.1), give the highest MCC,
so that the feature matrices are fixed accordingly. We note that the training scores
confirm this result, but that the absolute MCC values have no meaning yet, since
they refer to an interim model.
We optimize two of the hyperparameters, which are the inverse regularization
strength C (default: C = 1) and the norm used in the penalization L (default:
L = L2 norm). An inner loop is introduced to the cross-validation scheme with
Ki=3 and Ni = 25 (Figure 5.4a) in order to prevent an artificial overestimation

https://scikit-learn.org/
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Validation

Test

Ko = 4, No = 25

Ki = 3, Ni = 25

MCCo1

MCCi1

Number of features (Nf)

M
C
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a)

b)

c)

Predicted

True

Figure 5.4: Model assessment. a) K-fold cross-validation scheme on the training set (gray)
with four folds in the outer and three folds in the inner loop, each repeated 25
times. b) Cross-validated MCC with uncertainty (two standard deviations) from
models using the N f best features. c) Confusion matrix from final model. Abbr.
MCC: Matthew’s correlation coefficient; P: Positives; N: Negatives; POP=N+P:
Population; T: True; F: False; P[P/N] = Predicted P/N.

of MCC (e.g., Krstajic et al., 2014). MCC is calculated for ten combinations of
hyperparameters C ∈ {1, 0.1, 0.01, 1e − 3, 1e − 4} and L ∈ {L1-norm, L2-norm}
on the test sets of the inner loop (7500 scores each) and averaged over the inner
sets/splits (MCCi) and the outer sets/splits. The combination of C = 0.1 and
L = L2-norm gives the highest averaged MCC (Supporting Information, Figure
5.S2) and is thus fixed in the final model, which is assessed on the validation sets of
the outer loop.
From the confusion matrix of the final model (Figure 5.4c) a cross-validated MCC
score of 0.54±0.013 is calculated, which means that the classifier is skillful and
performs significantly better than chance (MCC = 0). For completeness and in
order to facilitate comparisons, other frequently cited scores are listed in Appendix
B.
Apart from the classifier’s skill, we can also assess its probabilistic predictions
(Equation 5.6), i.e., its reliability. By calculating that fraction of events with a certain
predicted ICME-driver probability that are truly ICME-driven, we find that the
classifier’s probabilistic predictions are slightly overestimated, but reliable within a
tolerance of 15 % (Supporting Information, Figure 5.S3b,c).

5.4 classification result

In the prediction step, the model coefficients α0, α (section 5.3.2, Table 5.1), and
the feature matrix Xta are inserted into Equation 5.6 to give the ICME-driver
probabilities P(Yta,i = 1) for the target events. The class labels, Yta, are set according
to the decision rule
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Yta,i =

0 if P(Yta,i = 1) ≤ 0.5,

1 otherwise.
(5.8)

Applying the default decision boundary P(Yta,i = 1) = 0.5 is appropriate, because it
delivers the best classification result as judged by the mean of several performance
scores (Supporting Information, Figure 5.S3a).
The ICME driver probabilities are color coded in Figure 5.5a (left), which groups the
target events in a “time plane" spanned by the decimal year and the solar rotation
phase. In this view, CIR-driven events are vertically aligned. Of all target events, ≈63
% are driven by C/SIRs, giving a class ratio γta ≈ 1.7. On average, the uncertainties
of the predictions are similar for both drivers with median class probabilities
P̃0 = 1− P̃(Yta[ita0] = 1) = 0.74 for C/SIRS and P̃1 = P̃(Yta[ita1] = 1) = 0.73 for
ICMEs.
Throughout time, ICME-dominated periods (red) alternate with C/SIRs-dominated
ones (blue), while γta seems to increase from the past to the present (cf. Supporting
Information, Figure 5.S4). The stacked histograms of ten probability intervals
P(Yta,i = 1) ∈ [0.0, 0.1), . . . , [0.9, 1.0] per year (Figure 5.5a, right) accentuate that the
occurrence pattern is tightly linked to the solar cycle (SC). The latter is manifest in
either the 11-year low-pass filtered HMC (dashed line) or in the independent yearly
mean total sunspot number SN (solid line). Both these time series are normalized,
i.e., divided by their largest absolute value. On average, ICME drivers are most
frequent at SC maximum years, while C/SIRs prevail during the declining phase
and SC minimum years. The dependency of the driver occurrence statistics on the
intensity of the storm events and the solar cycle phase is shown in Figure 5.5b. Five
intervals of HMC values between −16 nT (weak) and −478 nT (strong) are defined,
such that they include a roughly comparable number of events. Since the HMC
distribution of target events is strongly skewed towards smaller absolute values
(Figure 5.2a), the intervals get wider as the event intensity increases. Nevertheless,
the number of events per class still decreases as intensity increases, especially for
solar minimum years (upper row). We define “solar minimum" years as years
for which SN≤70 and all other years as “solar maximum years". This threshold
was chosen, so that solar minima (40 years) and maxima (46 years) are roughly
balanced and the transitions visually coincide with ascending or decreasing flanks
of SN (Figure 5.5a, black horizontal lines). As can be seen in Figure 5.5b, ICMEs
predominantly drive intense geomagnetic storms and their fraction is generally
larger at solar maximum years.

5.5 discussion

The binary classifier we developed can be seen as a proof of concept, demonstrating
that it is possible to identify storm drivers from ground-level data without the
need for satellite observations. However, the performance of the classifier could
probably be improved technically, i.e., without changing the fundamental type
of input information. First, there is much more geomagnetic data available from
mid latitudes than we use, especially for recent years, which can improve the
coverage of MLTs (blue dots in Figure 5.1d). Our choice is motivated by the fact
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a)
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Figure 5.5: Classification result. a) Left: Probabilities P(Yta,i=1) for target events in a year
vs. day of solar rotation plot. Median class probabilities P̃0=0.74, P̃1=0.73 are
marked on the color bar. Right: Stacked histograms for 0.1 probability intervals
per year with normalized sunspot number (SN, white solid) and 11-year low-
pass filtered HMC (dashed) representing the solar cycle (SC; numbers in black).
b) Driver fractions during solar min. (top) and max. years (bottom), as separated
by horizontal lines in the histograms, grouped into five intensity levels defined
by HMC [nT]. Group definitions and event numbers are given above the pie
plots.
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that it is fairly stable throughout time, we have assured a decent quality of the
observatory time series during early years and it is consistent with the input data
used for HMC. Secondly, the definition of features could be avoided altogether by
using data-interpolating empirical orthogonal functions to decompose the data set
into spatiotemporal patterns, that replace the features (e.g., Holappa et al., 2015,
2014; Shore et al., 2018). Lastly, more sophisticated machine learning techniques
could be applied, e.g., Support Vector Machines, Random Forest Classifiers or
Neural Networks, which would however preclude a simple ranking of features.
As opposed to the aforementioned points, the following issues are relevant to the
scientific interpretability of our results.

5.5.1 Driver class statistics

Although the time period from which we derive the geomagnetic driver statistics
exceeds that of previous studies by roughly three solar cycles (e.g., Echer et al.,
2011; Richardson and Cane, 2012), the C/SIR vs. ICME occurrence statistics are
in general agreement (see section 5.4). This supports the validity of our model
beyond the mathematical perspective taken in section 5.3.3. However, an analysis
of the confusion matrix (Figure 5.4c) reveals that the model suffers from False
Negatives (FNs), i.e., the misidentification of ICMEs as C/SIRs, more than from
False Positives (FPs). A decrease of FNs would lower the rate of misses (∼26 %)
and false discoveries (∼31 %), and thereby improve MCC ≈1.3 times more than the
same decrease of FPs.
The validity of the classifier is probably challenged most by the weakest events
of the target distribution. Owing to feature k = 1 (Table 5.1), it is likely that for
these events (1) slow solar wind or unclear drivers (as considered in Richardson
and Cane, 2012) are erroneously forced into the C/SIR class and (2) ICME drivers
are misidentified (FNs). There are several instances of decreases in ICME-driven
storm activity near SC maximum (e.g., cycle 20), which could either be due to such
FNs, or to an actual phenomenon related to the “Gnevyshev gap" (Feminella and
Storini, 1997), or a mixture of both.
Additionally, weaknesses in the features’ definitions mitigate the classifier’s skill.
Feature k = 4 (“SC phase") is defined as the derivative of the low-passed filtered
HMC at tta, which lags behind SN (HMC11y, Figure 5.5a). Therefore, driver pref-
erences for solar cycle phases are “blurred", such that negative values represent
both SN maxima, favorable for ICMEs, and part of the declining phase, favorable
for C/SIRs. Feature k = 5 (“Recurrence") gives information on whether or not
an event recurs in the target set. There is no mechanism to prevent a positive
response for ICME driven events, in which case they are “unphysically" labeled as
recurring. On the other hand, SIRs are likely to be confused as ICMEs since both
are non-recurring. Although overall less effective, splitting the C/SIR class into two
would likely reduce FPs.
Finally, the solar cycle dependence of the drivers is reproduced even if the clas-
sification is done without features k = 4, 5 (Supporting Information, Figure 5.S5).
However, these results show significantly reduced median class probabilities
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(≈ 0.6), underlining that, despite their weaknesses, both features contribute to the
classifier’s skill.

5.5.2 Geoeffectiveness of training events

One aspect not explicitly taken into account is the mechanism and efficiency with
which the interplanetary drivers of the training set couple to the magnetosphere.
Thus, there is no guarantee that each solar wind structure identified at L1 is geo-
effective at mid latitudes, i.e., the region to which our analysis is sensitive. This
explains, why ≈ 38% of the reference events could not be included in the training
set (see section 5.2.2). Amongst other criteria involving, e.g., vsw, a southward
directed Bsw,z is decisive for the storm generation (see section 5.1). ICMEs with
clear signatures of MCs often comply with this favorable condition, making them
the most geoeffective subset of ICMEs (e.g., Nikolaeva et al., 2011). Other cases
include instances where the spacecraft misses the centre of the flux rope or there are
successive ICMEs interacting with each other (complex ejecta). Similarly, C/SIRs
driving shock waves at their leading edges and followed by Alfvénic high speed
streams are more geoeffective than others (Snekvik et al., 2013; Zhang et al., 2008).

Since HMC is particularly sensitive to the ring current, the degree of HMC distur-
bance depends on that of ring current build-up, resulting from the above mentioned
geoeffective drivers. The latter is controlled by the plasma sheet density (e.g., Jor-
danova et al., 2009) and ring current composition, particularly the concentration of
oxygen ions (e.g., Denton et al., 2006).
Consequently, one could enhance the physical expressiveness of the study by select-
ing a subset of training events showing unambiguous C/SIR and ICME signatures,
that promote ring current build-up. However, the price of such action is a reduced
training set, less appropriate for machine learning methods. On the other hand,
one could abandon the attempt to link ground-level disturbances to specific mag-
netospheric current systems and open the study to input data from high-latitude
magnetometers sensitive to different kinds of current systems and disturbances
(e.g., substorms). Here, we have steered a middle course on the basis of which both
approaches can be further developed.

5.6 conclusions

Our binary classifier reliably determines how likely a given geomagnetic storm is
driven by an ICME as opposed to a C/SIR. The inputs (features) for the classifier
are derived solely from the MLT-resolved geomagnetic disturbance field at ground
level. Among them are two high-priority features, that have not been formulated
previously in this context. We provide the driver probabilities for 7546 storms
between 1930–2015, whose statistics in dependence of event intensity and solar
activity are in general agreement with previous satellite-based studies covering
about four solar cycles. Our results can be taken as a proof of concept for a further
exploitation of geomagnetic observatory data with regard to an interplanetary
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driver identification. To this end, several ideas for future refinement or modification
of the presented method are discussed.
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appendix a : illustration of event selection scheme

Figure 5.A1 illustrates the event selection scheme by the example of September 1981,
when Dst, SYM-H (Iyemori, 1990) and Kp indices are available for comparison. The
offset between HMC and Dst results from Dst’s erroneous baseline (see section 5.1).

a)

b)

c)

d)

Figure 5.A1: Event selection. Black dots mark a) hours at which HMC falls below the detec-
tion threshold (dashed), which varies by 0.2 nT during this interval; b) local
HMC minima, separated by at least 27 hours; c) final event peaks, at which
HMC lies at least 7 nT below the background. d) SYM-H (left) and Kp (right)
indices. Colored bands in panels c) and d) indicate commonly used Dst- and
Kp-based geomagnetic storm intensity scales (see section 5.2.2).
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appendix b : performance scores

Figure 5.B1 shows the row- and column-normalized confusion matrices (Figure
5.4c), whose entries are used in Table 5.B1 to calculate several performance scores
(see also Supporting Information, Figure 5.S6). Note that the terms used here have
long-standing equivalents in the field of weather forecasting (e.g., Woodcock, 1976),
which have been adopted for space weather research (e.g., Liemohn et al., 2018).
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Figure 5.B1: Normalized confusion matrices. Confusion matrices of a) row-normalized type
using N=342 Negatives and P=196 Positives and b) column-normalized type
using PN=326 Predicted Negatives and PP=212 Predicted Positives.
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supporting information

Text S1

We have executed nine test runs of the binary logistic regression model in order to
quantify the sensitivity of the classification result to the parameters of our event
selection scheme (Table 5.S1). In each of the runs 1–6, we have set one of the three
selection parameters to an extreme value (either much lower or much higher than
the default), while keeping everything else unchanged. In run 7, we have “switched
off" the solar cycle scaling of Hl (see Equation 5.2) and in run 8, we have trained
the classifier on the whole reference set (dtr = dre). The following conclusions can
be drawn:

1. A formally better classification result compared to that of the default model
is reached only by runs 2 and 4, corresponding to decreases of Hs or n, i.e., a
more negative Hs and Pn. Both cases result in a larger MCC with comparable
or better class probabilities P̃0, P̃1. However, this is based on significantly
reduced target sets, which include well below 50 % of the reference events.
Additionally, the training sets consist of notably larger ICME driver fractions
(smaller γtr), accompanied by a shifted HMC distribution towards larger
absolute values. Consequently, the inferred driver class statistics are compro-
mised: At solar minimum years, the fraction of ICME driven weak storms is
comparable or even larger than that of C/SIR driven storms. This is not in
compliance with what has been found in previous studies (e.g., Richardson
and Cane, 2012) and we therefore argue in favor of event selections that are.

2. Since variation of ∆t does not change γtr, its minor effect on the classification
result is explained solely by a change of Ntr (runs 5, 6). Considering average
recovery times (see Figure 5.1b of the main text), ∆t=27 hours is reasonable.

3. Without the solar cycle scaling of Hl, much less events would be detected
during solar minimum years, e.g., only two instead of 36 events in 2009. The
scaling allows the detection of ≈100 more reference events in the target set,
resulting in a larger training set, which is beneficial to the classification.

4. Regardless of the event selection, the first three features (k=1,2,3 in Table
5.1 of the main text) are robustly identified as the most important ones in
that order. The only exception occurs in run 8, for which all reference events
are used to train the classifier, even those not in the target set (dta). In that
case, the classifier performs clearly worse, which means that the chosen
geomagnetic data is less sensitive to the drivers of the events in dre \ dtr. These
geomagnetic disturbances could be more pronounced at high latitudes, which
are not covered by our input data set. From that perspective, it makes sense
to exclude such events.
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Figure 5.S1: Classification setup. Left: Overview of target (tta, gray) and training events
(ttr, colored) in a year vs. day of solar rotation plot. The color bar indicates
the ICME driver probability P(Yi = 1) between zero (100 % C/SIR driver
probability) and one. Right: Number of events per year (bars) with normalized
yearly sunspot number (SN, solid line) and low-pass filtered HMC (dashed
line). Solar cycles (SC) are numbered along the y-axis.
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Figure 5.S2: Model optimization. Ten combinations x=0,. . . ,9 of parameters C (inverse reg-

ularization strength) and L (norm), tested in a nested K-fold cross-validation
with 7500 runs per combination. Gray bars show the fraction of total runs for
which combination x has the highest Matthew’s correlation coefficient (MCC),
black bars show MCC of combination x averaged over all runs. With regard
to a consistently good performance on all folds, we chose combination 5, i.e.,
C = 0.1 and L=L2-norm (red). For combinations 0 & 2 the averaged MCC falls
below the displayed y-range.
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Figure 5.S4: Yearly histogram of geomagnetic storm drivers. Yearly numbers of identified ICME
(red, left y-axis) and C/SIR (blue, right y-axis) drivers for the target (unfilled)
and training events (filled; from Jian et al., (2011, 2006a,b), Turner et al., (2009),
Shen et al., (2017)). Since the training events are only a subset of the target
events, the total number of events indicated by the two sets differ (see also
Figure 5.S1).
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b)

c)

a)

Figure 5.S3: Decision boundary and reliability curve. a) Five cross-calibrated performance
scores (cf. Table 5.B1 in the main text) in dependence of the decision boundary.
Dashed lines mark the maxima of MCC (gray) and of the averaged scores
(black). Since there is no significant difference between MCC at ≈0.7 and ≈0.5,
we set the final decision boundary to the latter. b) The reliability curve shows
that fraction of events with a certain predicted probability P(Yi = 1) = [0, 1],
that are truly ICME-driven (blue line). A perfectly calibrated, i.e. reliable,
classifier would produce the dashed line, shown here with a tolerance of ±15%.
c) Histogram of predicted probabilities for the positive class (1: ICME-driven
events).
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Figure 5.S5: Classification result without features no. 4 & 5. Same as Figure 5.5 of the main text,
but here the classification algorithm was run without features no. 4 (Solar cycle
phase) and no. 5 (Recurrence).
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a) b)

Figure 5.S6: Diagnostic curves. a) Receiver Operating Characteristic and b) Precision-Recall
curves from 4-fold cross-validation, repeated 25 times (100 curves each). The
curves are constructed by calculating the tuples (TPR-Recall, FPR-Fallout) and
(PPV-Precision, TPR-Recall) as a function of the decision boundary, varying
between probabilities P(Yi = 1) = 0 and P(Yi = 1) = 1 in steps of 0.01. The
boundary P(Yi = 1) = 0.5 is used for the final classifier (blue dots). A perfect
classifier gives points in the upper left (a) and right (b) corners, while random
guesses are located along the dashed lines. Abbr. P: Positives; N: Negatives;
POP=N+P: Population; T: True; F: False; R: Rate; [P/N]PV: [P/N] Predictive
Value; AUC: Area Under Curve estimate; see Figures 5.4c & 5.B1 of the main
text.
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6
C O N T E X T UA L I Z AT I O N O F T H E R E S U LT S

In this chapter, the newly derived indices are placed in the context of the ring
current index family. The inferred answers to the research question combine the
results of the individual publications under a common scope. Their discussion
in light of the current state of knowledge is limited to the two most interesting
findings.

6.1 new geomagnetic indices as analysis basis

AMC is derived from annual means of five mid-latitude, northern-hemispheric
observatories (including their predecessors) in publication 1 and, as an advance-
ment, HMC is calculated from hourly means of 21 bi-hemispheric observatories in
publication 2. Accessing the long-term evolution of inner magnetospheric currents
through a Dst-like geomagnetic index is the most basic approach and physically
rooted in the DPS relation. However, a global measure is insufficient to capture the
currents’ dynamics, particularly during geomagnetically disturbed times. Therefore,
the MLT dependence of the observatory residuals, which form the basis of HMC
(here called ∆BMLT), is studied in publication 3 (cf. matrix Z in section 5.2.1, Figure
5.1c).
Figure 6.1 places AMC, HMC, and ∆BMLT in the context of the ring current index
family whose members are designed to quantify the level of mid-latitude geo-
magnetic activity either in the discipline of geomagnetic field modeling or space
weather research (cf. Table 1.1). These fields pose different requirements for the in-
dices. On the one hand, SH-based geomagnetic field modeling requires long-lasting
(preferably a full solar cycle), continuous indices that parametrize the temporal
variability of the large-scale external geomagnetic field on the time scale of hours.
The availability of satellite measurements is the limiting factor for this index class, of
which RC can be understood as an end-member. On the other hand, space weather
phenomena are location-dependent, and occur on time scales ranging from minutes
(e.g., substorms) to days (e.g., geomagnetic storms) so that their event-oriented
investigation requires spatially resolved, high cadence indices. The availability of
observatory one-minute means is the limiting factor for this second index class, of
which the SMR indices (Newell and Gjerloev, 2012) represent end-members.
In this context, AMC and HMC represent results in their own right as they popu-
late the so-far untapped domain of long-term (>100 years), ring current targeting
indices. Although not designated a geomagnetic activity index per se, the same is
true for ∆BMLT (85 years), being the only spatially resolved measure of ring current
activity that lasts longer than SMR. Apart from the time series’ length, A/HMC
combines traits of both ring current index classes to address the research question
in light of the known Dst-related problems. These traits arise from the application
of the following principles during the indices’ derivations:
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Figure 6.1: The ring current index family (cf. Table 1.1), including the results of publications
1-3 (red dots & arrows), sorted in respect of temporal resolution, index length
(horizontal plane), and spatial resolution (vertical axis with discrete levels in
gray, blue, and yellow). Each axis points from the worst to the best available state
so that the origin represents the worst (black), and the diagonally opposite vertex
the ideal (green) overall position. Highlighted squares represent end-member
positions in space weather research and geomagnetic field modeling.

1. Integration of third-party geomagnetic field models
The geomagnetic field residuals are formed by subtracting the predictions of
third-party geomagnetic field models for the core (i.e., the baseline), the large-
scale external (for the crustal biases), and the ionospheric field contributions
from the observatory measurements.

2. Generality
No restrictions to geomagnetically quiet and/or dark conditions are imposed
on the final index.

3. Spatial homogeneity
The spatial distribution of the contributing observatories is kept relatively
stable over time.

4. Compactness of the representation
A transformation into geomagnetic coordinates focuses the relevant signal
along just one coordinate axis, the dipole axis (MAG ZM-component).

While principles 1 and 2 arrange for the quiet-time level and solar-cycle variability to
be represented realistically by A/HMC (and ∆BMLT, see section 1.2.3), a consequent
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implementation of principle 3 serves the interpretability of the indices in terms
of solar wind forcing (see section 6.3.1) as demanded by the second part of the
research question. Principle 4 justifies the designation of A/HMC as conventional
indices, i.e., scalar time series. The appropriateness and consequences of applying
principle 4 are assessed, i.a., in chapter 7.

6.2 answers to the research question

The level of detail at which the centennial evolution of the external magnetic field,
ascribed to inner magnetospheric currents, can be characterized naturally depends
on the temporal and spatial resolutions of the underlying geomagnetic observatory
measurements and the applied analysis methods.
At the lowest level of complexity, AMC describes the annually-averaged magnitude
and temporal evolution of the spatially uniform external magnetic field along the
dipole axis between 1900 and 2010. This field is shown to be directed southward
(negative sign) with a magnitude variation composed of an upward linear trend of
0.13 nT/year (35.44 % absolute decline since 1900) on top of a solar cycle related
variability as indicated by comparison to the total yearly sunspot number (Figure
3.6). The latter ranges between amplitudes of 18.14 nT (SC 16) and 44.58 nT (SC 15)
while the average absolute magnitude of the field over the whole period amounts
to 26.1 nT after subtraction of the drift. The credibility of these findings is rated by
AMC’s standard deviation, which decreases from 34.01 % of the field’s magnitude
in 1900 to 3.63 % in 2010.
At the next higher level of complexity, the temporal resolution of the analysis is
lowered down to hourly averages while the simplifying assumption of a spatially
uniform external field is kept for the calculation of HMC between 1900 and 2015. A
careful revision of the underlying hourly mean observatory data is speculated to be
the prime cause for the marked reduction of the linear trend to 0.01 nT/year (4.76
% absolute decline between 1900 and 2010) in annual averages of HMC, which is
shown to be strongly interval-dependent. The absolute, trend-free average magni-
tude in the case of HMC amounts to 30.59 nT. Although the OSF is argued to explain
∼61 % of HMC’s annual variability, the long-term drifts disagree concerning the
sign and magnitude (Figure 4.7), particularly within the period 1935–1965. Hence,
the long-term change seen in AMC/HMC can not straightforwardly be traced back
to that in the OSF.
An analysis of HMC’s power spectral density quantitatively confirms an SC related
variability that is more pronounced than for rivaling members of the ring current
index family (especially Dcx; Figure 4.5). The trend-free amplitudes of the annual
SC variation range from 14.9 nT (SC 24) to 31.81 nT (SC 22) with an average value
of 26.42 nT (SC 14–23), which agrees well with what is given by AMC (26.38 nT).
Based on annual means calculated exclusively from the five quietest days per month
(or all hours for which Kp < 2) since 1932, a realistic average quiet-time activity
level of 17.45 nT (18.66 nT) becomes accessible via HMC.
At the highest level of complexity explored within this thesis, the longitudinal
variability of the external disturbance field is taken into account by binning the
signals obtained at individual observatories with respect to MLT. The storm-time
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disturbance pattern is shown to be statistically sensitive to the kind of solar wind
driver (ICMEs vs. CIRs/SIRs). Apart from the size of the HMC-drop at the storm
peak, the most discriminative features are derived from the difference of the distur-
bances in the dawn and dusk sectors within 24 hours after the storm peak (recovery
phase), which is speculated to reflect the MLT-dependent effect of the PRC. The
predicted annual numbers of ICME- and C/SIR-driven storms show SC-dependent
fluctuations while, intriguingly, the number of ICMEs seems to have decreased
during 1930–2015.
The entity of the results implies that the mid-latitude geomagnetic activity, ascribed
to the ring current system, has slightly decreased from 1900 until 2015 and that the
responses of the ring current system to different solar wind drivers are statistically
distinguishable at ground level. These two findings are further discussed below.

6.3 the current state of knowledge

6.3.1 Long-term trend of geomagnetic activity

A long-standing, fundamental result in space climate science is the discovery of a
notable increase of geomagnetic activity over the last century. The trend was first
registered in the aa index (Mayaud, 1972), which is derived homogeneously from
just two almost antipodal mid-latitude stations in England (Hartland, HAD) and
Australia (Canberra, CNB) and their predecessors since 1868. Being a “range” index
(Bartels et al., 1939), aa is defined as the arithmetic mean of the ranges of magnetic
field variation detected at the two sites within three-hourly intervals, both of which
are manually normalized to that at Niemegk observatory (NGK, Germany) using
a quasi-logarithmic scale (giving analog local “K” indices). Resulting from a long
debate on the trend’s reliability, it is now generally accepted (e.g., Lockwood, 2013;
Martini et al., 2012a) mainly because the long-term increase could be verified by
other global activity indices based on digitized hourly values, e.g., the inter-diurnal
and inter-hourly variation indices (IHV, IDV; Svalgaard and Cliver, 2005, 2007; Sval-
gaard et al., 2004) as well as the Ah and AhK indices (Martini et al., 2011; Mursula
and Martini, 2007). This is consistent with the long-term increase registered in the
OSF, which is reconstructed based on aa and/or variants of the aforementioned
indices (cf. publication 2, section 4.2.2.2; Lockwood et al., 1999).
As can be expected from a complex system, the long-term “trend” in global geomag-
netic activity is neither linear nor monotonic (e.g., Love, 2011; Martini et al., 2012a).
The latter is demonstrated to apply also for a restriction to low- and mid-latitudes in
the form of HMC (publication 2, Table 4.1). When limited to the period 1900–2000,
annual averages of HMC display a 9 % absolute linear increase in compliance with
the global activity increase as reported above. In fact, most of the HMC-increase
occurs until 1941 (SC 17), after which the activity level recovers slowly until compen-
sation is reached during 2008–2009 (SC 23). The net absolute decrease, as reported
in the answers to the research question, results from the continuously decreasing
activity ever since.
Differences between long-term trends seen in global geomagnetic activity measures
and OSF on the one hand, and HMC on the other hand, have various reasons.
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On the technical side, differences arise due to the nature of the indices (hourly
mean vs. range indices; Lockwood, 2013, chapter 6) and the recording method of
the corresponding observatory measurements (analog vs. digital; Martini et al.,
2012b). On the physical side, the long-term evolution of local geomagnetic activity
depends systematically on geomagnetic latitude. Based on local IHV and Ah indices
derived from individual observatory measurements at different MAG latitudes,
the centennial increasing trend is shown to be largest at high latitudes, smallest at
mid-latitudes, and in between at low latitudes (Martini et al., 2012a; Mursula and
Martini, 2006). The underlying mechanisms are addressed by Holappa et al., (2015,
2014), who show that the annually-averaged geomagnetic activity, as measured by
local IHV and Ah indices at 26 stations from all latitudes, can be decomposed into a
linear combination of two independent components: one that is correlated with the
IMF magnitude (Bsw) and another correlated with the solar wind speed (vsw). Given
that the coupling function Bswv2

sw (see section 1.2.2.2) is dominated by an enhanced
Bsw for ICMEs and an enhanced vsw for HSSs (or CIRs/SIRs; I. G. Richardson and
Cane, 2012; I. G. Richardson et al., 2000), these components can be understood
as the ICME- and HSS-related contributions to geomagnetic activity, respectively.
The latitude dependence of the local geomagnetic activity is introduced by the
varying sensitivities to Bsw and vsw in the following sense (see also Finch et al.,
2008): They behave oppositely, at which the sensitivity to Bsw (vsw) is generally
larger (smaller) with a local decrease (increase) at ∼50◦ latitude and a broader
minimum (maximum) across the auroral region (∼60–80◦ latitude). These results
are complemented by those of Martini et al., (2015), who demonstrate that the
smaller centennial increase of geomagnetic activity at mid-latitudes, as compared
to higher latitudes, is caused by a relative overestimation (underestimation) of
activity during the first (second) half of the century. Furthermore, the authors show
that the differences in geomagnetic activities at mid- and low latitudes are also
MLT-dependent (largest at dawn) and maximize in the declining phases of the solar
cycles, which is explained by a declining sensitivity to HSSs at mid-latitudes as
compared to high latitudes.
The assembled information implies that the geomagnetic activity measured by
HMC is more sensitive to Bsw (ICMEs) than to vsw (HSSs, C/SIRs). The decrease of
mid-latitude geomagnetic activity during 1930–2015 as measured by HMC (publica-
tion 2) is therefore consistent with the identified decline of the annual fraction of
ICME-driven storms (publication 3).

6.3.2 Ring current dynamics in response to solar wind drivers

The conclusion drawn regarding the different responses to ICMEs and C/SIRs
measured at the HMC observatory sites should be evaluated in the face of studies
that assess the ring current response either via in-situ measurements or global drift
physics-based numerical simulations.
In the case of the drift physics models, the issue is commonly tackled by comparing
the so-called pressure-corrected Dst (Dst∗, see section 7) to simulations of Dst∗

based on the DPS relation, using the modeled ion fluxes (kinetic energy .500
keV) for several storm events. One example of such a model is the Hot Electron
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and Ion Drift Integrator (HEIDI; based on e.g., Fok et al., 1993; Jordanova et al.,
1996), which simulates the plasma inflow from the magnetotail, particle acceleration
and loss (mainly by charge exchange) along the drift paths, as well as the outflow
at the dayside magnetopause. Another one is the Comprehensive Ring Current
Model (CRCM; Fok et al., 2001) that uses a self-consistently calculated electric
field. A common result of studies based on these models is that Dst∗ can be
simulated better for ICME-driven storms than for HSS-driven ones of comparable
size, i.e., with similar peak Dst∗ values (e.g., Cramer et al., 2013; Liemohn et
al., 2010), particularly during the recovery phase (Jordanova et al., 2009). The
aforementioned authors speculate that, for HSSs, HEIDI either misses plasma
injections from substorm-induced electric fields and/or radial diffusion. In relation
to the peculiarity associated with the recovery phase, Miyoshi and Kataoka, (2005)
evaluate the ion flux from particle measurements of the NOAA (National Oceanic
and Atmospheric Administration) satellites and conclude that, during the recovery
phase, ring current flux enhancements in the outer ring largely depend on the
different solar wind structures, while those in the inner ring can only be caused by
strong ICMEs.
The perhaps most important study concerning this thesis (publication3) is the
work by Liemohn and Katus, (2012), which builds on the previous study (Liemohn
et al., 2010), but uses the pressure-corrected SYM-H index instead of Dst (see table
1.1). The authors conclude that “the inner magnetosphere and near-Earth plasma
sheet are responding in fundamentally different ways to the two solar wind driver
structures [ICMEs; C/SIRs and HSSs], even for the same level of driving”. The
reason for this is speculated to be connected to the stronger driving during ICME-
storms (see e.g., Borovsky and Denton, 2006), which causes the plasma sheet hot
ions to penetrate deeper into the inner magnetosphere where the feedback of the
FAC closure is more pronounced.
Although none of the above-mentioned studies deliver concrete evidence in support
of the findings of publication 3, two points are consistent. Firstly, the differences
in the ring current response to ICMEs and C/SIRs seem to be particularly large
during the storm recovery phases. Secondly, these differences are connected to the
spatially resolved magnetic disturbance pattern, particularly to the effect of the
Region-2 FACs as part of the PRC system (see section 6.2).
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O U T L O O K

To meet the demands imposed by the integrative research question, two lines of
development have been initiated in this study, each of which has proven to be worth
pursuing. Basically, the direction of future efforts depends on whether or not the
concept of a geomagnetic index (HMC) should be kept (principle 4).
Regardless of the specific road taken, there are some considerations of general
applicability when focusing on the long-term magnetic field signal of the ring
current. First off, more internationally coordinated efforts toward the complete
digitization and publication of the hourly measurements recorded in observatory
yearbooks should be initiated. In doing so, the metadata needs to inform clearly on
the sampling rate, i.e., whether just spot values or actual hourly means are reported
(see Mursula and Martini, 2006), a point not handled consistently in the currently
available data catalogs.
A second point of concern is the so-far unaccounted field component that is induced
in the electrically conducting mantle and oceans in response to the time-varying
ring current (geomagnetic storms). Assuming a 1-D electrical conductivity structure,
which depends solely on r, this signal can be eliminated from the observatory
residuals (or HMC) with knowledge of the “Q-response” as is shown for Dst and
RC (e.g., Olsen et al., 2005). The Q-response is the complex-valued ratio of induced
(internal) and inducing (external) Gauss coefficients, which depends on frequency
and the spherical harmonic degree (e.g., Kuvshinov, 2008, 2012). However, due to
the large influence of the laterally heterogeneous ocean conductivity on the coastal
observatory sites (“ocean effect”, e.g., Kuvshinov et al., 2002), 3-D effects need to be
considered in order to properly assess the induction effect of geomagnetic storms
(Olsen and Kuvshinov, 2004; Püthe and Kuvshinov, 2013). However, as geomagnetic
storms are relatively rare (∼1 % of all UT hours during 1930–2015 are initially
flagged as disturbed in publication 3) and the electrical conductivity structure
relatively stable over time, the influence of the induced component on the derived
long-term evolution of the magnetospheric magnetic field should be small.
Lastly, an elimination of the fluctuations caused by the solar wind dynamic pres-
sure, transferred to the observatory residuals (and HMC) by the Chapman-Ferraro
currents (in analogy to Dst; Siscoe et al., 2005), could be attempted. In the case of
an annual time scale, a crude approach is to eliminate all positive values from the
whole time series, so that the annual averages of the remaining ones are assured
to be dominated by the ring current effect (Lockwood, 2013, chapter 2.3). A more
sophisticated approach is to model the strength of the pressure contribution to
the ground-based magnetic field measurements based on Burton et al., (1975) and
then subtract it to get the “pressure-corrected” measurements (see also O’Brien
and McPherron, 2000). Of course, the latter is only possible for times when ap-
propriate measurements of solar wind speed and density are available (since∼1960).

117
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Moving on to the different lines of development, it has been shown that HMC
holds a unique position within the ring current family (Figure 6.1). As such, it
has similarly diverse areas of application as the other indices, e.g.,: selection of
geomagnetically quiet times (Kauristie et al., 2017), temporal parametrization of the
external magnetic field potential (Finlay et al., 2017), geomagnetic storm detection
(particularly across several SCs, publication 3), initialization of drift particle models
for the magnetosphere (Fok et al., 2001). Additionally, A/HMC can be used to clean
observatory data directly from the magnetospheric magnetic field, which is impor-
tant, e.g., for the study of geomagnetic jerks (publication 1). To enhance HMC’s
attractiveness in these areas, particularly for event-based studies, the following
steps could be taken:

1. An up-to-date version of HMC for the current year could be delivered using
(a) one-hour means of the INTERMAGNET one-minute provisional data
(https://www.intermagnet.org; 12 HMC-stations available in 2019) (b) a
baseline extrapolated from the IGRF and the corresponding, predicted SV (c)
crustal biases and the Sq-field estimates as calculated in publications 1 and 2.

2. The Sq-field could be calculated from the data itself, i.e., without the need for
additional input parameters (F10.7) to run a third-party model (CM4). A very
interesting prospect is the method developed by Martini et al., (2011), who
use a Kalman filter technique to obtain the solar daily regular geomagnetic
variation from hourly geomagnetic observatory measurements. Applying this
method may help eliminate the remainders of the ionospheric field, which
are likely contained in the current version of HMC.

3. A homogeneous response of the HMC observatories to the solar wind driving
could be insured by selecting only those observatories that show similar
sensitivity to the elements of the coupling function (Bsw, vsw) on an annual
scale.

It has become apparent in publication 3 that information about the kind of the
solar wind driving is not retrievable from an index alone, but requires the spatially
resolved disturbance field (see also section 6.3.1). A long-term, more detailed
description of the magnetospheric magnetic field on the ground would also serve
electromagnetic induction studies in need of a realistic “source”. In connection with
this, the following steps offer themselves:

1. The results of the conducted spherical harmonic analysis (publication 2, sec-
tion 4.3.2) could be fully exploited by analyzing the external Gauss coefficients
perpendicular to the dipole axis (q1

1, h1
1). The most appropriate cut-off degree

(N) of the spherical harmonic expansion can be checked using the geomag-
netic power spectrum (see Maus, 2008).

2. The additional information content of ∆BMLT (publication 3) calculated from
the MAG XM- and YM-components should be investigated. Given that the dif-
ferent large-scale current systems affect the magnetic field vector components
to varying degrees (PRC, Region-2 FACs; see Iyemori, 1990), I expect that their
comparison helps to discern the contributions from the individual current

https://www.intermagnet.org
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systems (problem 4). To this end, a comparison of the results obtained after
the transformation of the observatory data into different coordinate systems,
particularly in the SM and GSM, is advisable.

3. The current state of knowledge (section 6.3) indicates that HMC is not as
sensitive to HSSs as to ICMEs. Therefore, the results of publication 3 could
be meaningfully expanded by incorporating observatory data from high
geomagnetic latitudes, i.e. & 50◦, with systematically different sensitivities to
the elements of the coupling function.
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This cumulative thesis is concerned with the evolution of geomagnetic activity
since the beginning of the 20th century, that is, the time-dependent response of
the geomagnetic field to solar forcing. The focus lies on the description of the
magnetospheric response field at ground level, which is particularly sensitive to
the ring current system, and an interpretation of its variability in terms of the solar
wind driving. Thereby, this work contributes to a comprehensive understanding of
long-term solar-terrestrial interactions.
The common basis of the presented publications is formed by a reanalysis of vector
magnetic field measurements from geomagnetic observatories located at low and
middle geomagnetic latitudes. In the first two studies, new ring current targeting
geomagnetic activity indices are derived, the Annual and Hourly Magnetospheric
Currents indices (A/HMC). Compared to existing indices (e.g., the Dst index),
they do not only extend the covered period by at least three solar cycles but also
constitute a qualitative improvement concerning the absolute index level and the
∼11-year solar cycle variability. The analysis of A/HMC shows that (a) the annual
geomagnetic activity experiences an interval-dependent trend with an overall linear
decline during 1900–2010 of ∼5 % (b) the average trend-free activity level amounts
to ∼28 nT (c) the solar cycle related variability shows amplitudes of ∼15–45 nT
(d) the activity level for geomagnetically quiet conditions (Kp<2) lies slightly
below 20 nT. The plausibility of the last three points is ensured by comparison
to independent estimations either based on magnetic field measurements from
LEO satellite missions (since the 1990s) or the modeling of geomagnetic activity
from solar wind input (since the 1960s). An independent validation of the long-
term trend is problematic mainly because the sensitivity of the locally measured
geomagnetic activity depends on geomagnetic latitude. Consequently, A/HMC
is neither directly comparable to global geomagnetic activity indices (e.g., the aa
index) nor to the partly reconstructed open solar magnetic flux, which requires a
homogeneous response of the ground-based measurements to the interplanetary
magnetic field and the solar wind speed.
The last study combines a consistent, HMC-based identification of geomagnetic
storms from 1930–2015 with an analysis of the corresponding spatial (magnetic
local time-dependent) disturbance patterns. Amongst others, the disturbances at
dawn and dusk, particularly their evolution during the storm recovery phases, are
shown to be indicative of the solar wind driving structure (Interplanetary Coronal
Mass Ejections vs. Stream or Co-rotating Interaction Regions), which enables a
backward-prediction of the storm driver classes. The results indicate that ICME-
driven geomagnetic storms have decreased since 1930 which is consistent with the
concurrent decrease of HMC.
Out of the collection of compiled follow-up studies the inclusion of measurements
from high-latitude geomagnetic observatories into the third study’s framework
seems most promising at this point.
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