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Chapter 1

Introduction

This thesis is devoted to the study of the fundamental electronic, magnetic and dy-
namical properties of magnetic systems with reduced dimensions. The main motivation
of this work has been to explore the spin-dependent properties of these systems in the
time and energy domains by means of photoemission-related techniques in combination
with synchrotron radiation.

Since more than half a century a lot of research activity has been devoted to ferro-
magnetic materials. Since the discovery of interlayer exchange coupling (IEC) [1] and
giant magnetoresistance (GMR) [2, 3] a tremendous technological advance of storage
media, read-out sensors and magnetic random access memories (MRAMs) has been
achieved. The finding of GMR initiated important research activities on the mag-
netotransport properties of different magnetic multilayer systems. The IEC, which
typically occurs between two ferromagnetic layers separated by a nonferromagnetic
layer, a so-called spin-valve system, is characterized by the fact that both the sign and
the coupling strength change in a damped oscillatory behaviour as a function of the
interlayer thickness. This property is widely employed nowadays to define a stable
magnetization configuration in magnetic devices with potential applications in mag-
netic recording technology. On the other hand, the GMR effect, firstly discovered in
Fe/Cr multilayers [2] and in Fe/Cr/Fe trilayers [3] in 1988, is characterized by a large
change in resistivity when switching the magnetization of the layer stack from the an-
tiparallel configuration at zero magnetic field to the parallel configuration in an applied
saturation magnetic field. Both IEC and GMR are important examples of the benefit
of industrial applications from fundamental research. Accompanied by the successful
fabrication of ultrasmall magnetic multilayer structures, it allowed an enhanced perfor-
mance of modern magnetic recording devices together with an important interest for
fundamental understanding of low dimensional magnetism. The strong impact of the
discovery of GMR in science and technology considerably changed our understanding
of spin-dependent transport processes in real materials, leading to a new field of re-
search, spinelectronics or spintronics, where the transport properties are not achieved
via transmission of charge but spin.

One of the central questions in spintronics is what the spin-scattering length is,
i.e. the distance that a spin-polarized electron can travel before its spin direction
changes due to scattering processes. Furthermore, the spin polarization of charge
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2 Introduction

carriers in the vicinity of the Fermi level often decides about the efficiency of spin
transport and spin transfer effects in multilayer nanostructures. Important effects
which are directly related to these concepts are the tunneling magnetoresistance (TMR)
[4, 5], Spin Hall Effect (SHE) [6] and Quantum Spin Hall Effect (QSHE) [7]. These
properties stimulated the research for new materials suitable for spintronic applications.
Among them, half-metallic ferromagnets such as Heusler alloys [8], dilute magnetic
semiconductors [9], multiferroics [10] and carbon-based materials [11] are still at the
focus of intensive research.

In recent years, with the aim of controlling and exhaustively tailoring properties
such as perpendicular magnetic anisotropy (PMA) [12], a large variety of geometries
for small-sized magnetic elements is being produced by different techniques. Magnetic
nanoparticles [13], nanotubes [14], micron-sized platelets and dots [15], nanowires [16]
or ultrathin films are typically fabricated by using various combinations of state-of-
the-art experimental tools. Techniques such as molecular beam epitaxy (MBE) or
magnetron sputtering, electron beam lithography or imprint lithography [17] are com-
bined to produce high-quality magnetic structures of ultrasmall sizes [18]. Among
them, lithography represents a top-down fabrication technique where a bulk material
is reduced in size to a nanoscale pattern. Combined with MBE deposition it allows
the fabrication of nanoelements with thicknesses which are accurately controlled on an
atomic length scale. In this way, layers of different compositions and as thin as only a
few atomic layers (monolayers, ML) can be prepared under ultra-high vacuum condi-
tions. On the other hand, ultrathin films which are perfectly flat on an atomic scale
can only be grown on appropriate single-crystal surfaces. This represents an important
advantage because it allows the preparation of ultrathin epitaxial films in which there is
no intermixing between the film and its substrate, leading to a perfect monocrystalline
order inside the film which is in registry with the lattice of the substrate. Therefore,
epitaxial growth becomes particularly important when the properties of the films are
compared to theoretical predictions since these are typically based on ideal systems.

The possibility of manipulating the magnetic properties of low-dimensional struc-
tures is still a very important issue due to the continuous demand for devices with
higher bit densities and faster performance. The confinement of individual layer thick-
nesses in the nanometer regime leads to novel quantum effects which directly influence
the magnetic properties in the time and energy domains. For antiferromagnetic ma-
terials the finite-size effects lead to a scaling of the intrinsic magnetic properties like
the ordering temperature and anisotropy as-well as to an enhanced contribution of
the magnetically disordered surface to the macroscopic magnetization [19]. For fer-
romagnetic materials with reduced dimensions, the presence of a finite magnetization
leads to an increased magnetic anisotropy which depends strongly on the geometry of
the objects [18]. This manifests stronger when the lateral dimensions are touching to
the nanoscale regime. Specially, the manipulation of the dynamical magnetic prop-
erties of such structures in ultrashort time scales [20] needs to be complementary to
an appropriate characterization and control of their magnetic and geometrical proper-
ties. Therefore, the exhaustive manipulation of these properties as a function of the
nanoscale dimensions is directly connected to the fundamental processes that govern
magnetization dynamics in fast (picosecond) and ultrafast (femtosecond) time scales.



3

A deep understanding of such processes, which are still only partially understood, is
crucial to improve the efficiency and reliability of current and near-future information
storage media.

In a closer view, the microscopic origin of these magnetic properties, provided by
the exchange and spin-orbit coupling, rests on quantum mechanical principles and it
can be understood as a particular consequence of spin-dependent interactions between
Fermions in a many-electron system. Particularly, important contributions to the mag-
netic properties come from electrons located in the vicinity of the Fermi level, basically
the same electrons which lead to the fundamental optical and electrical properties in
real materials. In the language of many-body quantum mechanics, these interactions
lead to the formation of quasiparticles and collective excitations. On the one hand,
a quasiparticle can be understood in simple terms as a low-lying excited state of the
system possessing an energy very close to the ground state energy, basically a single
elementary particle whose motion is modified by interactions with the other particles in
the system. On the other hand, collective excitations or collective modes, correspond to
a motion of the electronic system as a whole. Because of the strong Coulomb repulsion,
electron and holes in a real solid can be interpreted as quasiparticles of opposite charge
and same spin whose so called effective masses can differ substantially from the mass of
elementary electrons. In this case we shall speak, then, of a strongly correlated system.
In a similar way, magnons and spin waves can be interpreted as collective excitations
associated to the electron spin structure, and phonons and plasmons can be directly
linked to atom vibrations and high-energy oscillations of the electron density in the
crystal lattice, respectively. In this context, a magnon is a spin wave with zero phase,
and it can be understood as a quantum of a spin wave in a similar way as a phonon
can be interpreted as a quantum of a sound wave. Both quasiparticles and collective
excitations are of great importance in the understanding of the electronic origin of
magnetic phenomena and therefore, the study of their properties is a key prerequisite
regarding the applications in charge-based electronics and spintronics.

Disentangling the complicated picture of correlated electron systems and thus the
interplay of electronic interactions in real solids depends very much not only on the
progress in surface preparation techniques but also on the development of new char-
acterization methods. The availability of synchrotron radiation has opened many op-
portunities to study magnetism with excitation energies which are beyond the visible
range, ranging from infrared to hard x-rays. One of the most important breakthroughs
in this respect was achieved by the theoretical prediction and experimental discovery of
magnetic linear (XMLD) and circular (XMCD) dichroism in x-ray absorption [21,22].
This discovery was soon followed by important achievements in the investigation of
magnetic materials using a new variety of experimental tools, such as x-ray magnetic
circular dichroism in photoelectron emission microscopy (XMCD-PEEM) [23], nuclear
resonant magnetic scattering (NRMS) [24], magnetic dichroism in the angular distribu-
tion of photoelectrons (MDAD) [25], x-ray holography [26] or x-ray resonant magnetic
scattering (XRMS) [27]. In particular, the combination of synchrotron radiation and
electron spectroscopy methods is suitable for the study of ultrathin magnetic films and
surfaces, since the probing depth of these methods is determined by the inelastic elec-
tron mean free path, which for kinetic energies of about 10-100 eV is limited to a few
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atomic layers.

Among the different techniques with remarkable fundamental interest, spin and
angle-resolved photoemission spectroscopy (SARPES) is a powerful method to deter-
mine the complicated electronic structure of ferromagnets, in particular for systems
with strong overlap between majority and minority spin bands [28]. SARPES investi-
gations allow to determine the full occupied electronic bandstructure E(k) of ultrathin
films and related properties such as group velocities and lifetime of quasiparticles,
many-body effects or spin-polarization of electronic states. Involving sophisticated
electron spin detection schemes, SARPES experiments are performed in the momen-
tum and energy domains, thus ultrafast dynamics and lifetimes of quasiparticle exci-
tations can be indirectly deduced from the Heisenberg principle. The average energy
of the outgoing photoelectron has a peak at the energy of the state, but its distri-
bution has a finite width called the natural linewidth. In this sense fast-decaying
states have a broad natural linewidth, while slowly-decaying states have a narrow nat-
ural linewidth. In early studies of spin and momentum-resolved photoemission carried
out on Ni [29, 30], the measured spin-polarization of photoelectrons from the valence
band revealed clear information about the majority and minority spin states and the
magnitude of their exchange splitting. Nowadays such investigations represent a com-
plementary tool to transport or magnetotransport measurements and still remain at
the focus of experimental and theoretical research. For that reason, the use of spin
resolution requires particular attention because it may lead to important implications
towards the fabrication of new-generation spintronic devices where exchange and/or
spin-orbit interactions control the electron spin in a sophisticated way. Among the
different manifestations of the spin-orbit interaction, the Bychkov-Rashba spin-orbit
coupling, generated by an electric field in a system with broken inversion symmetry,
has received considerable interest [31]. The Bychkov-Rashba effect [32] causes a spin-
splitting of a spin-degenerate electron gas and is accessible in SARPES investigations.
The use of the Bychkov-Rashba effect for spin manipulation in novel devices may lead
to new functionalities in spintronics, where spin injection and thus the manipulation
of charge carriers and spin are combined. The independent charge and spin control in
a single spintronic device is the challenge in a wide range of possible applications and
underlying new spin-dependent phenomena which can be directly linked to SARPES
experiments.

As noted before, another major issue in magnetism is the time scale, which covers
an extremely large range, from astronomic to ultrashort time scales in the range of pi-
coseconds and femtoseconds. In such small time scales, magnetic phenomena ranging
from domain wall motion and domain nucleation to spin waves and spin precession are
particularly interesting. Therefore, improvements in the time-resolved characterization
techniques require special attention as well. Techniques such as stroboscopic Kerr mi-
croscopy [33], time-resolved magneto-optical Kerr effect [34] or time and spin-resolved
two-photon photoemission [35], which often use only laser illumination, are typically
important to monitor magnetic processes with femtosecond resolution. In the nano-
and picosecond regime, on the other hand, the availability of synchrotron radiation be-
comes exceptionally advantageous because of its intrinsic well-defined time structure.
It provides picosecond light pulses with repetition rates up to several hundreds of MHz,
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and when combined with synchrotron-related techniques and synchronized laser illu-
mination, it supplies both the temporal resolution and the element selectivity. These
properties have been remarkably exploited in time-resolved imaging experiments, such
as time-resolved XMCD-PEEM [36], in which the magnetization reversal and the large
precession of the magnetization is followed by changing the incident x-rays helicity and
the time delay between the magnetic pump and the photon probe pulses. Alternatively,
the temporal response of the magnetization can also be driven by current-induced mech-
anisms. These issues are closely related to spin transfer effects in magnetic devices,
since the magnetic state and the configuration of the sample have important influence
on the direction and magnitude of the spin current, which at the same time has a
retroactive influence on the magnetization. Due to spin-dependent scattering events,
the transfer of angular momentum or spin lead to an excitation of the magnetization,
which is then dissipated via spin waves. Spin transfer acts as a torque driving the
magnetization into a large precessional motion and in some instances, into a complete
reversal. In these cases, the microscopic picture of the magnetization dynamics is often
successfully described by the Landau-Lifshift-Gilbert (LLG) equation. The study of
both current and magnetic field-induced magnetization dynamics are crucial issues in
the realization of MRAMs and of novel magnetic logic and memory devices with even
faster performance.

In this thesis, some of the aforementioned aspects of modern research in the field
of magnetism are studied by means of SARPES and time-resolved XMCD-PEEM in-
vestigations. This work combines topics which are interconnected in various ways
from the basics of fundamental magnetism to their applications in spintronics, namely
correlation effects in bulk itinerant-electron ferromagnets, fundamental properties of
quasiparticle excitations in two-dimensional systems and dynamics of collective exci-
tations in ultrathin magnetic structures.

The results of the work will be presented as follows. Being this chapter a brief
introduction to most of the important aspects of modern research in the field of mag-
netism at the nanoscale, chapter 2 is devoted to a description of the phenomenological
basis of the experimental methods used in this thesis. Chapter 3 focuses on the details
of the experimental systems in which the experiments have been performed. In chap-
ter 4, spin and angle-resolved photoemission experimental data of three-dimensional
bcc Fe(110) and hcp Co(0001) ferromagnetic systems are compared in detail to many-
body theoretical calculations within the three-body scattering and dynamical mean-
field theories, both combined with the one step-model of photoemission. Chapter 5
deals with the spin-dependent properties occurring in the electronic structure of a
two-dimensional graphene layer grown on fcc Ni(111) and hcp Co(0001) ferromagnetic
substrates. SARPES experiments are performed in these systems before and after inter-
calation of a Au monolayer between graphene and its ferromagnetic substrate. Finally,
in chapter 6 we focus on the dynamical evolution of the magnetization occurring in
permalloy (Fe19Ni81) microstructures by means of time-resolved x-ray magnetic circu-
lar dichroic-photoelectron emission microscopy experiments. The experimental results
are compared in detail to micromagnetic theoretical calculations on the basis of the
Landau–Lifshitz–Gilbert equation.



Chapter 2

Methodical background

This chapter is devoted to description of the experimental methods which, in com-
bination with synchrotron radiation, have been used in this thesis. Firstly, we will
examine the methodology of the spin- and angle-resolved photoemission spectroscopy
(SARPES) technique, a versatile tool for the study of surface and thin film magnetism.
By measuring the angular distribution, kinetic energy and spin of the electrons pho-
toemitted from a sample illuminated with sufficiently high-energy radiation, important
information on the momentum, energy and spin of the electrons propagating inside a
material can be obtained. Such information is of major importance when investigat-
ing the electronic and magnetic properties of solids, in particular for systems in which
many-body correlations are strongly affecting the one-electron excitation spectrum and
the macroscopic physical properties of the system. Secondly, we will focus on the basic
principle of x-ray magnetic circular dichroism (XMCD), a synchrotron-based technique
which later on we will use as a contrast mechanism for magnetic imaging.

2.1 Technique of spin- and angle-resolved photoe-

mission: Beyond the single particle picture

2.1.1 Basic principles

Angle-resolved photoemission spectroscopy (ARPES) is one of the most important
methods to study the electronic structure of molecules, solids and surfaces [37, 38].
Moreover, ARPES has been established as a tool with practical implications in various
fields like surface chemistry and materials science, and it has significantly contributed
to the understanding of fundamental properties of solids, gases and liquids. The basic
principle behind it is the photoelectric effect, originally observed by Herz [39] in 1887
and later explained as a manifestation of the quantum nature of light by Einstein
[40, 41], who received the Nobel prize in 1921 especially for his discovery of the law
of the photoelectric effect. In 1905, Einstein introduced the concept of the photon as
quantum of light and deduced the relation between the maximum kinetic energy Emax

kin

of the emitted electrons and the photon energy hν, which is given by the Einstein’s
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2.1 Technique of spin- and angle-resolved photoemission (SARPES) 7

fundamental photoelectric equation:

Emax
kin = hν − Φ0 (2.1)

where Φ0 is the so-called work function, a characteristic constant of the sample surface
which represents the energy necessary to release the electron from a solid. The work
function can be interpreted as a measure of the potential barrier at the surface that
prevents the valence electrons from escaping into the vacuum, being typically 4-5 eV
in metals. Starting in 1957, the use of photoelectron emission to study the electronic
structure of solids was developed by Kai Siegbahn [42], who used it to study the
energy levels of atomic core electrons. Siegbahn, who received the Nobel prize in 1981
for this work, referred to the technique as Electron Spectroscopy for Chemical Analysis
(ESCA), because the core levels have typically small energy shifts depending on the
chemical environment of the atom which is ionized, thus allowing the determination
of the chemical structure. In this context, the extended equation of the photoelectric
effect providing the kinetic energy of the photoelectron

Ekin = hν − Φ0 − |EB| (2.2)

can be used to determine its binding energy (EB) in the solid. The fundamental prin-
ciple of the photoemission process is sketched in Fig. 2.1. In a simplified single-particle
picture, i.e. a non-interacting electron system, it is shown how the properties of the
emitted photoelectrons basically reflect the electronic eigenstates of the system un-
der investigation. Photoexcitations of electrons from the valence band and core-levels
are produced with a beam of monochromatized radiation aligned on the sample sur-
face, typically supplied either by a gas-discharge lamp or by a synchrotron beamline.
Electrons with binding energy EB can be excited into free-electron states above the
vacuum level Evac by photons with energy hν>EB +Φ0. The measured photoelectron
distribution I(Ekin) corresponds to the occupied density of electronic states N(EB) in
the solid, being EB = 0 at the Fermi energy (EF ). Electrons deriving from the va-
lence band can be found at binding energies of several eV, while those from core-levels
contribute from several ten eV to several ten thousand eV. Basically, one distinguishes
between angle-resolved ultraviolet photoemission (ARUPS) mainly for the investigation
of valence-band states at low binding energies, and x-ray photoemission (XPS) prov-
ing the investigation of core-level states at higher binding energies. If these methods
are combined with the use of spin resolution, one may differentiate between spin- and
angle-resolved photoemission or ultraviolet photoemission (SARPES or SARUPS) de-
pending on the energy of the incoming photons, and spin-resolved x-ray photoemission
(SRXPS).

Fig. 2.2(a) shows a sketch of a spin-integrated photoelectron spectrum in the case
of a metallic sample and Fig. 2.2(b) the experimental geometry of a conventional
SARPES experiment. In Fig. 2.2(a) and at low binding energies, valence-band elec-
tronic states dominate the intensity distribution in the vicinity of EF , corresponding
to electrons in the occupied part of the density of states, which are the most weakly
bound. At higher binding energy, sharp peaks from core-level states corresponding to
strongly bound electrons are observed. Besides other features like Auger peaks, satel-
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Figure 2.1: Schematic view of the photoe-
mission process in the single-particle pic-
ture. A photoelectron distribution I(Ekin)
is produced by the incoming photons, and
electrons with binding energy EB can be
excited into free-electron states above the
vacuum level Evac. I(Ekin) can be mea-
sured by the analyzer and in a first or-
der corresponds to the occupied density of
states N(EB) of the sample.

lites and surface states or resonances which are typically found in real experiments,
a tailed background of secondary electrons due to inelastic scattering processes which
increases in intensity with increasing EB significantly contributes to the intensity dis-
tribution. Such background makes the detection of electrons with very low kinetic
energies particularly difficult. Fig. 2.2(b) is intended to show all the important an-
gular parameters in a modern photoemission experiment with spin resolution, as well
as an overview of a spin-resolved experimental apparatus. Among the angular param-
eters which determine the sample geometry, the most important are θ and φe, the
polar and azimuthal angles of electron emission relative to the sample normal and the
crystal axes respectively. Other angles are Ψ and φP , the polar and azimuthal angles
of photon incidence. A denotes the vector potential of the photons, which is related
to the degree of polarization of the incident radiation with energy hν. The degree
of linear polarization is generally expressed as the ratio of the electric field vector E
perpendicular (s-polarization) and parallel (p-polarization) to the plane of incidence
(E = −∂A∂t). Elliptical or circular polarization, on the other hand, corresponds to
a phase angle δ between the s and p components. This type of experiment offers the
possibility of determining the electron spin σ, which is up(↑) or down(↓) depending on
an appropriately chosen spin quantization direction and the orientation of the sam-
ple magnetization M. Therefore, the experiment is complete in the sense that it can
provide all quantum numbers of the emitted photoelectron by simply measuring its
kinetic energy as a function of the emission angles and the electron spin orientation,
i.e., Ekin(θ, φe, σ).

Experimentally, the electron energy spectra are measured with electrostatic ana-
lyzers [37]. These instruments can take many different forms, although, as shown in
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Figure 2.2: Schematics of (a) a photoelectron spectrum and (b) a spin- and angle-
resolved photoemission experiment.

Fig. 2.2(b), the hemispherical deflection analyzer (HDA) is the most commonly used
instrument at the present time. The kinetic energy of the electron is measured by re-
tarding electrostatic fields applied between the two hemispheres of the instrument and
the momentum of the electron is selected by defining a small angle of collection with an
entrance slit providing the angular resolution. Once the emitted electrons pass through
the entrance slit, they propagate further between the two charged metallic hemispheres
where they are refracted due to the existing electric field, thus only electrons with a
particular kinetic energy pass through. The pass energy can be tuned by changing the
voltage between the hemispheres, which together with the exit slits located at the end
of the analyzer defines the energy resolution. A spectrum is measured by applying a
ramp voltage to the so-called Herzog plate, which decelerates the electrons to a con-
stant pass energy (more details in section 3.2.1). The electrons are then counted by
secondary electron amplifiers, also known as channeltron detectors [43].

2.1.2 Spin polarization

The other observable in a SARPES experiment is the electron spin polarization
P which can be measured by coupling a Mott spin polarimeter to the hemispherical
analyzer by an electrostatic transfer lens of high transmission. Among the different
methods of measuring the spin polarization, the use of spin-dependent scattering via
the spin-orbit interaction with heavy atoms is traditionally used. Therefore, scattering
targets made of high-Z elements such as gold, tungsten or thorium are usually the
choice for the fabrication of modern spin polarimeters. This type of scattering, known
as Mott scattering [44], was discovered by Sir Nevill Francis Mott in 1929 [45], who
realized that the spin dependent terms of the Coulomb scattering in heavy atoms arise
from relativistic L-S coupling and lead to a left-right intensity asymmetry A. In other
words, spin-orbit coupling of the electron in the potential of the target atoms leads
to an asymmetry in the scattering which depends on the electron spin. Much of the
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pioneering work in spin-polarized photoemission was carried out with spin polarimeters
of these type, so-called medium and high-energy Mott-scattering spin detectors [46],
where the electrons to be analyzed are scattered off at energies typically of the order
of 20-120 keV. This type of spin detector, which has been used in the experiments
presented in this thesis (see section 3.2 for details), is sketched in Fig. 2.2(b) and works
with a thorium film as a target and accelerates the incident beam of electrons into the
target at an energy of 26 keV. Electrons of opposite spin are elastically scattered at an
angle of 120◦ and counted by two perpendicular pairs of symmetrically opposite spin
channeltrons. Specially interesting is also the use of low-energy spin polarimeters which
work in combination with the exchange interaction [47], low-energy diffuse scattering
(i.e., employed in secondary electron microscopy with polarization analysis (SEMPA))
[48] or spin-polarized low-energy electron diffraction (SPLEED) [49]. In these cases the
targets of such polarimeters are made of ferromagnetic single crystals (exchange-type
detectors) or, as in the case of the high-energy spin detectors, of polycrystalline or
single crystal thin films of high-Z elements (spin-orbit type detectors), respectively.

Measuring P requires to know a spin quantization direction, which depends on the
magnetization direction in the case of ferromagnetic or ferrimagnetic materials and in
a first instance is provided by the geometry of the experimental setup. If experiments
with circularly polarized incident radiation in nonmagnetic systems are performed, it
will also depend on the polarization vector of the incident light and thus on the photon
helicity. Provided the spin quantization axis, P is defined as the expectation value of
the Pauli spin operator σ and can be written as:

P = 〈σ〉 = tr{ρσ} =
N↑ −N↓

N↑ +N↓ (2.3)

where ρ is the density matrix of pure spin states of the system and N↑,↓ the number of
spin-up and spin-down electrons. In a more practical way, since the number of electrons
counted is directly related to the measured intensity, the spin polarization of a beam
of electrons that has been preselected by the analyzer according to an energy E and
wave vector k is:

P(E,k) =
I↑(E,k)− I↓(E,k)

I↑(E,k) + I↓(E,k)
(2.4)

where I↑,↓ are the spin-up and spin-down (or equivalently, majority and minority spin
in ferromagnetic materials) SARPES spectra with magnetic moments parallel and an-
tiparallel to the spin quantization axis, respectively. As noted before, the measured
quantities are the spin-integrated spectrum I(E,k) = I↑(E,k) + I↓(E,k) (as sketched
in Fig. 2.2(a)) and the spin polarization P(E,k), from which the spin-dependent
spectra are obtained as:

I↑,↓(E,k) = I(E,k)(1± P(E,k))/2 (2.5)

In real practice, two spin channeltrons placed symmetrically with respect to the electron
beam axis measure the left (L)-right (R) asymmetry A of intensities backscattered from
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the target:

A(E,k) =
IL(E,k)− IR(E,k)

IL(E,k) + IR(E,k)
(2.6)

This scattering asymmetry results from the spin-orbit interaction in the target region
as previously mentioned but also depends on the polarization component perpendicular
to the electron scattering plane. Since the asymmetry measured for a 100% polarized
electron beam depends on the so-called Sherman function S [50] of the detector, the
spin polarization can be calculated as:

P(E,k) =
A(E,k)

S
(2.7)

The Sherman function, which is related to the efficiency of the detector, depends on the
electron kinetic energy, the target material and thickness, as well as on the electron
scattering angle. The Sherman function can take values of almost up to 0.5 theo-
retically, and for ultimately thin target foils that avoid multiple elastic or inelastic
scattering events. However, experimentally only a small fraction I/I0 of the electrons
in the beam are backscattered into the detectors and the Sherman function values are
rather low. Another quantity which is useful for judging the efficiency of the spin
detector is the figure of merit (FOM = η = S 2I/I0) [46], which in conventional spin
polarimeters is in the range of 10−3 to 10−4 and gives the statistical error of a spin
polarization measurement (∆P ∼ 1/

√
I0η). Therefore, in order to minimize ∆P , the

figure of merit η needs to be maximized. Sherman function values range from 0.02 to
0.27 in different devices [46, 49, 50]. Although low-energy detectors such as SPLEED
detectors may have high FOM values, the low electron energies used in these systems
make the Sherman function dependent on the condition of the target surface that may
contaminate during one or several photoemission measurements and needs to be con-
tinuously reestablished. In medium and high-energy spin polarimeters such as Mott
detectors, on the other hand, since the highly energetic electrons penetrate the target
several hundreds of nanometers, it is possible to operate these devices over months in
a reproducible way and without the need of calibrating the Sherman function before
every set of measurements.

2.1.2.1 Spin polarization upon magnetization reversal

SARPES experiments on ferromagnetic samples demand for an exhaustive control
of the sample magnetization. Firstly, the path between the analyzer and the sample
should be free of magnetic stray fields which would lead to a precessional motion of
the electron spin around the stray field direction. Secondly, the probing area of the
experiment in the sample, which is around 0.1-0.5 mm2 and typically much larger than
the magnetic domain size, implies that the sample has to be remanently magnetized into
a single domain state. Control of sample magnetization has the advantage of removing
the instrumental asymmetry of the experiment by simply considering A = A(E,k)
as the average of the measured asymmetries of two consecutive measurements with
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reversed magnetization:

A =

√
I+L I

−
R −

√
I−L I

+
R√

I+L I
−
R +

√
I−L I

+
R

(2.8)

where I+,−
L,R denote the intensities for opposite magnetization directions of the left and

right spin channeltrons. The instrumental asymmetry is typically caused by different
sensitivities of the detector spin channeltrons or by other factors such as defects or
non-uniformities which may be present at the target surface.

2.1.3 The photoemission process

In the traditional approximation, the photoemission process is described within
the so-called three-step model [51, 52] which is a sequence of three steps: (i) the pho-
toexcitation of one electron into an unoccupied state of the sample band structure,
(ii) transport of this electron to the surface and (iii) the escape of the photoelectron
through the surface barrier and coupling to a free-electron state in vacuum.

Within the single particle picture, the total Hamiltonian of the system can be
described as Htot = H0 +H ′, where H0 =

p2

2m
+ V (r) and H ′ is the Hamiltonian of the

interaction between the vector potential of the electromagnetic radiation field A and
the electron with momentum operator p = −i~∇.

(i) During the first photoemission step, the photoexcitation process can be inter-
preted as a quantum mechanical transition from an occupied initial eigenstate |ψi〉 to a
final state |ψf〉. From Fermi’s Golden Rule, the transition rate or transition probability
per unit time of this process is:

Pfi =
2π

~
|〈ψf |H ′ |ψi〉|2δ(Ef − Ei − ~ω) (2.9)

where the δ function provides the energy conservation of the process. Neglecting higher
order contributions inA, the interaction HamiltonianH ′ is proportional to p·A+A·p =
2A·p−i~·∇·A, where the ∇·A term is usually ignored by an appropriate choice of the
Coulomb gauge (∇ ·A = 0). The remaining A ·p term gives rise to k-selective vertical
optical transitions at low energies in the bulk or volume of the solid. However, at the
surface the ∇ · A term is non-zero and as a result, the matrix element 〈ψf |∇ · A |ψi〉
contributes to the transition rate in Eq. (2.9) provided that both initial and final
states have non-zero amplitudes. The dielectric discontinuity at the surface of the
solid gives rise to a corresponding discontinuity in A⊥, yielding to a delta function
after differentiation. Therefore, the surface photoemission term is non-selective in
k⊥, and the resulting k⊥-dependent surface contribution in the photoemission spectra
resembles a one-dimensional density of states for k‖=0.

The simplest case is given by the dipole approximation, in which the electron motion
is confined into a small volume compared to the wavelength of the incident electromag-
netic wave and A can be considered constant and fixed in space. Given that ∇ ·A = 0,
this yields to:

Pfi =
2π

~
|〈ψf |p |ψi〉A|2δ(Ef − Ei − ~ω) (2.10)



2.1 Technique of spin- and angle-resolved photoemission (SARPES) 13

Figure 2.3: Universal curve representing
the kinetic energy dependence of the inelas-
tic mean free path of the electrons in solid,
reproduced from [53]. The dots are mea-
surements for different materials and the
solid curve is the semiempirical estimation.

Considering now that [p, H0] = −i~∇ · V and [r, H0] = i~p/m, the matrix element
can be written in the following form:

〈ψf |p |ψi〉 = imω 〈ψf | r |ψi〉 = i

ω
〈ψf |∇ · V |ψi〉 (2.11)

which depends on the gradient of V and indicates that the photoexcitation process
cannot take place if the potential of the lattice or atoms is constant or zero, as it
is the case of a free electron gas. Furthermore, besides the energy conservation, Eq.
(2.11) establishes certain symmetry conditions and dipole selection rules for the initial
states depending on the geometry of the experiment, as it will be discussed later. The
most simple case in which photoemission occurs is a free electron system bound by a
potential barrier located at the interface between the semi-infinite solid and vacuum. In
this sense, the final state of a photoexcited electron with low kinetic energy is explicitly
supplied by V(r) and therefore defined by the unoccupied part of the bandstructure of
the solid E(k).

(ii) In the second photoemission step, the number N of photoelectrons that are
transported to the surface and escape into vacuum depends on the film thickness d:

N = N0e
− d

λ (2.12)

where N0 is the initial number of electrons and λ is the inelastic mean free path of the
electrons (IMFP). This relation indicates that the probing depth of photoemission is
limited by effects of inelastic electron scattering and in turn, it can be a very surface
sensitive technique if the values of λ are sufficiently small. For high energies, the IMFP
is given by the semiempirical formula [53]:

λ[nm] = 0.41a[nm]3/2
√

Ekin[eV ] (2.13)

with a the lattice constant of the film. The dependence of λ on the kinetic energy
leads to the so-called universal curve, and as it can be seen in Fig. 2.3 for differ-
ent materials, it exhibits a minimum of ∼2 ML around 50 eV kinetic energy (1ML∼
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2Å). This behaviour is due to the dominance of different kinds of loss processes, i.e.
electron-phonon, electron-electron and plasmon-plasmon collisions as the kinetic energy
increases. These type of loss mechanisms are the same inelastic scattering processes
which are responsible for the tailed background of secondary electrons explained above
(Fig. 2.1(a)).

(iii) The third step, transmission of the photoexcited electron through the surface
can be considered as the scattering of a Bloch electron wave from the surface-atom
potential with translational symmetry parallel, but not normal to the surface. Due to
the potential difference, the electron which traverses the surface barrier experiences the
refraction process sketched in Fig. 2.4(a), which leads to a change in the direction of
propagation of the emitted electron by an angle θ. In practical cases, this process can be
treated by matching the internal Bloch wave functions to free-electron wave functions
outside the crystal on the vacuum side. The momentum vector of the electron k inside
the crystal is the quantity of interest and it is given by kint = kint

‖ + kint
⊥ , where kint

‖
and kint

⊥ are components parallel and perpendicular to the surface, respectively. Due
to the two-dimensional (2D) translational symmetry, the transmission of the electron
through the surface into the vacuum requires the conservation of the parallel component
of its momentum vector, which due to the mentioned symmetry can be translated by
a reciprocal surface lattice vector, i.e., kint

‖ ±G‖ = kext
‖ . As the electron is free outside

of the solid, by simple trigonometry and considering that Ekin = ~2
2m

(kext)2, we have:

∣∣kint
‖
∣∣ =

∣∣kext
‖

∣∣ =
√

2m

~2
Ekin · sin(θ) (2.14)

∣∣kext
⊥

∣∣ =
√

2m

~2
Ekin · cos(θ) (2.15)

On the other hand, the component normal to the surface kint
⊥ is not conserved due to

the lack of periodicity, and for the internal electron in the crystal this component can
be determined by the energy conservation requirement:

Ekin =
~2

2m
((kint

‖ )2 + (kint
⊥ )2)− V0 (2.16)

where V0 is the average ionic potential of the solid, so-called inner potential, which
can be taken as a value provided by theoretical calculations or by band mapping ex-
periments, being in both cases an adjustable parameter which depends on the bottom
binding energy of the valence band |E0| and the work function Φ0, i.e., V0 = |E0|+Φ0.
Introducing Eq. (2.14) into Eq. (2.16), it is straightforward to obtain:

∣∣kint
⊥
∣∣ =

√
2m

~2
(Ekin · cos2(θ) + V0) (2.17)

By systematically collecting electrons photoemitted along certain direction and mea-
suring their kinetic energy Ekin, Eqs. (2.14) and (2.17) allow to determine the electron
momentum k in the crystal. The bandstructure of the solid in reciprocal space E(k)
is then provided by measuring for different polar angles θ the corresponding electron
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Figure 2.4: (a) Schematics
of the refraction process ex-
perienced by the photoelec-
tron which traverses the sur-
face barrier; (b) relation
between the (0001) surface
Brillouin zone of a hcp lat-
tice and the corresponding
bulk Brillouin zone.

energy distributions. Figure 2.4(b) shows an illustrative example of the relation be-
tween the (0001) surface Brillouin zone (SBZ) and the corresponding bulk Brillouin
zone (BBZ) of a hcp lattice, where high symmetry lines and points in reciprocal space
are shown. For a given polarization and set of incidence angles Ψ and φP of the photon
beam, it is possible to explore the bandstructure of the solid moving along these high
symmetry lines in k-space by simply changing φe, θ and the photon energy hν.

If the normal-emission condition is chosen, i.e., k‖ = 0, by changing the photon
energy hν of the incident beam (see Eq. (2.17)) the dispersion of the electronic states
along the surface normal can be obtained (corresponding to the Γ − A direction of
the BBZ in Fig. 2.4(b)). By further increasing the photon energy, we would move
from the first to the second and consecutive bulk Brillouin zones. Therefore, in normal
emission and by moving through high symmetry points we can determine the energy
dispersion of the initial states E(k⊥). This is the case if the dispersion of the final
states is known, which for high enough energies (hν & 50eV ) can be approximated by
a free electron parabola. At high energies, the crystal potential can be treated as a
small perturbation, so the nearly-free electron approximation eventually works well for
complicated materials, even at low energies if the Fermi surface of the system under
investigation has a simple spherical free electron-like topology.

Concerning the investigation of low-dimensional systems and in particular surfaces,
the uncertainty in k⊥does not play an important role. As mentioned above, the surface
photoemission process is non-selective in k⊥and therefore, low-dimensional systems ex-
hibit a negligible dispersion along the surface normal. In normal-emission, since k‖ = 0,
the only surface contribution in the photoemission spectra would arise from the Γpoint
(see SBZ of Fig. 2.4(b)) and changes in the intensity of the energy distributions as a
function of the increasing photon energy would result from changes in the matrix ele-
ment of Eq. (2.11). In off-normal emission, the initial state dispersion is therefore ex-
clusively provided by k‖, from which E(k‖) is determined. However, when investigating
three-dimensional systems both surface and bulk emission contribute to the SARPES
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Figure 2.5: (a) Left side: Sketch of the decay of the wave functions of bulk states (BS),
surface resonances (SR) and surface states (SS) into the bulk. Right side: Hypothetical
electronic structure of a crystal, where surface state bands (blue dashed lines) are plotted
together with a projection of all bulk states (gray areas) in a certain E(k‖) plane where
relative gaps (white areas) exist.(b) Schematic illustration of the contributions from
initial and final state broadening to the total linewidth in normal-emission. Dashed
lines indicate the inverse lifetime broadening, which is exaggerated for initial states.

spectra. Therefore, it is not straightforward to distinguish whether a particular band
arises from surface or bulk states. The first step in quantifying the contribution of the
surface electronic structure in such an experiment is the classification of the possible
electronic states that occur at the surface of a well-ordered crystal.

On the left hand side of Fig. 2.5(a), the crystal is sketched in real space, together
with the decaying Bloch wave functions of a bulk state (BS), a surface state (SS) and
a surface resonance (SR). Obviously, the wave functions of all electronic states extend
into the surface region, where they are confined by the potential barrier. If the bulk
states are high enough in energy, then the bulk wave functions in the solid can be
matched to free electron final state wave functions and the electrons leave the solid.
Bulk states exist with periodically varying amplitude through the crystal, while true
surface states are localized strictly to the surface and are periodic in two dimensions.
Surface resonances, on the other hand, result from the mixing of surface and bulk state
wave functions and exhibit an exponentially decaying amplitude in the direction into
the solid. They are equivalent to bulk wave functions with an enlarged amplitude in
the surface region of the crystal.

On the right side of Fig. 2.5(a), the hypothetical electronic structure of the crystal
is sketched, where surface state bands (dashed lines) are plotted together with a projec-
tion of all bulk states (gray areas) in a certain E(k‖) plane where relative energy gaps
(white areas) exist. These relative gaps, which in some cases are due to hybridization
effects, appear in the projected bulk band structure and may lead to specific surface
states depending on the surface crystallographic orientation. True surface states (blue
dashed lines inside the gaps), so-called Shockley [54] or Tamm [55] states, lie only inside
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the relative gaps and are characterized by energy levels that are not degenerate with
bulk bands. Although there is no physical distinction between them, Shockley states
can be theoretically derived from the nearly-free electron model and are more localized,
in contrast to Tamm surface states which are more delocalized and related to tightly
bound electrons, thus calculated in the framework of the tight-binding model [56]. A
mixing between surface and bulk bands occurs if one of these surface state penetrates
into a part of the SBZ (blue dashed lines outside the gaps) where propagating bulk
bands of the same symmetry exist, leading to surface resonances which as a result
penetrate deep into the bulk.

While the three-step model has proven to be quite successful, a more accurate
approach is the one-step model (1SM) [57–59], where the entire photoemission process
is coherently described in one single step, with a final state wave function that includes
not only the coupling of the photoelectron to the vacuum state in a so-called time-
reversed low-energy electron diffraction (LEED) state [57], but also all the scattering
events of the photoelectron into the surface, including the inelastic scattering processes
which determine the IMFP.

2.1.4 Final state broadening

In three dimensional systems the linewidth contains contributions from both the
photohole and photoelectron lifetimes, as introduced by Smith et al. [60]. Fig. 2.5(b)
shows the schematic dispersion of an initial and final state band in normal-emission
along with the inverse lifetime broadenings Γi and Γf respectively, both indicated
by dashed lines. Other contributions to the linewidth are not included because they
are typically known, as these are the energy resolution of the experimental system,
scattering with defects or the phonon broadening, which at room temperature is about
25 meV. The photoelectron lifetime reflects final state scattering processes and thus
the finite probing depth. If the IMFP (λ) is of the same order of magnitude or less than
the interplanar spacing of the solid, the measured linewidth Γm will have a contribution
of a k⊥broadening. Γm is determined by the common overlap between the individual
broadenings of the initial and final states and the electron group velocities vi and vf ,
respectively. For a single nearly-free electron-like band in normal-emission (θ=0), the
linewidth of the energy distribution is given by:

Γm =
Γi/vi⊥ + Γf/vf‖∣∣∣ 1

vi⊥
− 1

vf⊥

∣∣∣
(2.18)

where vi⊥ and vf⊥ are the respective initial and final state group velocities v⊥ =
~−1∂E/∂k⊥ perpendicular to the sample surface. Note that for our purposes Eq. (2.18)
shows a simplification of a more general relation between Γm and the angle of emission
θ (see [60] for details). The limiting cases for the isolation of Γi which is the quantity
of interest are the following:

(i) For initial states very close to EF, Γi → 0 and the linewidths are then determined
by the final state broadening Γf .
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(ii) When |vi⊥| is much smaller than the other group velocities, e.g., when the
dispersion of the initial state band is very small, Eq. (2.18) can be approximated by

Γm ' Γi +

∣∣∣∣
vi⊥
vf⊥

∣∣∣∣Γf (2.19)

where in the extreme case in which vi⊥ → 0 (a perfectly flat initial state band) gives
Γm = Γi, which is a good approximation in high symmetry points of the BBZ.

(iii) In photoemission from surface states, since no dispersion normal to the surface
exists |vi⊥| = 0, and therefore Γm = Γi.

(iv) In the case in which Eq. (2.19) is a good approximation and for sufficiently
high photon energies the final states can be approximated by a free electron parabola
with energy E = (~2k2

⊥)/(2m), leading to:

Γm ' Γi +
~ |vi⊥|
λ

(2.20)

where λ is the IMFP of the electron. Eq. (2.20) is obtained by introducing into Eq.
(2.19) the Heisenberg relation Γfτf = Γfλ/vf⊥ ' ~, where τf is the photoelectron
lifetime and ~vf⊥ = |∂E/∂k⊥| = ~2 |k⊥| /m.

2.1.5 Symmetry of initial states and selection rules

The symmetry of initial state wave functions can be determined in SARPES ex-
periments and depends on the matrix element 〈ψf |A ·p |ψi〉, also shown for the dipole
approximation in Eq. (2.10). By considering special experimental geometries, selec-
tion rules for the observability of particular initial states |ψi〉 can be derived. Assuming
that the crystal surface has a mirror plane and that both the detection direction of
the photoelectron and the direction of incidence of the photon beam are within that
mirror plane, the initial electronic states are even or odd respect to reflection in the
mirror plane. The matrix element in Eq. (2.10) should be symmetric with respect to
the mirror plane and thus the final state wave function must always be even, other-
wise the detector located in the mirror plane would see a node of the emitted electron.
Depending on the polarization of the incident light, the dipole operator A · p is even
or odd respect to the mirror plane and therefore the symmetry of the initial states
can be determined. If the polarization vector A is perpendicular to the mirror plane
(s-polarization), A ·p is odd as the initial state. On the other hand, if the polarization
vector is in the mirror plane (p-polarization), A · p is even and therefore the initial
state wave function must also be even. Polarization dependent SARPES experiments
are very useful to determine the different symmetries of the initial state wave functions
with respect to the mirror plane. In the case of cubic crystals, the dipole allowed ini-
tial state symmetries and irreducible representations in normal emission can be found
in [61], and for hcp crystals in [62].
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2.1.6 Beyond the single particle picture

Our discussion of the SARPES experiment has been focusing on the one-electron
states of a system of non-interacting electrons. In reality, this picture is hardly ever
adequate because of the presence of electron-electron, electron-phonon or electron-
magnon interactions where the latter two are typically much smaller than the former.

In a many-body system of N electrons, the interaction between the excited electron
and the remaining N − 1 electron system leads to the so-called correlation effects.
Because of the strong Coulomb repulsion, the motion of a given electron is substantially
modified by the presence of all other electrons around. This situation also holds for the
hole created in the photoemission process because the charge of the hole is screened by
the remaining electrons. In response to the creation of the hole, the N − 1 electrons
with initial energy of EN−1 rearrange in a new potential which leads to the relaxation of
the system into a new many-body energy state, E ′

N−1. The resulting energy difference,
so-called relaxation energy, is transferred to the photoelectron, which in consequence
acquires higher kinetic energy. This effect translates into a binding energy shift of the
single particle photoemission peaks towards the Fermi level which at the same time
receive a finite width, while at higher binding energies a much broader distribution of
spectral weight occurs. This means that at low binding energies the missing electron
or hole can be described as a coherent quasiparticle with effective mass m∗ and well-
defined energy E and momentum ki, which represents the lower energy state of the
relaxed N − 1 electron system having a short lifetime or a finite peak width due to the
strong interactions. The broader distribution at higher energies is due to the occurrence
of a continuum of many-body states without well-defined energy and momentum, thus
called incoherent part of the spectral weight.

To account for correlation effects, the description of the coupling of the photohole
with the rest of the system is done by introducing an energy and momentum dependent
complex self-energy function Σi(k, E) = ReΣ(k, E) + iImΣ(k, E) in the framework of
the sudden approximation, i.e., assuming that the photoelectron is suddenly created
and decoupled from the remaining N −1 electrons. Being E = Ef −hν, the δ-function
in Eqs. (2.9) and (2.10) is then replaced by the spectral function of the hole state
Ai(k, E):

Ai(k, E) =
1

π

|ImΣ(k, E)|
|E − Ei(k)−ReΣ(k, E)|2 + |ImΣ(k, E)|2 (2.21)

This function presents a maximum for E = Ei(k) +ReΣ(k, E), which means that real
part of the self-energy describes the shift of the photoemission peaks with respect to
the single particle energy. The imaginary part, on the other hand, describes the peak
broadening or scattering rate (with a FWHM of 2ImΣ(k, E)), which in the single-
particle approximation was simply described by a δ-function. Both ReΣ and ImΣ are
related by the Kramers-Kronig transformation [37, 38]. If the energy E of the sys-
tem has more than one solution, the spectral function in Eq. (2.21) is divided into
quasiparticle peaks (main lines) and satellites or Hubbard bands, i.e., the coherent and
incoherent part of the spectral function, respectively. This results in a mass enhance-
ment m∗/m0 = (1 + λ), where m0 is the single-particle mass and λ the so-called mass
enhancement factor λ = |∂ReΣ/∂E|E=EF

[37, 38]. Since in a ferromagnetic material
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Figure 2.6: Principle of x-ray
magnetic circular dichroism in a
weak ferromagnet, illustrated in the
one-electron model. Transitions
of different probabilities for differ-
ent spin orientations occur from
the spin-orbit split 2p core shell to
empty conduction band states.

these effects can be strongly spin dependent, further insight into the role of correlation
effects in many-body electron systems will be given in Chapter 4, where state-of-the-
art many-body calculations are compared to SARPES experiments in 3d ferromagnetic
transition metals.

2.2 X-ray magnetic circular dichroism (XMCD)

The availability of synchrotron radiation sources which provide x-rays at high bril-
liance and extraordinary energy resolution together with a full control of the photon
polarization lead to important improvements in the characterization methods to study
magnetic systems with a wide range of excitation energies. Since its experimental
discovery [21, 22], magnetic circular dichroism in x-ray absorption is a widely used
technique suitable for the element-specific investigation of magnetic films and multi-
layers. X-ray magnetic circular dichroism (XMCD) is defined by the difference in the
absorption intensities depending on whether the magnetization M of the system under
investigation is aligned parallel or antiparallel to the propagation direction q of the in-
coming circularly polarized x-rays. In other words, changing the helicity ζ (or photon
spin) of the incoming radiation at a fixed M, is equivalent to fixing ζ and reversing the
direction of M. The effect is similar to the magneto-optical Faraday effect discovered
by M. Faraday in 1846 [63], which clearly demonstrates that a magnetically ordered
medium can indeed affect photons and change the polarization of the light. In a one
electron model, the physical principle behind XMCD is sketched in Fig. 2.6 in the case
of a weak ferromagnet, which follows two steps. Incident x-rays with positive (+~) or
negative (−~) helicity are termed left and right circularly polarized respectively, where
the angular momentum carried by the photons in the propagation direction is due to
their intrinsic spin. The density of states is spin split due to the exchange interaction,
which leads to a relatively large number of unoccupied states above the Fermi level
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EF. Restricting ourselves to the L2,3 absorption edges, the excitation process involves
the 2p core levels which are spin-orbit split into 2p1/2 (L2) and 2p3/2 (L3) states.

During the first step, right or left circularly polarized incident photons lead to a
photoexcitation from the 2p core levels into the unoccupied density of states (DOS)
below the vacuum level. Therefore, this process is more efficient in elements with high
density of empty states, for example, those with only partially filled d- or f-shells.
The excitation of 2p→ 3d transitions by circularly polarized radiation leads to excited
electrons which are spin-polarized due to relativistic dipole selection rules [44]. Since
spin flips are forbidden in electric dipole transitions, majority (minority) photoelectrons
from the 2p core shell can only be excited into majority (minority) 3d hole states. In
a simple picture, the angular momentum of the photons can be transferred in part to
the spin of the excited photoelectron through the spin-orbit coupling and a distinct
spin character can be selected in the transition. The spin polarization is aligned in the
direction of the incident light q and depending on the helicity, its direction will point
either parallel or antiparallel to q. Since the sign of the spin-orbit coupling is opposite
for the L2 (L − S) and L3 edges (L + S), also the spin polarization changes sign for
the excitation of the 2p1/2 and 2p3/2 states. Thus, right (left) circularly polarized x-
rays excite more minority spin (majority spin) electrons from the 2p3/2 state, while the
opposite is the case for the 2p1/2 state. The second step is the detection of these spin-
polarized electrons by the imbalanced unoccupied majority and minority spin states
of 3d character. Since there are more empty minority than majority states above EF,
the transition probability (described by the sum of all possible transitions given by Eq.
(2.9)) will be higher for minority spin than for majority spin. The result is magnetic
dichroism, i.e. the absorption intensities change as a function of ζ and M, and the
maximum XMCD signal (I(+ζ)− I(−ζ)), which is obtained when M is parallel to q,
changes both in sign and magnitude when going from the L3 to the L2 edge. Finally, it
is important to mention that the spin and orbital moments are related to the integrated
areas of the XMCD signal by the integral sum rules, developed by Thole and Carra,
and further insight into the method to calculate them can be found in [64,65].

2.2.1 XMCD in photoelectron emission microscopy (PEEM)

In Chapter 6, XMCD is used in combination with photoelectron emission mi-
croscopy (PEEM) for time-resolved experiments. Since in the present PEEM exper-
iment mainly secondary electrons are detected, the dichroic signal in the photoab-
sorption process is translated into a secondary electron yield signal, being the latter
proportional to the former [66]. The kinetic energy distribution of the emitted photo-
electrons is rather broad, containing not only primary photoelectrons of well-defined
kinetic energy but also low-energy secondary electrons induced by the emission and
capture of Auger electrons. The photon energy is tuned to excite electrons from a
core level into the empty electronic states below the vacuum level, taking advantage of
the characteristic absorption edges (Fig. 2.6). The core hole left behind is filled by a
radiative (x-ray fluorescence) or non-radiative (Auger) process, being the probability
of the latter much higher [67]. As a result, the core hole decay leads to the emission
of highly energetic Auger electrons. These electrons suffer multiple scattering events
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when passing through the solid, leading to a cascade of low-energy secondary electrons,
the number of which is proportional to the XMCD absorption signal. These secondary
electrons are detected in XMCD-PEEM in a two-step process. Firstly, the XMCD is
converted into a dichroism in the Auger electron yield. Secondly, the Auger XMCD
signal is translated into a helicity-dependent difference in the intensity of secondary
electrons emitted from the sample surface which are conveniently picked up by the
PEEM. This means that although initially the whole photoelectron spectrum is equally
transmitted through the PEEM, the energy-dependent transmission of the microscope
optics (see section 3.3.2) limits the photoelectron contribution only to lower energies
(low pass). Thus, the information depth in XMCD-PEEM is mainly determined by
the inelastic mean free path of secondary electrons (see section 2.1.3). Typically x-rays
penetrate much deeper into the material but most of the signal is generated in the top
2-5 nm.



Chapter 3

Experimental aspects

In this chapter, details of the experimental systems used to perform the experiments
will be presented. Starting with an overview of the general properties of synchrotron
radiation and some characteristic parameters of the light source BESSY II, we will
continue with a more detailed description of the spin and angle-resolved photoemis-
sion spectroscopy (SARPES) experimental system. Following that, the XMCD-PEEM
experiment will be described together with its time-resolved version (time-resolved
XMCD-PEEM). This includes the laser system and the scheme of synchronization be-
tween the picosecond x-ray and femtosecond laser pulses, focusing on the combination
of synchrotron radiation and laser illumination as a tool to simultaneously gain access
to the temporal resolution and the magnetization dynamics of the system.

3.1 Synchrotron radiation

The first dedicated synchrotron light sources, commonly known as of the second
generation type, became available at the beginning of the 1970s. A second generation
synchrotron light source is a particle accelerator in which electrons or positrons are ac-
celerated to relativistic energies by a microwave cavity and then kept on a circular orbit
by bending or dipole magnets. In most of the cases the electrons are first accelerated in
a synchrotron and then injected into a storage ring, which is optimized for the stability,
lifetime and beam size of the electrons and not for the initial acceleration. Synchrotron
radiation is emitted by these charged particles when they travel through the magnets
and undergo a transversal acceleration. If the velocity of the particles is very close to
the speed of light (v ≈ c), the angular distribution of the emitted radiation from one
point in the magnet leads to a very narrow cone of emission. This cone is perpendicular
to the radial acceleration and along the tangential electron velocity vector. The narrow
angle θ of observation with respect to the direction of the electron motion is known as
the natural half emission angle of synchrotron radiation. Considering that electron and
observer are related to each other by a Lorentz transformation, it can be approximated
by θ ≈ 1/2γ [68], where γ = 1/

√
1− β2 = m/m0 is the Lorentz factor and β = v/c.

Here m0 and m are the rest and relativistic mass of the electron, respectively. Values
of γ of the order of 103 − 104 lead to θ values below 1 mrad (∼ 0.06 ◦). For the light
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source BESSY II1, where the experiments presented in this thesis have been performed,
the value of the Lorentz factor γ is 3330, and thus one obtains θ ≈ 0.15 mrad (i.e.,
∼ 0.009 ◦). Due to such a small opening angle of the emission cone, the photon flux of
the emitted radiation from a bending magnet is extremely high. However, horizontally,
the radiation from a bending magnet is spread out in a much larger angle because the
electron trajectory is curved and the electron motion direction is changing for each
source point, so the total spread depends on the angle of total deviation within the
magnet. In order to overcome this problem, magnets so-called insertion devices (IDs)
are typically built in straight sections of the storage ring in between the bending mag-
nets in modern synchrotrons, leading to third generation facilities such as BESSY II
which began operating for the first time at the end of the 1990s.

3.1.1 Bending magnet radiation and insertion devices (IDs)

In a bending magnet, the photons are observed during the time in which the elec-
trons pass a curved trajectory. In the reference frame of the observer, such a time
interval is Lorentz contracted, so the resulting frequency distribution of the emitted
synchrotron radiation is a continuum with the dominant contribution of a base circu-
lar frequency ω0 and higher harmonics. The upper limit ωc above which the frequency
distribution decays rapidly is known as the critical frequency. Being R the radius of
curvature of the bending magnet, the electrons are moving on a circular orbit due to
the applied magnetic field B within the magnet. Thus, it is possible to calculate the
critical photon energy ~ωc [68, 69]:

Ec = ~ωc =
3e~γ2B

2m0

⇔ Ec[keV ] = 0.665 · E2
e [GeV ] ·B[T ] (3.1)

where Ee is the electron energy and the right hand side of Eq. (3.1) is written in
practical units, and γ = Ee/m0c

2. In the storage ring BESSY II, with an electron
energy of 1.7 GeV and typical bending magnet fields of about 1.3 T, from Eq. (3.1)
the critical energy of the bending magnet radiation is 2.5 keV. This corresponds to
a wavelength of 0.5 nm, which is in the soft x-ray regime. Furthermore, the emitted
light exhibits well-defined polarization, being fully linearly polarized in the plane of
the electron orbit. The light emitted off-plane, on the other hand, exhibits in general
elliptical polarization. By accepting radiation above or below the orbital plane it is
possible to switch the photon helicity. If the appropriate angle of emission is chosen, a
degree of circular polarization higher than 90% can be achieved [70]. Nowadays modern
synchrotrons and storage rings such as BESSY II are not circular but polygons with
special sequences of IDs in the straight sections and bending magnets forming the
circular path in the corners. Standard IDs are wavelength shifters, wiggler magnets
and undulators, which have the capability of producing a much stronger magnetic field
than that of a bending magnet without deviating the electrons out of the storage ring.
Therefore, from Eq. (3.1), IDs offer the possibility of generating a larger spectral range
of synchrotron radiation towards higher photon energies, which in some instances can

1Berliner Elektronenspeicherring für Synchrotronstrahlung, Berlin, Germany.
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Figure 3.1: (a) Sketch of an elliptical undulator. By changing the longitudinal shift
between the two split parts of the upper and lower magnets, electrons are forced to follow
different trajectories. In this example, electrons are moving on a helical path giving rise
to the emission of circularly polarized light. (b) Comparison between the emission angles
and spectral distributions of a bending magnet, a wiggler and an undulator (adapted
from [68]). (c) Schematics of a typical soft x-ray beamline at BESSY II.

be extended towards hard x-rays. In a wavelength shifter, depending on the strength
of the applied magnetic field, the wavelength spectrum can be shifted towards smaller
or higher wavelengths by a combination of three magnets. Wigglers and undulators,
on the other hand, are periodical arrays of N magnet pairs with alternating fields, in
which electrons undergo a sinusoidal movement so they oscillate and radiate. In Fig.
3.1(a) the typical layout of an ID system is sketched. A comparison of the IDs angular
and spectral distributions to those of a bending magnet is sketched in Fig. 3.1(b).
In general, undulators achieve a smaller angular distribution of emitted photons and
much higher brilliance2. The main difference between a wiggler and an undulator is
that the oscillation amplitude in the former is bigger and the radiation contributions
from each field period sum up independently, leading to a broad energy spectrum as
the one of a bending magnet but of higher intensity and larger emission angle. In an
undulator, in contrast, the oscillation amplitude of the electron motion is small and
the emission angle decreases considerably depending on the number of magnet pairs.
Therefore, the radiation displays interference patterns which lead to a spectral energy
distribution which is concentrated and enhanced in several harmonics of very narrow
width.

2The brightness (B = P/∆A ·∆θ) describes the photon flux P from a source of unit area ∆A (cross
section of the electron bunch ∼0.05 mm2) emitted into a unit of solid angle ∆θ (∼1 mrad2). The
spectral brightness or brilliance, Bλ, is typically defined as the brightness for a spectral bandwidth
(BW) ∆λ/λ of 0.1%. For BESSY II, in the soft x-ray regime, Bλ ∼ 4.6 × 1018(photons/s)/(mm2 ·
mrad2 · 0.1%BW ).
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3.1.2 Beamlines and monochromators

The emitted radiation is directed into beamline systems, which are a set of optical
elements to guide the photons to the experiment (Fig. 3.1(c)). The first optical ele-
ments are used to focus the photon beam into a monochromator system, which tunes
and filters out a particular wavelength of the incident light. In BESSY II working
with soft x-rays, monochromators typically include normal-incidence gratings, plane,
spherical and toroidal gratings. An optical grating is made up of a set of long and
extremely narrow lines separated from each other by a distance of about 1 µm. When
light of certain wavelength is incident on the grating, Bragg diffraction occurs and each
line acts as a point source. The photon energy is tuned by changing the incidence and
exit angles of the photon beam in the grating. Depending on the dispersion given
by the number of lines in the grating (typically 1000 lines/mm) and the size of the
exit slit of the monochromator, the energy resolution of the beamline is given. After
the exit slit, photons with well-defined energy are focused into a small spot on the
sample by refocusing mirrors. In this thesis, experiments were performed in different
beamlines at BESSY II which provide variable polarization: mainly the UE112-PGM1
beamline for SARPES experiments and the UE56/2-PGM1 and PGM2 beamlines for
time-resolved XMCD-PEEM experiments. These beamlines are optimized for a photon
energy range of about 20-600 eV and 60-1300 eV respectively, reaching spot sizes at
the focus position in the sample which are below 100 µm2.

3.1.3 Time structure of synchrotron radiation

The emission of synchrotron radiation dissipates kinetic energy from the electrons
and this loss should be compensated to keep the electrons circulating in the storage
ring. This is performed by accelerating the electrons after each turn around the ring in
a microwave cavity. Since this process depends on the microwave frequency, electrons
are not evenly filled all around the orbit but are instead injected in electron packets
or bunches because it leads to a much more effective initial acceleration. From the
existence of electron bunches it follows directly that synchrotron radiation must have
an intrinsic time structure, as light is only generated if an electron bunch passes through
IDs or bending magnets. The time structure of synchrotron radiation strongly depends
on the bunch pattern and the degree of filling, i.e., on the operation mode of the storage
ring. Table 3.1 compiles some properties of the photon pulses generated in various
operation modes of BESSY II. In general single-bunch (SB), multi-bunch (MB), low-α
and hybrid modes are distinguished. In the less frequently available SB mode only one
single electron bunch circulates the ring with a repetition rate of 1.25 MHz. In this
case the pulse width is typically larger than in the other modes due to the higher filling
of the individual bunch, ranging between 50 and 100 ps with decreasing electron beam
current between two injections. In the MB mode the storage ring is filled with several
hundred bunches which generate photon pulses of about 30 ps width with a repetition
rate of 500 MHz, while in the low-α mode less intense photon pulses but as short as
3 ps are provided. The hybrid mode is a combination of both single- and multi-bunch
modes, and contains a multi-bunch train of 700 ns followed by a 100 ns gap with an
intense individual bunch every 800 ns in the middle of the gap. Most recently, multi-



3.2 SARPES experiment 27

bunch-hybrid and low-α-hybrid modes have been implemented as standard operation
modes in BESSY II.

SB MB Low-α Hybrid mode
Pulse width (ps) 50-100 30 .3 50-100 (SB) and 30 (MB)

Period (ns) 805 2 2 or 805 805 (SB) and 2 (MB)

Table 3.1: Values of the photon pulse width and period for the different operation modes
in the storage ring BESSY II.

3.2 SARPES experiment

Details of the experimental set-up, where the SARPES experiments have been per-
formed, are shown in Fig. 3.2. In Fig. 3.2(a) a photograph of the equipment in working
conditions with all the components installed is shown, while in Fig. 3.2(b) a simplified
schematics of the setup is given. The experimental chamber was prepared and installed
before every experiment as end-station in the UE112-PGM1 beamline described above.
All the system is under ultrahigh vacuum with a base pressure during experiments of
∼ 1× 10−10 mb, enough to keep sample surfaces in clean conditions for several hours.
The system contains three main chambers: two preparation chambers and one analysis
chamber. The sample was mounted in a high precision rotatable manipulator with a
heating device allowing to reach high sample temperatures, so it is suitable for the
preparation of all types of crystals, including tungsten. In this manipulator, both the
polar and azimuthal angles can be changed with a precision of about 0.5 ◦. The two
preparation chambers were used for different purposes depending on the experiment
and the number of flanges available. In one of these chambers, located just above the
analysis chamber and along the vertical path of the manipulator, home-made exchange-

Figure 3.2: (a) SARPES experiment in working conditions. The HDA analyzer and the
spin detector can be seen on the left side. (b) Simplified schematics of the experimental
system. A LEED pattern of a clean Cu(110) crystal is also shown as an inset.
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able evaporators of different materials were mounted, together with an adjustable gas-
inlet valve for treatment of the sample with gases, a quartz microbalance for thickness
calibration and a translation manipulator with a magnetic yoke at the end. For the
application of magnetic fields, currents up to 40 A where applied to this yoke, reaching
magnetic fields well above the coercitivity of bulk ferromagnets at room temperature.
An extra magnetic coil was also mounted in the main analysis chamber. In this case
very short magnetic pulses of few milliseconds and high intensity were achieved by
applying currents up to 150 A. Materials were either evaporated from a melted drop
on a tungsten wire or from a rod heated by electron bombardment. Other evaporators,
an extra quartz microbalance and another heating stage device were mounted in the
other preparation chamber.

The analysis chamber is equipped with a low-energy electron diffraction (LEED)
system, which was used to verify the surface order and its geometrical alignment. In
LEED measurements, an electron gun irradiates the sample in normal incidence and
backscattered electrons are filtered out by retarding grids suppressing the inelastic
background. The backscattered elastic electrons are then accelerated towards a fluo-
rescent screen and their angular distribution is recorded by a CCD camera. In Fig.
3.2(b) an example of a LEED pattern from a clean Cu(110) surface measured with this
system is shown as an inset. Each spot corresponds to a Γ point of the surface Brillouin
zone in reciprocal space. Particular attention is paid to the question if additional spots
due to reconstructions in the surface appear in LEED, because this may contribute as
additional bands or intensity changes in the measured E(k) dispersions.

3.2.1 The hemispherical analyzer and the Mott spin detector

A hemispherical deflection analyzer (HDA) ”SPECS PHOIBOS 150” coupled to a
Rice University Mott-type spin polarimeter of the medium-energy type [46] were used
for the detection of spin-integrated and spin-polarized signals (see Fig. 3.3(a)). The
angular resolution of the equipment is better that 1 ◦ and the energy resolution about
100 meV at room temperature.

3.2.1.1 The SPECS hemispherical deflection analyzer (HDA) Phoibos 150

The PHOIBOS 150 deflection analyzer has 180 ◦ hemispheres and a mean radius
R0 of 150 mm. It uses non-magnetic materials inside a µ-metal shielding protecting
the electrons from stray or external magnetic fields. It includes a transfer lens system
which can be set electronically to adapt the analyzer to different tasks (Fig. 3.3(a)).
The main issues of such a lens system are: (i) to define the sample area under analysis
and the electrons acceptance solid angle, (ii) to accelerate or decelerate the electrons
to the pass energy and (iii) to adjust the sample plane to the HDA entrance plane.
Depending on the magnification of the lens system, sample areas of less than 0.1 mm2

can be probed. Ten lens stages (T1–T10) are built together with an iris aperture
right into the diffraction plane of the lens system, so the electrons passing through
are focused into the entrance slit of the analyzer. Using the iris aperture, the angular
resolution can be adjusted while keeping the acceptance area on the sample constant.
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Inside the lens stage, the electrons pass through an intermediate image plane be-
fore they are refocused into the plane of the entrance slit by external voltages. Aber-
ration effects can be always suppressed to well-known acceptable values by selecting
the optimum combination between the magnification modes and acceptance angles. In
angle-resolved experiments the lens acceptance angles are confined to minimum values
allowing to easily set the magnification mode which leads to the higher transmission for
a particular probing area. In the experiments presented in this work, with acceptance
angles of less than 1 ◦ the optimum magnification settings at the sample focus position
lead to probing areas of about 0.5 mm2.

Electrons of a specific initial kinetic energy emitted from the sample are retarded by
an external voltage VR which is applied simultaneously to the last lens element and to
the Herzog plate, both located just before the entrance slit. Hence, the kinetic energy
of the incoming electrons after passing through the entrance slit matches the nominal
pass energy Epass of the hemispherical analyzer. These electrons are focused in the
central radial position at the exit slit plane. Other electrons with slightly different
energies than Epass also pass through the entrance slit due to the small energy spread
of the analyzer. These electrons follow different trajectories and are not focused at the
center of the exit slit. If their kinetic energy is higher (lower) than Epass, they will be
focused further outside (inside) the center of the exit slit plane.

In this work, the so-called fixed analyzer transmission (FAT) mode [71,72] has been

Figure 3.3: (a) Detailed sketch of the SPECS hemispherical deflection analyzer (HDA)
PHOIBOS 150 coupled to a Rice University Mott-type spin polarimeter. Transfer lens
systems and electron trajectories are indicated. (b) Measured spin-resolved spectrum
and spin polarization in normal-emission for a 20 ML Fe(110) film near the Γ point of
the bulk Brillouin zone (hν=35 eV).
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always used to record photoemission spectra, where Epass is maintained constant and
the spectrum is measured by ramping up VR. Thus, the kinetic energy of the electrons
emitted from the sample Ekin can be directly obtained since eVR = Ekin − Epass. The
pass energy of the analyzer depends directly on the potential difference V0 between the
outer VOH and inner VIH hemisphere voltages, being Epass = −ekV0 = −eC(VOH−VIH),
where C is a calibration constant3 and VOH > VIH . In the FAT mode, since Epass is
constant, the same energy resolution applies across the entire spectrum. Therefore, the
HDA is acting solely as an energy dispersive device in which electrons in the central
trajectory between hemispheres possess the nominal kinetic energy equal to Epass.
Note that Epass can also be changed by selecting different values of the voltage in the
hemispheres. However, scanning the voltages VOH and VIH is generally not practiced
because of the need to have the same absolute resolution ∆E at all kinetic energies
measured in a single photoemission spectrum. Considering that the relative energy
resolution ∆E/Epass is inversely proportional to the mean radius R0 [71], this would
generally require extremely large hemispheres.

The detection system consists of six standard non spin-resolving channeltrons (each
one of them with an opening slit of 7× 20 mm), where the off-center electrons are de-
tected. A double gold grid in front makes the electrostatic field homogeneous. The
channeltrons and corresponding slits are arranged in two blocks of three. The blocks
are placed at the left and right sides of the central radial position of the exit slit of
the analyzer, where the electron beam with a nominal energy Epass goes through. The
separation between each channeltron slit is about 1 mm, while the two blocks of slits
are separated by about 25 mm. Since each channeltron detects electrons with different
kinetic energies which are approximately equal to Epass, the distance between chan-
neltron slits is selected to meet the requirement of a constant kinetic energy difference
between neighboring channeltrons. Therefore, by simply adding the number of elec-
trons belonging to the same kinetic energy from each one of the channeltrons, the total
number of electrons for each kinetic energy is obtained. If VR changes, the process
repeats again and in the final spin-integrated spectrum all the counts belonging to the
same kinetic energy for each one of the VR values and different channeltrons are added
iteratively. This also results in a very good calibration of the kinetic energy scale,
which in fact also depends on the work function of the analyzer (Φanalyzer ∼ 5eV ).

3.2.1.2 The Rice University Mott spin polarimeter

After the exit slit plane, the remaining electrons in the central trajectory of the
hemispheres with nominal energy Epass enter a transfer-acceleration lens system of high
transmission through a 7 mm diameter aperture, followed by the Mott spin polarimeter
(Fig 3.3(a)). All the voltages applied here depend on Epass and are referred to the
retardation voltage VR. The transfer lens system consists of five sections of cylindrical
symmetry which accelerate and focus the electrons into the scattering target. In the
first two sections L1 and L2, several electrodes allow the deflection of the electron
beam and its focusing. While L1 is at the same potential as the double gold grid

3The constant C is in general a function of the mean radius R0 of the analyzer [71], being in this
case C ∼ 0.9375.
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in front of the channeltron slits, L2 acts as a deflector/stigmator depending on the
applied voltage. L3 has two circular apertures of 6 mm diameter separated by 17 mm.
The secondary electrons scattered in these apertures are stopped from reaching the
scattering target in the Mott polarimeter by applying a more negative potential in L4.
The final acceleration and focusing occurs in the gap between L4 and the last lens
element L5, the latter forming part of the inner support assembly which is maintained
at the same voltage as the scattering target (20-26 kV).

After scattering from the target (a ∼90 µm thick thorium disk cleaned in air with
acid solutions), the electrons are detected by two pairs of channel electron multipliers
or spin channeltrons. The pairs are placed in a 90◦ configuration allowing to simul-
taneously detect the two transverse components of the incoming electron beam spin
polarization, which in this case is parallel to the sample surface and along the quan-
tization axis. This means that electrons measured along the dispersion angle of the
analyzer will have a quantization axis orthogonal to it. Each one of the spin chan-
neltrons forming one pair are positioned symmetrically at ±120◦ from the scattering
target, so electrons scattered in opposite directions are detected. Before arriving to
each spin channeltron, the electrons pass through a cone-shaped aperture and are de-
celerated by a retarding grid. Only those electrons that have suffered small inelastic
energy losses after scattering, pass through. After the retarding grids, the electrons are
accelerated again towards each one of the spin channeltrons by external amplification
voltages and are detected. By changing the potential applied to the retarding grids it
is possible to optimize the energy window in which electrons are affected by inelastic
losses. The two components of the in-plane spin polarization are determined by the
measured asymmetry resulting from the different count rates at each one of the two
spin channeltrons in one pair.

It is important to remark that with this equipment, extremely small energy split-
tings below 10 meV between states of opposite spin can be resolved, while the energy
resolution of the experiment is about 100 meV at room temperature. The spin splitting
measurements are in general not limited by the energy resolution of the photoemis-
sion setup since the spin-polarized signals are simultaneously measured in independent
channeltrons. Interesting examples which show such an extreme situation are inverse
photoemission experiments from Passek et al. [73] where with energy resolutions of 0.4
eV at room temperature spin splittings of 18.3 meV were resolved, or from Starke et
al. [74], where spin splittings as small as 13 meV were found.

The use of a target made from thorium increases the Sherman function of the spin
polarimeter considerably as compared to gold. In a simplified picture the Sherman
function is proportional to the atomic number Z, although in reality this dependence
is more complicated as it has to take into account a variety of other parameters [75].
Nevertheless, this would mean an increase in the Shermann function of about 14 % when
going from gold to thorium, resulting in a reduction of the sensitivity to instrumental
asymmetries and larger figure of merit η (FOM). A good approximation for the Sherman
function in the present experiment is 0.16−0.17 for an energy loss window of about 800
V and a scattering target potential of 25-26 kV. Assuming that I/I0 ∼ 5 × 10−3 [50],
the FOM of the polarimeter is η ∼ 1.4 × 10−4. Operating the system at 26 kV, we
obtain a Sherman function of about 0.16. Fig. 3.3(b) shows a spin-resolved spectrum
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in normal-emission for a 20 ML Fe(110) film near the Γ point of the bulk Brillouin
zone, measured with a photon energy of 35 eV and horizontal polarization. The spin-
integrated signal (green full circles) together with its majority (upwards black triangles)
and minority (downwards red triangles) components are shown. For a value of the
Sherman function of ∼0.16, a spin polarization of ∼ −40% is obtained, in agreement
with the reference values given by SPECS [76]. Given the spin-integrated signal, the
majority and minority spin spectra were calculated from Eq. (2.5), while the spin
polarization was obtained from Eqs. (2.7) and (2.8).

3.3 Time-resolved XMCD-PEEM experiments

The combination of photoemission electron microscopy (PEEM) and synchrotron
radiation offers unique possibilities for magnetic domain imaging. Together with XMCD
as a contrast mechanism (see section 2.2) it provides the lateral resolution and the
element selectivity (XMCD-PEEM). Furthermore, by taking advantage of the time
structure of synchrotron radiation (section 3.1.3), it provides the temporal evolution of
the magnetic properties (time-resolved XMCD-PEEM). In this section, some technical
aspects of the instrumentation used for such experiments are presented.

Figure 3.4: (a) Schematics of the Bestec magnetron sputtering system. (b) Layout of
the Focus IS-PEEM microscope (adapted from [77]).
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3.3.1 Magnetron sputtering system

For the fabrication of the samples used in the time-resolved XMCD-PEEM exper-
iments we have used a magnetron sputtering system available in BESSY as a user
facility. The samples were protected with 1 nm Cu layer to avoid oxidation during
transport in air. Magnetron sputtering allows the deposition of thick films of good
quality in an easy fashion. In Fig. 3.4(a), the schematics of the sputtering system
is shown. It is a Bestec system [78] with six water cooled sputter targets (2 radio
frequency (RF) and 4 diode current (DC) arranged in a confocal configuration. The
substrate is placed in the focal point and rotated around its own axis at ∼80 r.p.m,
useful to improve the uniformity in the thickness of the deposited layers. The deposi-
tion rates are controlled by changing the target power between 20 to 300 W. The base
pressure of the system is 2×10−8 mbar. Optionally, the sample holder can be heated
up to 900◦C and an external magnetic field of ∼2 kOe can be applied in any direction.
Through an electronically controlled inlet valve, argon gas is introduced continuously
in the chamber. A pressure of PAr = 1.5 × 10−3 mbar is maintained stable during
the complete deposition process. Magnetic fields around the targets are continuously
created through permanent magnets placed below the target assembly. A high voltage
is applied between the negatively charged sputtering target (cathode) and positively
charged sample substrate (anode). Thus the argon gas becomes ionized and a plasma
forms along the magnetic field near the target. Inside the plasma, free electrons trapped
by the magnetic field hit continuously the outer shell electrons of neutral gas atoms
in their path. In this way, the argon atoms become positively charged Ar+ ions and
secondary electrons are created. Part of these Ar+ ions contribute to the regeneration
of neutral argon atoms by interaction with secondary electrons, and the gain in energy
during this process is released in the form of photons. The other part of Ar+ ions
are accelerated towards the target and through continuous bombardment, their kinetic
energy is transferred to the surface atoms in the target. By this gain of kinetic energy,
the atoms of the target are ejected at high speeds towards the sample substrate and
deposited there.

3.3.2 The PEEM microscope

At the UE56/2-PGM1 and PGM2 beamlines at BESSY, a Focus IS-PEEM working
at a lateral resolution of about 500 nm [77] was employed for all the time-resolved
measurements presented in this work. Only in some cases an Elmitec PEEM installed
in the U49-PGMa beamline was used at a lateral resolution of about 100 nm [79] for
sample characterization before the beamtimes. Thus we will restrict ourselves to few
technical details of the Focus IS-PEEM and only point out some of the differences
with the Elmitec one. The scheme of the Focus IS-PEEM is presented in Fig. 3.4(b).
X-rays illuminate the sample under an angle of 30◦ with respect to the surface normal.
The sample is grounded and positioned at a distance of about 2 mm in front of the
objective lens, an immersion lens system consisting of three electrodes: extractor, focus
and column. Firstly, electrons with different kinetic energies leave the sample surface
at large starting angles relative to the surface normal. These electrons are accelerated
into the microscope by applying a strong electrostatic field (∼10 kV/mm) between the
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extractor and the sample, which significantly reduces their angular spread and relative
kinetic energies. In order to ensure the cylindrical symmetry of the accelerating field
and avoid image distortions, the surface normal should be aligned with the complete
optical system of the microscope. Due to the acceleration, the electrons move in a
curved trajectory into the immersion lens system. In the focus and column electrodes,
they are immediately decelerated to the so-called column potential (∼1 kV). As a
result, the objective lens sees a virtual image of the sample at much lower starting
angles and larger distance. Spherical and chromatic aberrations due to imperfections
of the lens system cause the electron trajectories to go out of the image detector plane.
In order to reduce these effects, electrons with a defined kinetic energy and direction
are selected by a contrast aperture, positioned directly behind the objective lens in
a suitable electron trajectory crossover. The contrast aperture should be carefully
adjusted with respect to the electron optical axis. Using a motor piezo-driver, its size
can be selected between 30 and 500 µm from a set of circular apertures. Although small
sizes of the contrast aperture improve the lateral resolution, this also decreases the
signal-to-noise ratio and thus longer acdquisition times are needed for smaller aperture
sizes. Note that, as briefly discussed in section 2.2.1 of the previous chapter, the energy-
dependent transmission of the PEEM optics limits the photoelectron contribution to
lower energies (low pass), thus secondary electrons are detected4. In fact the immersion
lens system together with the contrast aperture considerably suppresses the high kinetic
energy side of the photoelectron spectrum, and the smaller the diameter of the contrast
aperture the narrower the width of the transmitted low energy interval.

In order to reduce the influence of non-spherical aberrations, the electrons pass
through an octopole deflector/stigmator, located in the back-focal plane of the objec-
tive lens. With the octopole arrangement, astigmatism can be compensated in any
rotational direction and the electron beam can be realigned again along the electron
optical axis. The stigmator can be used as an x,y-deflector, allowing to change the
field of view of the microscope up to 400 µm without actually moving the sample. The
remaining part of the optical system consists of a two-stage projective lens system,
where the image is magnified and projected onto a multichannel plate which intensifies
it. The resulting image is then converted into visible light by means of scintillator crys-
tal placed behind the multichannel plate and computer-recorded by a Peltier cooled
slow scan CCD camera with 12-bit intensity resolution mounted outside the vacuum
chamber. The sample holder forms an integral part of the electron optical column
and thus the image quality is very little affected by vibrations. This allows its precise
positioning with respect to the objective lens with a variable step size ranging between
40 and 400 nm in an area of 4×4 mm2.

4Both Focus IS-PEEM and Elmitec PEEM have the option of filtering the electron energies for
spectromicroscopic measurements. In this case a narrow window of the high-energy side of the photo-
electron spectrum is selected and photo- or Auger electrons belonging to one particular electronic state
or transition are imaged. This option was not used for the time-resolved XMCD-PEEM measurements
presented in this work.
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3.3.2.1 Lateral resolution and Elmitec PEEM

The Focus IS-PEEM microscope can be operated in two modes, the so-called survey
and high-resolution modes. In the survey mode, low extraction fields are used and a
field of view up to 700 µm can be used, but the lateral resolution is worst. In the
high-resolution mode, high extraction voltages result in a field of view of about 20 µm.
In this case, the lateral resolution is better than 30 nm in threshold photoemission [80]
(i.e. with minimum energy spread5). The energy spread is an important aspect when
determining the lateral resolution of the microscope, since the main contributions which
determine it are the chromatic aberrations of the acceleration field and the immersion
lens elements [67]. In the case of soft x-ray radiation from the synchrotron, the larger
energy spread of the photon beam leads to energy-dependent trajectories of the elec-
trons via chromatic aberration, which deteriorate the spatial resolution as compared to
threshold photoemission. In general, increasing the extractor voltage and/or reducing
the contrast aperture narrows the electron trajectory spread and improves the lateral
resolution. However, when decreasing the aperture size diffraction effects become more
pronounced. In ultimate conditions the so-called diffraction limit, which for soft x-ray
excitation is about 50 nm [81], limits the lateral resolution. With an aperture of 70
µm and a field of view of 20-25 µm, in the best measurement conditions during sin-
gle bunch mode at the UE56/2-PGM2 beamline and applying the maximum extractor
voltage of 15 kV, the expected lateral resolution of the Focus IS-PEEM is ∼300 nm.
However, a larger value of about ∼500 nm was achieved in real measurements due to
imperfections and defects in the sample surface. These imperfections contribute to the
formation of small electrostatic fields which are superimposed on the extractor voltage,
causing a distortion of the electron trajectories and thus limiting the achieved spatial
resolution, ultimately determined by the surface topography and homogeneity.

The working principle of the Elmitec PEEM is basically the same. In this case the
sample is under -20 kV and the objective lens is grounded. It uses magnetic instead
of electrostatic lenses slightly reducing the spherical and chromatic aberrations of the
optical system. The high extractor voltage, together with an optimized intensity and a
reduced spot size of about 5×5 µm2 of the incident photon beam in the UE49-PGMa
beamline, leads to an important improvement of the resolution of the system. This
allows to reduce the contrast aperture and the field of view in normal operation as
compared to the Focus IS-PEEM. In multibunch mode, with a contrast aperture of
50 µm and a field of view of ∼8 µm, a lateral resolution of about 100 nm could be
achieved for the same samples used in the time-resolved XMCD-PEEM experiments.

3.3.3 Contrast mechanisms in PEEM

There are several contrast mechanisms which do not depend on the magnetic state
of the sample such as topological [82], work function [83] and elemental contrasts [84].
As pointed out before, the topological contrast is due to an electric field distortion due
to defects in the sample surface. The work function contrast, on the other hand, is due

5A minimum energy spread can be realized in the laboratory, for example, by using a high pressure
Hg discharge lamp, where the excitation energy is slightly higher than the work function of the sample
and almost monoenergetic electrons from a narrow interval around the Fermi level are excited.



36 Experimental aspects

to variations in the photoemission intensity in regions of the sample with different work
functions. This contrast mechanism is dominant in threshold photoemission and it may
be suppressed at high photon energies due to the larger energy spread of the emitted
secondary electrons. Furthermore, the chemical or elemental contrast can be obtained
by simply tuning the photon energies of the incident x-rays through the absorption
edges of the elements. Thus, different areas of the sample containing one particular
element will appear brighter in the image.

The magnetic contrast has been the principal contrast mechanism used in this work
and it will be explained in detail in the following. The information depth in XMCD-
PEEM is mainly determined by the inelastic mean free path of secondary electrons
λs and by the penetration depth of the incident light λhν . The latter depends on the
photon energy and angle of incidence of the x-rays, as-well as on the absorption co-
efficient of the material under investigation. Since secondary electrons are produced
as the result of an inelastic cascade of low energy electrons with large λs, absorption
events below the surface region can also be detected. This means that magnetic imag-
ing can also be performed through different layers, and this capability has potential
applications for studying coupling phenomena in multilayer systems. At the photon
energies of the L2,3 absorption edges of ferromagnetic metals, x-rays penetrate much
deeper into the material than the inelastic mean free path of the electrons and most of
the signal is generated in the top 2-5 nanometers. However, in certain situations, if λhν

is comparable to λs, important saturation effects could appear in the measured XMCD
signals [66]. Saturation effects could occur, for example, due to strong absorption or
by using x-rays under grazing incidence angles.

XMCD images from 22 nm thick Fe19Ni81 permalloy microstructures measured in
the Focus-IS PEEM are shown in Fig. 3.5(a) and in the Elmitec PEEM in Figs. 3.5(b)
and 3.5(c). The images were recorded at the Fe L3 (707 eV) edge. In Fig. 3.5(a)
arrays of 10×10 µm2 squares are shown in a field of view of 40 µm2. In Figs. 3.5(b)
and 3.5(c), two isolated 5×5 µm2 squares rotated 45◦ respect to each other are shown

Figure 3.5: Landau patterns in XMCD images of permalloy microstructures recorded
at the Fe L3 (707 eV) edge. (a) Arrays of 10×10 µm2 squares in a field of view of 40
µm2. (b) and (c): two isolated 5×5 µm2 squares rotated 45◦ respect to each other in a
field of view of 8 µm. The propagation direction of the photon beam q (white arrows)
and the magnetization vector M inside each domain (red arrows) are indicated.
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in a field of view of 8 µm. The propagation direction q of the incoming x-rays (white
arrows) and the orientation of the magnetization vector M (red arrows) inside each
domain are indicated. The microstructures were defined by electron beam lithography
on a Au/GaAs substrate. The permalloy layer was grown in the magnetron sputtering
system described in section 3.3.1, and then covered by a 1 nm Cu film to avoid oxidation
during transportation into the PEEM chambers through air. These types of structures
could be grown in a reproducible way and show stable flux-closure magnetic domains,
known as Landau patterns, with a vortex in their center. They are a stable magnetic
configuration suitable for time-resolved XMCD-PEEM experiments. The magnetic
contrast was obtained from the calculated asymmetry AXMCD given by the difference
of two images measured with left (−ζ) and right (+ζ) circularly polarized light divided
by the sum (I(+ζ) − I(−ζ)/I(+ζ) + I(−ζ)). This procedure allows to describe the
magnetic contrast in a more quantitative way, ranging between -100% and 100%. Note
that the non-magnetic contribution to the contrast (∼ I(+ζ) + I(−ζ)) containing the
chemical and topographical information is properly eliminated by this procedure since
it remains unaffected upon reversal of the photon helicity. The angular dependence
of the magnetic contrast depends on the relative orientation of the magnetization M
and the propagation direction q of the incoming circularly polarized x-rays, scaling
as AXMCD ∼ M · q. Thus, a maximum signal is obtained when q and M are aligned
parallel (white domains) or antiparallel (black domains), while the signal is minimum if
they are perpendicular to each other (gray domains). This angular dependence can be
distinguished in the images in Figs. 3.5(b) and 3.5(c), where two different structures
with the same Landau configuration exhibit different contrast inside each magnetic
domain due to a rotation by 45◦.

3.3.4 Time resolution in XMCD-PEEM

For time-resolved experiments we have used a pump-probe imaging technique by
using a fs-laser system (pump) synchronized to the x-ray pulses from BESSY II (probe)
in single bunch mode. Among the different possibilities to perform this type of exper-
iments, our technique relies on the use of laser illumination for the generation of ps
magnetic field pulses which are accurately synchronized at the sample position. After
the magnetic excitation pulse, the dynamical response of the magnetization in the sys-
tem is imaged by XMCD-PEEM. This response happens very fast, ranging from several
ns down to the ps regime, depending on the duration of the magnetic excitation. Since
the time needed to acquire an image is of the order of several seconds, this procedure
must be repeated over millions of times until an image of sufficient quality is measured
at a particular delay time after the arrival of the magnetic pulse. In consequence, the
magnetic state of the sample must return to the same initial configuration over millions
of times. This means that the excitation process must be absolutely reproducible and
reversible to acquire an image with meaningful information.

The scheme of the experimental set-up is shown in Fig. 3.6(a). The magnetic field
pulses are generated by focusing fs laser pulses onto a finger-shaped photoconductive
switch of the Auston type [85, 86], the ends of which are under a tunable voltage
difference. The switch is produced on top of a GaAs substrate grown by MBE at low
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Figure 3.6: (a) Scheme of the ex-
perimental set-up used for time-
resolved XMCD experiments. A
short laser pulse, synchronized to
the x-ray pulse frequency, trig-
gers a current pulse through a
lithographic stripline in an Aus-
ton photoconductive switch. The
magnetic field pulse created is
used to excite the sample, the
magnetic properties of which are
imaged with lateral and elemental
resolution by the Focus-IS PEEM
microscope. (b) In the center,
a sketch of the sample used for
the experiments with different re-
gions indicated. On the right,
a PEEM image of the photocon-
ductive switch together with the
laser spot. On the left side, a
SEM image of the magnetic mi-
crostructures grown on top of the
stripline.

temperature (LT-GaAs). Combined with magnetron sputtering, two electron beam
lithography and lift-off cycles are performed to produce the Auston switch together
with a 100 µm thick Au coplanar transmission line, so-called stripline, onto which
several permalloy microstructures of different sizes and shapes are also created. In
Fig. 3.6(b) a sketch of the sample geometry is shown. Different regions of the sample
are indicated: on the left hand side, a scanning electron microscope (SEM) image of
the Au stripline (10 µm wide) with the microstructures on top and on the right hand
side, a PEEM image recorded with a Hg discharge lamp in which the laser spot and
the Auston switch (100 µm wide) appear together. The switching area consists of
10 fingers of 5 µm, an arrangement which resulted in a much more effective effect of
the laser beam on the switch and therefore on higher currents passing through the
stripline. Here the laser spot (moved out of the photoconductive switch for better
visibility) appears as a bright spot due to multiphoton photoemission induced by the
laser pulse. After laser illumination, due to the excitation of electron-hole pairs in the
LT-GaAs substrate an electrical pulse propagates along the stripline and produces, in
turn, a magnetic field pulse. The magnetic field, which is oriented perpendicular to the
stripline, excites the magnetic domain configuration of the microstructures on a time
scale which is mainly determined by the lifetime of the electron-hole pairs created in
the LT-GaAs substrate. This limiting factor leads to magnetic pulses of several tenths
of ps duration in our experiments. The stripline is surrounded by two waveguides,
connected on ground potential to improve the homogeneity of the electric field created
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during laser illumination.

XMCD images of a selected permalloy microstructure with well-defined magnetic
domain pattern are obtained with the Focus-IS PEEM microscope described in section
3.3.2 and x-ray single-bunch pulses of opposite helicity as a probe. Using the 500 MHz
masterclock signal from BESSY II for synchronization and by electronically tuning
the delay between laser and x-ray pulses, XMCD images at different delay times are
measured, allowing to follow the magnetization dynamics of the system. It is important
to remark that to hide the electrical connections in the Auston switch from the high
extractor lens voltage in the microscope, an Omicron compatible sample holder was
especially developed for time-resolved measurements. Since the technical development
of the sample holder was a crucial step for obtaining the results presented in this work,
further details on its performance will be given in Chapter 6.

3.3.5 The laser system and the synchronization scheme

We have used a COHERENT laser system composed by an infrared MIRA 900
Ti:Sapphire (Ti:Al2O3) fs-oscillator (λ=800 nm) pumped by a Verdi green laser (λ=532
nm) working at ∼10 W power. Since the system produces pulses with an energy of
∼1.5 eV, it is suitable for the excitation of electron-hole pairs across the bandgap of
the LT-GaAs substrate of the Auston switch (∆EGaAs ∼1.4 eV at RT). The Verdi laser
is a diode-pumped solid state (DPSS) laser in which 19 diode emitters are arranged in
a confocal configuration by means of an optical fiber. The infrared light emitted from
the optical fiber (λ=808 nm) pumps a water-cooled Nd:YVO4 crystal which produces
light lasing deeper in the infrared at 1064 nm wavelength through stimulated emission.
The crystal is coated with a dielectric mirror which reflects at 808 nm and transmits
at 1064 nm. The transmitted light is frequency doubled in a LiB3O5 (LBO) crystal,
producing a continuous wave (CW) of green light at 532 nm wavelength as an output.

The intense green light enters the resonator cavity of the MIRA oscillator and is
focused into a water-cooled Ti:Sapphire crystal by means of a pump focus lens. Two
plane mirrors placed on the opposite ends of the cavity reflect the light back into the
Ti:Sapphire crystal many hundreds of times. As a result, the infrared light which
in a first instance is produced by spontaneous emission in the Ti:Sapphire crystal is
considerably amplified by stimulated emission processes. One of these mirrors, the
output-coupler, is a partial reflector which transmits a fraction of the infrared light
producing the laser output. The lasing condition of the oscillator is achieved by an
accurate alignment of the complete laser optics: the two beams propagating back and
forth inside the resonator cavity should be perfectly coaligned, resulting in an infrared
beam in the form of a CW with increased power.

Infrared laser pulses of ∼100 fs duration and 800 nm wavelength are generated
based on the Kerr-Lens Modelocking (KLM) technique [87, 88]. The firstly generated
CW exhibits minor power fluctuations and a Gaussian beam profile which contains one
or two longitudinal modes propagating inside the cavity. An intracavity mechanism is
used to start the KLM. This mechanism is an oscillating mirror which produces rapid
changes in the cavity length, resulting in an increase of the number of propagating
modes and fast power fluctuations. Once the power fluctuations start, pulses of more
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Figure 3.7: (a) Schematics of the
relative delay between laser pump-
synchrotron probe pulses in single-
bunch mode. (b) Optical elements di-
recting the laser beam into the PEEM
chamber. (c) Laser system operating
in a synchronized mode during the ex-
periments. (d) The synchronization
scheme.

or less intensity are formed and travel through the Ti:Sapphire crystal, which acts as a
Kerr-Lens. This means that changes in the refractive index of the crystal are produced
due to the electric field of the incoming light. These changes, which are large at the
beam center and decrease with increasing distance from it, result in a self-focusing and
narrowing of the laser beam. Thus, a randomly created pulse of high enough inten-
sity is narrowed after passing through the Ti:Sapphire crystal while other pulses with
lower intensity remain as an unnarrowed low-power background. A saturable absorber
aperture aligned in the focal point of the cavity allows to interrupt the low-power con-
tribution, so only the focused high-intensity pulses with well-defined time structure
pass through unattenuated. The fraction of these pulses which is transmitted through
the output-coupler is directed to the experiment using several aluminum mirrors, part
of them mounted in periscopes of variable height. The group velocity dispersion of the
other fraction of pulses reflected into the cavity is compensated by a sequence of two
prisms. The linear polarization and the power of the laser output beam is changed by
using a polarizer combined with a λ/4 plate and an intensity attenuator, respectively.

The relative delay between laser and synchrotron pulses during single-bunch opera-
tion is sketched in Fig. 3.7(a). Part of the optical elements used to drive the laser pulses
to the experiment are shown Fig. 3.7(b), while Fig. 3.7(c) is a photograph of the laser



3.3 Time-resolved XMCD-PEEM experiments 41

system in a synchronized mode. Synchronization is done by simply matching the laser
frequency to a multiple number of the 500 MHz masterclock signal (2 ns period) which
is generated in the microwave cavity of the synchrotron during multi-bunch operation.
The masterclock signal is always electronically available at BESSY II just for synchro-
nization purposes, independently of the operation mode of the synchrotron. Depending
on the electronics used for synchronization, this signal can always be used since the
repetition rate of 1.25 MHz (800 ns period) of the synchrotron pulses in single-bunch
is directly proportional to it. The cavity length of the MIRA oscillator was therefore
extended so the repetition rate of the femtosecond pulses was 62.5 MHz (16 ns period),
which corresponds to 1/8 of the masterclock frequency (Fig. 3.7(a)). This means that
every two photon pulses in single-bunch operation 50 synchronized laser pulses are
produced. Thus, during time-resolved measurements only two of these laser pulses are
in reality used and the extra pulses just define the maximum time window in which
the experiment can be performed6. The signal from an avalanche photodiode placed
in the UE56/2-PGM2 beamline at about ∼3 m distance from the sample was used as
reference to monitor the single-bunch pulses. Note that in order to exactly know when
the laser and x-rays pulses arrive at the sample position it is necessary to determine
the time zero of the experiment. This is the time in which the magnetic excitation
pulse arrives at the position of the microstructure under investigation. The current
pulse induces a transient image distortion in the PEEM image of the stripline due to
the electric and magnetic fields. The maximum distortion which determines the time
zero can be found by following the temporal change of contrast between the stripline
and the surrounding grounded waveguides (see Chapter 6 for further details).

The synchronization scheme is shown in Fig. 3.7(d). The delay between pump-
laser and probe-synchrotron pulses can be changed with an accuracy better than 10
ps by means of a voltage-controlled phase shifter circuit integrated together with the
electronics for synchronization into a single device7. Approximately 5% of the laser
output is reflected by a glass mirror placed outside the laser cavity and focused by an
additional lens into a phase comparator where, after a frequency divider, 1/8 of the
500 MHz signal is introduced as an input. As an output signal, the phase difference
∆ between the laser and 1/8 of the masterclock signal is obtained. The output signal
is then amplified and used to control the voltage of a piezo driver. This modifies the
laser cavity length and its frequency through the movement of a piezo crystal on top
of which one of the end intracavity mirrors is placed. The synchronization is achieved
when the phase difference ∆ is zero. An additional circuit (stepper logic) translates the
output from the phase comparator into a voltage difference, allowing to automatically
maintain the synchronization by means of a feedback loop. This means that when the
loop is closed, the voltage difference in the stepper logic is automatically readjusted
in order to always keep the phase difference ∆ at zero value. This is done through
a stepper driver which corrects the position of the piezo crystal in small steps as a
function of the voltage needed for readjustment. This correction responds to the fast
jumps and drifts of the synchronization with a jitter of about 5 ps.

6A pulse-picking technique to suppress the extra laser pulses was not used in our experiments.
7The synchronization unit used in the experiments shown in this work was fabricated and developed

by the technical department of the Max-Born Institute Berlin.



Chapter 4

Strength of correlation effects in
the electronic structure of 3d
ferromagnets

This chapter is devoted to a systematic experimental and theoretical study of the
strength of correlation effects in the spin-dependent electronic structure of bulk fer-
romagnetic bcc Fe(110) and hcp Co(0001). The band structure of these systems is
investigated by means of spin- and angle-resolved photoemission spectroscopy. The
results are compared in detail to theoretical calculations within the three-body scat-
tering approximation and within the dynamical mean-field theory, together with one-
step model calculations of the photoemission process. This comparison indicates that
the present state-of-the-art many-body calculations, although improving the descrip-
tion of correlation effects in 3d ferromagnetic transition metals, give too small mass
renormalizations and scattering rates thus demanding more refined many-body theories
including non-local fluctuations.

4.1 Introduction

Over the last decades, the electronic structure and the dynamics of electronic states
in solids have attracted a lot of attention. A better understanding of the binding
energies and quasiparticle lifetimes in correlated systems like 3d ferromagnets [89],
transition metal oxides [90], 4f rare-earths [91] or high-Tc superconductors [92] has
been achieved, together with important experimental progress in photoelectron and
related spectroscopies [38]. On the theoretical side, the application of density func-
tional theory (DFT) in the local density approximation (LDA) [93] has contributed
with numerous calculations of single-particle E(k) band dispersions of solids, surfaces,
and ultrathin films. First attempts of comparing such calculations to the band disper-
sions obtained from angle-resolved photoemission experiments revealed a quantitative
agreement in some cases, as for example, Cu metal [94]. In this case good agreement
between the theoretical predictions of the ground state properties and the experimen-
tal band dispersions was obtained. In the case of magnetic transition metals, on the
other hand, an extensive work in this respect has been carried out over the last thirty
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years [28,37,95–97]. The partial filling of the 3d subshell causes nonvanishing magnetic
moments which show ferromagnetic order in Fe, Co and Ni, whereas antiferromagnetic
order occurs in Cr and Mn. These systems have been at the focus of a large number
of photoemission and inverse photoemission studies which have been carried out since
the beginning of the 80s [98–101]. However, their interpretation from a complete com-
parison of the full bunch of data acquired over all of this time to the existing theories is
still an outstanding open discussion. For Fe and Co, which are the metals under study
within the scope of this thesis, but also for Ni, no general consensus has been reached
due to several aspects. The most important reasons for the disagreement between
theory and experiments in these metals have been (i) the narrowing of the 3d bands
due to correlation effects and (ii) the existence of new features in the photoemission
data such as photoemission satellites in the core-level and valence band spectra which
are not well described by single-particle approaches such as the generalized gradient
approximation (GGA) [102] or the local spin-density approximation (LSDA)1 in DFT.
This was the case of Ni for example, in which the band structure calculations could
not describe the photoemission satellite at 6 eV binding energy. Furthermore, the
experimentally measured width of the occupied d-band was found to be about 30%
narrower than the calculated one and the experimental spin splitting was by almost a
factor of two smaller than the one obtained from LSDA calculations [30, 103]. From
this comparison it became clear that Ni is a strongly correlated system and that the
narrowing of the 3d bands is substantial, with ratios of theoretical over experimental
energy positions in between 1.3 and 1.5. Although one would expect a better agree-
ment if the atomic number decreases within the 3d series, the case of Fe and Co is still
an intriguing question. First attempts to compare experiment and theory indicated
that for Fe and Co many-body effects can be considered small [99, 104]. The devia-
tions between measured critical point energies with those calculated by local-density
methods indicated small corrections in the case of Fe, i.e., the energy positions with
respect to the Fermi energy were about 10% smaller in the experiment [105]. Moreover,
the Fe photoemission peaks showed a large linear broadening (∼60% of the binding
energy) [105], much later on predicted to be accompanied by a strong loss in spectral
weight [106]. For Co, the results indicated larger deviations than for Fe [99, 107, 108],
but the amount of data was still insufficient for definite statements and more sophis-
ticated theories beyond DFT-based calculations were needed to properly describe the
underlying physical mechanisms behind the narrowing of the bands.

Since more than a half a century it is clear that the bandstructure together with
exchange and correlation effects plays an important role for the appearance of ferro-
magnetism in 3d transition metals and their alloys [89]. Due to electronic correlation
effects, low-energy electrons (or holes) become dressed by a cloud of excitations re-
sulting in quasiparticles of a finite lifetime and an effective mass. Thus, calculations
beyond DFT-based theories have to be developed to take into account many-body in-
teractions, i.e., correlation effects, which normally are described by the energy and
momentum dependent complex self-energy function Σ(k, E). Here, its real part ReΣ is
related to the mass enhancement while its imaginary part ImΣ describes the scattering

1Note that to avoid ambiguity, LSDA and LDA acronyms are generally used for magnetic and
non-magnetic systems, respectively.
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rate or the inverse quasiparticle lifetime (see sections 2.1.6 and 4.2 for details). One
of the successful schemes for correlated electron systems is the dynamical mean-field
theory (DMFT). It replaces the problem of describing correlation effects in a periodic
lattice by a correlated impurity coupled to a self-consistent bath [109]. An alternative
approach is the three-body scattering (3BS) approximation, which takes into account
the scattering of a hole into an Auger-like excitation in the valence band, formed by
one hole plus one electron-hole excitation [110]. Recently, such many-body calcula-
tions allowed a detailed but qualitative description of the ”quenching” (i.e., reduction
in intensity) of majority-channel quasiparticle excitations in Co [111] or the narrowing
of the Ni 3d band [112, 113]. While these theories give an improved interpretation of
the electronic structure, our central question in this chapter is, whether they also lead
to a quantitative agreement with experiments.

ARPES is a powerful method to determine the spectral function and by comparison
to the single-particle bandstructure (usually approximated by DFT bandstructure cal-
culations) to obtain the self-energy Σ(E, k) [37]. Moreover, the spin-resolved version of
this method (SARPES) is better suited to disentangle the complex electronic structure
of ferromagnets, in particular for systems with strong overlap between majority and mi-
nority spin bands. In this chapter, SARPES spectra of ferromagnetic bcc Fe(110) and
hcp Co(0001) will be presented. The experimental results will be compared to state-
of-the-art many-body calculations (DMFT and 3BS) as mentioned above, including a
full calculation of the one-step model (1SM) [114] of photoemission. Further insight in
the results will be achieved by performing a detailed quantitative analysis of the exper-
imental energy positions and linewidths of the photoemission peaks, by comparison to
the theoretical spin-dependent spectral functions and imaginary part of the self-energy
function, respectively. This comparison, which represents an important test for the
agreement with the most recent theoretical predictions, gives us more quantitative in-
formation about the spin-dependent photohole lifetimes and ”shrinking” of the bands
due to correlation effects observed in the experimental spectra. We aim to establish
if there occurs a quenching of the majority spin quasiparticle excitations in this type
of systems due to short lifetimes, and also to determine up to which extent there is
a spin dependent quasiparticle renormalization due to many-body effects. Our main
conclusion is that quantitative agreement, in particular concerning the linewidths, is
not reached. This clearly demonstrates the demand for further non-local many-body
theories as it will be explained more in detail in the following sections.

4.2 Theoretical background

In this section, we give a brief introduction to the theoretical framework used for
the electronic structure calculations presented in this chapter2. In the following, we will
only concentrate on the most important qualitative aspects of the different theoretical
schemes used for the calculations without going into the details of their analytical

2The theoretical results were obtained by collaborators from the theory groups of Prof. F. Manghi
(University of Modena, Italy), Prof. H. Ebert (Ludwig-Maximilians Universität München), Prof. M.
I. Katsnelson (Universtity of Nijmegen), Prof. O. Eriksson (Uppsala University) and Prof. A. I.
Lichtenstein ( Universität Hamburg).
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and computational derivation. For a general overview on the details we address the
reader to purely theoretical theses which were developed in parallel to the present
one [115,116].

The main task of such electronic structure calculations is to solve the Schrödinger
equation for the many-body Hamiltonian in a solid3

ĤΨ =
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]
Ψ = EΨ (4.1)

where the electrons, with mass m, and the atomic nuclei are denoted by the subscripts
i and I, respectively. The first term of the Hamiltonian Ĥ denotes the kinetic energy
of the electrons, while the second and third terms denote the additional potentials due
to the electron-nucleus and electron-electron interactions, respectively. It is the last
term, i.e., the mutual Coulomb repulsion between the electrons, what makes a very
difficult task to find an exact solution to Eq. (4.1) because it correlates the motion of
all the electrons. Furthermore, due to the appearance of the many-body wavefunction
Ψ = Ψ(r1, r2, ..., rN), which contains a tremendous amount of information and is almost
impossible to handle with increasing number of particles N , an exact solution can only
be calculated for at most a few tens of particles. One of the first attempts to solve
Eq. (4.1) is the Hartree-Fock method (HF) [56], where the many-body wavefunctions
are simplified by linear combinations of N × N Slater determinants [117] containing
independent-particle wavefunctions of the form Ψν(rµ), where 1 ≤ ν, µ ≤ N . Although
with the HF method an exact solution can be calculated for small values of N , it often
leads to discrepancies with the experimental ground-state binding energies. Given
the impossibility of an exact general solution, several theoretical methods have been
proposed over many years by the electronic structure community as it follows below.

4.2.1 Density functional theory in the local density approxi-
mation (DFT-LDA)

While many researchers were working on an improved version of the HF method,
Hohenberg and Kohn [118] developed a conceptually different approach, the density
functional theory (DFT). In this case, the many-body problem is solved within a
single-particle scheme where every electron moves in a time-averaged potential de-
termined by the nuclei and the other electrons. The main advantage of DFT is
that the ground-state properties of the system can be calculated without requiring
the complete knowledge of the many-body wavefunction, thus allowing the treatment
of a larger number of particles as compared to the HF method. In a system with
N particles (e.g. electrons) moving in an external potential Vext(r) (caused by e.g.
the nuclei), this is achieved by working directly with the particle density distribution
n(r) =

∫
dr2...

∫
drNΨ

∗(r, r2, ...rN)Ψ(r, r2, ...rN) and by minimization of the so-called

3For simplicity, spin-orbit terms arising from relativistic effects are neglected.
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Kohn-Sham energy functional [119], which reads:

EKS[n] = T0[n] + EH [n] + Exc[n] +

∫
drVext(r)n(r) (4.2)

where T0 is the kinetic energy of the non-interacting system, EH the Hartree energy, Exc

the exchange-correlation energy and the last term arises from the interaction between
the particle density and the external potential. The Hartree term EH is due to the
averaged particle-particle interaction, which is the same for any particle at a given site
and still contains the interaction of each particle with itself. The unknown exchange-
correlation energy contains all the deviations between the single-particle and the many-
body system, including the self-interaction corrections. It can be understood in terms
of the potential energy arising from the combined effect of the exchange and Coulomb
interactions between a particle and the rest of the system. It is known as the energy
of the so-called exchange-correlation hole nxc(r), since electrons interact correlating
their motion so that they tend to avoid each other, and as a result every electron
is surrounded by a hole in the electron density of equal spin and opposite charge.
Within the local density approximation (DFT-LDA) [118–120], the solid is treated as
a homogeneous electron gas of uniform density, leading to an energy Exc which only
depends on the spherical average of nxc, thus simplifying the minimization of Eq. (4.2).

The Kohn-Sham energy functional is the consequence of the key idea of DFT, which
is to replace the many-body problem by an non-interacting electron gas of independent
particles whose density distribution n(r) is the same as the one of the interacting
system. This is related to the main assumptions behind DFT-LDA [118], which are
that (i) Ψ and Vext(r) are uniquely determined by the electron density distribution
n(r) and (ii) for a given Vext(r), the energy functional of Eq. (4.2) can be defined such
that its minimum is the ground-state energy of the system. This means that in the
DFT-LDA method, the energy of the states is exactly calculated in the limit in which
n(r) corresponds to the ground-state density.

While the assumptions of the DFT-LDA scheme can appear rather drastic, they
give an excellent description of various solids, in particular sp bonded ones. In this case
the electrons are delocalized in the whole crystal, thus fitting with the picture of one
effective potential. In other words, DFT-LDA represents a substantial simplification of
the Coulomb interaction, in which an electron at a given site sees a time-averaged local
density due to the other electrons and an averaged local potential VLDA. However, it
was soon realized that, although DFT methods could successfully describe s, p and
some d electrons in various transition metals and their compounds, a more atomic-
like description was needed for strongly localized electrons [121]. Here the electrons
occupy less extended orbitals, thus acquiring a highly localized character, which usually
leads to narrow d and f bands. In this case, due to the strong Coulomb repulsion
between the electrons, the behaviour of the real system becomes very different from the
single-particle picture of DFT-LDA, and one should refer to it as a strongly correlated
system. The same argumentation holds for spin-polarized systems within the local spin-
density approximation (DFT-LSDA) [120], where Kohn-Sham energy functionals for
each component of the spin-density distribution n↑,↓(r) are minimized until convergence
is reached.
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4.2.2 Dynamical mean-field theory (DMFT) and three-body
scattering approximation (3BS)

To describe d- and f-electron narrow band systems correctly, a more atomic-like the-
ory in which genuine many-body effects are taken into account explicitly is desirable.
Following this approach, Anisimov et al. [122, 123] developed the LDA+U method,
where DFT-LDA standard band theory is merged with an atomic description of local-
ized states. This method includes the effect of the on-site Coulomb interaction via the
so-called Hubbard parameter U [124], which can be understood as the energy cost for
accommodating two electrons with different spins on the same site. Depending on the
value of U , additional shifts occur in the energy positions of the different bands arising
from localized electrons.

However, the LDA+U method is not strongly sensitive to the degree of localization,
which depends on the bandwidth W , a more accessible parameter in experiments, or
more in particular on the ratio U/W . When U/W is small, the electrons retain much
of their wave-like character and the system behaves as a weakly correlated metal,
properly described on the basis of DFT-LDA. On the other hand, when U/W > 1, due
to the strong Coulomb repulsion, the electrons do not find energetically favorable to
move from site to site, and the system turns into a Mott insulator [125]. The LDA+U
method is suitable in this regime and in most cases provides good results. However,
it almost automatically predicts electron localization even if correlation effects are not
strong. Missing in both LDA and LDA+U is e.g., the strongly correlated metallic phase
found in transition metal oxides [126] and heavy fermion systems [127] at intermediate
values of U . In this case the Mott insulator is doped and becomes metallic, resulting
in a low-energy electronic behaviour which is dominated by quasiparticle4 physics.

More sophisticated methods, are the three-body scattering approximation (3BS)
[110] and dynamical mean field theory (DMFT) [128]. Combined with DFT-LSDA to
describe realistic materials with local Coulomb correlations, the resulting LSDA+3BS
[110–112] and LSDA+DMFT [128,129] schemes are the most universal state-of-the-art
techniques which properly describe the entire regime of U/W values. Both LSDA+3BS
and LSDA+DMFT treat short range intra-site interactions of narrow band systems
starting from a generalized multiband Hubbard-like Hamiltonian [111,124,128], which
in the second quantization is

Ĥ =
∑
iασ

εiασn̂iασ +
∑

iαjβσ

tiαjβc
†
iασcjβσ + U

∑

iαβσ

n̂iασn̂iβ−σ + (U − J)
∑

iαβσ

n̂iασn̂iβσ (4.3)

where electron-electron interaction is explicitly included via the on-site screened Coulomb
Hubbard parameter (U) and exchange integrals (J). Here α, β run over the d or-
bitals, i, j over the lattice sites and σ over the spin quantum number. The quantity
n̂iασ = c†iασciασ is the ocupation number of a given state, where c†iασ and ciασ are the
creation and annihilation operators, respectively. The first two terms of the Hamil-
tonian describe a system of non-interacting, delocalized electrons. The tight-binding

4We can think of quasiparticles as dressed electrons which move independently of each other,
although with a larger effective mass m∗ because the quasiparticle consists of the initial electron plus
the electron–electron interaction with its environment.
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hopping parameter tiαjβ is the energy gained by an electron jumping from site to site.
It characterizes the overlap between the electron wavefunctions at different sites and
quantifies the tendency towards delocalization. The two last terms in Eq. (4.3), on
the other hand, describe the electron-electron interaction. The first of these terms,
proportional to U , describes the interaction between two electrons with opposite spins
sitting on the same lattice site, while the second, proportional to U−J , the interaction
between two electrons with parallel spins, but in different orbitals.

According to the LSDA+3BS approach, the solution to the Schrödinger equation
involving the Hubbard Hamiltonian of Eq. (4.3) is achieved perturbatively by expand-
ing the interacting many-body wavefunctions into several configurations obtained by
adding single electron-hole pairs to the ground state of the single-particle Hamilto-
nian. More details on this procedure can be found in [110, 116]. The response of the
interacting system to the creation of one hole is then explicitly described in terms of
interactions between configurations with one hole plus one electron-hole pair, giving
rise to multiple hole-hole and electron-hole scattering. A simplified schematic repre-
sentation of these type of interactions within the d band of a strong ferromagnet is
shown in Fig. 4.1(a). They correspond to multiple scattering events in the initial and
final states of the photoemission process from the majority and minority spin bands.
A hole produced due to photoemission in the majority spin channel is accompanied by
the phase space of electron-hole pair excitations of opposite spin, involving scattering
of strength proportional to U . The analysis is the same for the removal of one minority
spin electron, but a less intense scattering strength proportional to U − J accounts for
the interactions among parallel spin particles.

On the other hand, in the LSDA+DMFT scheme, the solution to the Schrödinger
equation is obtained non-perturbatively by mapping it into a Single-Impurity Anderson
Model [130]. This means that the lattice problem is replaced by a single site embedded
in a dynamical effective field caused by a bath of non-interacting electrons, as sketched
in Fig. 4.1(b). While the single site is treated as a correlated impurity which includes
the effect of the Coulomb repulsion, the environment surrounding a given atom is
replaced by an effective fermionic bath of a wavevector dependent ground-state energy
εkσ which is coupled to the atom through the exchange of electrons at a given potential
energy Vk. More details on the exact analytical derivation can be found in [115,128].

While the LSDA+3BS and LSDA+DMFT schemes use different methods to solve
the many-body problem, both use a Green function formalism to obtain the quantities
of interest, i.e. the self-energies ΣDMFT and Σ3BS which determine the spectral function
of the hole state A(k, E) (see section 2.1.6 for details).

The LSDA+DMFT and LSDA+3BS calculations of the SARPES spectra pre-
sented in this chapter have been performed within the framework of the spin-polarized
fully relativistic Korringa-Kohn-Rostoker multiple scattering theory (SPRKKR) [131]
and the Faddeev theory [132], respectively. Both spin-orbit coupling and exchange
splitting were treated on equal footing in a fully relativistic approach. To account
for electronic correlations beyond the LSDA approximation, the site-diagonal, local
and complex energy-dependent self-energies ΣDMFT and Σ3BS were introduced self-
consistently [133]. This allowed to determine the corresponding spectral functions
A(k, E) for a semi-infinite lattice structure. Moreover, for a quantitative comparison
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Figure 4.1: (a) Schematic representation within the LSDA+3BS scheme of the inter-
actions involved in spin-dependent processes within the majority (left) and minority
(right) spin bands of a strong ferromagnet in the initial and final states after removal
of one electron. (b) Left: the lattice problem of a simplified single-orbital Hubbard
model, where t is the hopping energy between nearest neighbors and U the energy cost
for double occupation due to the Coulomb repulsion (upper atoms). At half-filling, if
U >> t the electrons do not move anymore and the system turns into a Mott insulator
(bottom atoms). Right: In the LSDA+DMFT scheme, the lattice problem is replaced by
a single site embedded in a dynamical effective field caused by a bath of non-interacting
electrons, which is coupled to the atom through the exchange of electrons at a given
potential energy Vk (adapted from [115]).

with the measured SARPES spectra, it was inevitable to take into account the wave-
vector and energy-dependent transition matrix elements calculated within the one-step
model of photoemission (1SM) [113, 114]. This describes the excitation process, the
transport of the photoelectron to the surface, as well as its escape into the vacuum.
For a quantitative description of surface states and resonances, a realistic approach for
the surface barrier was considered. It should be emphasized that in all the calculations,
the broadening of the peaks due to final state effects is included (see section 2.1.4).

4.3 Experimental details

Experiments were performed with a SPECS Phoibos 150 hemispherical electron
energy analyzer and a Rice-type Mott spin detector using linearly polarized undulator
radiation at the UE112-PGM1 beamline (see section 3.2 for details). The angular
resolution of the equipment was better than 1◦ and the average energy resolution about
100 meV. The Fe(110) and Co(0001) surfaces were prepared on W(110) by electron
bombardment from high purity Fe and Co wires mounted in several home-made e−-
beam evaporators. In order to obtain a good structural quality it was necessary to
anneal the films during 5 min. at ∼ 400 ◦C after evaporation. The tungsten sample
was previously cleaned by several cycles of annealing in oxygen (1 × 10−7 mbar) at
1200◦C followed by flashing at 2200◦C. The base pressure during the experiments was
1–2×10−10 mbar. The cleanliness of the tungsten substrate was checked by the absence
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Figure 4.2: (a) Sketch of the geometry of the experiment. From left to right, bcc Fe(110)
((b), (c) and (d)) and hcp Co(0001) ((e), (f) and (g)) experimental geometries are
shown; (b),(e): LEED patterns acquired at an energy of ∼150eV; (c),(f): overview of
the SBZ and magnetization orientations; (d),(g): Projected high symmetry directions
(red lines) of the BBZ probed in the experiments (adapted from [37]).

of reconstructions in LEED as well as by the presence of a surface induced component
in the W-4f core level spectrum. The normal emission condition was determined by
measuring angle-resolved valence band dispersions of the clean W(110). A thickness of
∼20 ML was enough to achieve the corresponding bulk-like Fe and Co bandstructure.

4.3.1 The geometry of the experiment and low-energy elec-
tron diffraction (LEED)

Figure 4.2 shows an overview of the geometry of the experiment (Fig. 4.2(a)),
LEED patterns, surface orientations, magnetization directions, and the corresponding
bulk (BBZ) and surface (SBZ) Brillouin zones of bcc Fe(110) (Figs. 4.2(b)-4.2(d))
and hcp Co(0001) (Figs. 4.2(e)-4.2(g)). The linear polarization of the incident photon
beam was horizontal or vertical, and its angle of incidence with respect to the surface
normal ∼45◦. Hence, in the reference frame of the sample, the light had more p-
or full s-character, respectively. The LEED patterns were acquired with an incident
electron beam of ∼150 eV (Figs. 4.2(b) and 4.2(e)). Note that each diffraction spot
corresponds to a Γ point of the SBZ. Therefore, constructing the Wigner–Seitz cell in
reciprocal space leads to a SBZ shape which is rotated by 90◦ (Figs. 4.2(c) and 4.2(f))
with respect to the measured LEED pattern. The magnetization directions are also
indicated5. The measured LEED patterns confirm that the annealing procedure which
follows the epitaxial growth leads to well-ordered surfaces of very high quality. The

5The notation follows simple Miller indices [hkl] for bcc Fe, while for Co the hexagonal close-packed
(hcp) notation [hkjl], where j=-h-k is the redundant index.
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six-fold symmetry appearing in the case of Co (Fig. 4.2(e)) gives evidence of its hcp
structure. The high symmetry directions along which the spin-resolved measurements
presented in this work were performed are highlighted with red lines in Figs. 4.2(d) and
4.2(g). These directions correspond to k⊥ points in the reciprocal space going from Γ to
N (Σ line) and Γ to A (∆ line) for bcc Fe(110) and hcp Co(0001), respectively. Since
the emitted electrons were detected in normal-emission, these high symmetry lines
were probed by varying the photon energy of the incident beam. In this geometry, the
surface contribution in the photoemission signal is limited to states located at the Γ
point of the SBZ.

4.3.2 Easy axis of magnetization

For Fe on W(110), it has been shown by SARPES experiments that an in-plane
to in-plane spin reorientation transition occurs at ∼42 ML critical thickness [134,135].
Its origin is typically explained in terms of a balance between the volume and surface
magnetocrystalline anisotropy energies of the system. At values below the critical
thickness, the easy axis of magnetization is along the Fe[110] (or W[110]) direction.
For hcp Co(0001), the magnetization orientation has been found to be out-of-plane in
bulk single crystals [136,137] and in-plane due to surface anisotropy effects in ultrathin
epitaxial films grown on W(110) [138, 139]. As we will discuss later on, this is an
important difference that should be considered when comparing photoemission data
from hcp Co single crystals and ultrathin films. In the in-plane configuration [140–142],
the easy axis of magnetization is along the Co[1100] (or W[110]) direction. Note that
this direction is parallel to the Γ-M symmetry line of the SBZ.

4.3.3 Growth mechanisms revisited

It is important to emphasize that the preparation methods used in this work are
based in well-established procedures which are known to give surfaces of very good
and comparable quality. We would not like to revisit or extend our study to those
well-known growth methods within the scope of this thesis. However, we would like
to address to the reader to interesting experiments which show in detail the typical
growth modes of Fe and Co on W(110). It has been shown that Fe films on W(110) fol-
low the Stranski-Krastanov growth mode (i.e., layer plus islands) and that continuous
thick films can be successfully fabricated by deposition at room temperature followed
by moderate annealing, or by rising the temperature of the substrate during deposi-
tion [143]. Despite the lattice mismatch of 9.6% between Fe and W, after annealing
the resulting strain is accommodated in the first three atomic layers beyond which the
lattice constant of bcc iron is relaxed [144]. For Co(0001), the first layer grows pseu-
domorphically, being strained and stable up to a temperature of 1300 K [145]. Further
growth of the second and subsequent layers is characterized by a hcp structure which
grows in the Frank van der Merwe mode or layer-by-layer growth. This type of growth
was observed at temperatures below 100 K as well. Annealing at very high temper-
atures typically forms three dimensional islands on top of the first grown overlayers,
breaking the films into compact clusters.
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Figure 4.3: (a) Valence band photoemission spectra from W(110), and (b) Core levels
before (ii, iv) and after (i, iii) the cleaning procedure was completed, and (c) observed
parabolic dispersion of the surface resonance located in the higher binding energy side
of the W(110) gap.

4.3.4 The clean W(110) substrate in normal photoemission

The presence of surface related components in the valence band and core-level
spectra of the W(110) substrate [146] is an important issue to achieve homogeneous
growth of the magnetic layers. Figure 4.3 shows spin-integrated and angle-resolved
photoemission spectra from the W(110) crystal recorded at 70 eV and 62.5 eV photon
energies before and after finishing the cleaning procedure. In Fig. 4.3(a), valence
band spectra in normal-emission are shown. Fig. 4.3(b) shows the corresponding
core-level spectra. Measurements in Fig. 4.3(c) show a typical parabolic dispersion of
the tungsten valence band surface resonance (SR) found at a binding energy (BE) of
EB ∼6.2 eV, as marked together with other two surface resonances with open triangles
in Fig. 4.3(a). In Figs. 4.3(a) and 4.3(b) two pairs of spectra (red and black) are
shown, labeled from (i) to (iv). The black spectra ((i) and (iii)), which correspond to a
clean W(110) surface, were recorded after several cycles of annealing in oxygen followed
by flashing at high temperature. The red spectra ((ii) and (iv)), on the other hand,
correspond to a carbon contaminated W(110) surface, basically the result of a cleaning
procedure in which the sample was not properly annealed in oxygen and flashed.

The main difference between spectra (i) and (ii) is found within the surface-projected
band gap of W(110) (denoted by dashed lines) ranging from ∼3 to ∼6 eV. In the case
of spectrum (ii), surface-derived carbon features dominate the spectra in that energy
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range (C2p states denoted by full black triangles). The fact that they appear within
the tungsten gap allows us to uniquely identify them as surface-localized states. The
intensity of those carbon states within the gap completely disappears for the clean
spectrum (i). In this case, the valence band emission shows prominent surface reso-
nances (SR) which appear at ∼0.6, ∼1.2 and ∼6.2 eV. Particularly, we see that the
intense peak of the surface resonance at EB ∼1.2 eV in the clean spectrum, is slightly
suppressed and mostly substituted by a broader feature due to emission from W bulk
d states of Σ1 symmetry appearing at EB ∼1.9 eV. In a second-step and before depo-
sition of magnetic materials, photoemission spectra of distinct W4f 7

2
core-levels were

checked as shown in Fig. 4.3(b). Core-level binding energies are very sensitive to the
chemical environment. In the core-level spectrum of a clean tungsten surface in which
carbon and oxygen are absent, the bulk (Wb) and surface-induced (Ws) components
are shifted respect to each other due to the narrower density of states of the atoms
at the surface. The reduction of the number of neighboring atoms at the metallic
surface leads to a Fermi level pinning causing a shift between valence states and core
levels [147–149]. This is the situation in the spectrum (iii) of Fig. 4.3(b) for clean
W(110), where one can clearly identify a bulk emission Wb placed at a BE of ∼31.41
eV and a surface-induced component Ws shifted by about 0.32 eV towards lower BE.
However, a reduction in the energy shifts between Wb and Ws may appear as a result of
charge transfer by formation of chemical bonding with other elements such as oxygen
or carbon. This happens in the carbon contaminated spectrum (iv), where the smaller
BE shift between Ws and Wb is an indication of an additional chemical bonding and
interaction with the carbon atoms in the surface. Besides, another feature labeled as
Wc appears as a shoulder in the higher BE side of the main peak. This feature is
due to specific carbon-induced chemical states which could be organized in defects or
in junctions between domains of the carbon structure present at the tungsten surface.
Apparently, the core level spectra are much more sensitive to the cleanliness of the
W(110) surface than the direct measurement of the surface resonances in the valence
band spectrum at 70 eV photon energy. In general, the intensity ratio between Ws

and Wb determines the cleanliness of the system. For our purpose, an intensity ratio
of about 50% was found enough to reach a homogenous growth of the magnetic films.

Measurements like those in Fig. 4.3(c) were usually performed at the beginning of
each experiment in order to find in an accurate way the normal-emission condition of
the system. A change of manipulator or sample holder may induce deviations of the
nominal angle in which this position is reached. This method is straightforward and
practically independent of the cleanliness of the sample. In general, it is enough to
find a feature in the spectra which shows a pronounced dispersion. In Fig. 4.3(c), we
follow the dispersion of the resonance feature which appears at the higher BE side of
the W(110) gap in spectrum (ii) of Fig. 4.3(a). At 62.5 eV photon energy and with
changing angle, we see that the surface resonance disperses parabolically, reaching a
certain minimum at a BE of ∼6.2 eV. The angle in which that minimum is reached is
identified as 0◦ (red spectrum in Fig. 4.3(c)), leading to a very accurate determination
of the normal-emission condition. In some situations, a He-Ne laser can be used in
combination to this method to double-check the validity of the result. The laser is
mounted in such a way that the beam passes through the iris aperture of the analyzer
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and hits the sample. When the incident and reflected beams overlap, the normal-
emission condition is determined, and therefore the resulting absolute angle.

4.4 Spin-dependent electronic correlations: a com-

parison theory-experiment

In this section, we investigate the effects of electron correlations near the Fermi
level in the spin-dependent electronic structure of ferromagnetic bcc Fe(110) and hcp
Co(0001). Spin-integrated and spin-resolved photoemission spectra are compared in
detail to theoretical calculations within the LSDA+3BS and LSDA+DMFT schemes in
combination with 1SM calculations. This comparison, which has not been carried out
before, represents a strongly demanding test of the existing state-of-the-art many-body
theories which lie at the heart of our understanding of electron correlations in condensed
matter physics. It should be emphasized that the theoretical results presented here aim
at the proper description of the correlation effects for a given set of orbitals, in this case
the 3d states, but no correction is added for the other electrons. Therefore, the theory
includes only correlation effects coming from a local many-body approach and without
any additional semi-empirical contribution to the self-energy that would result in a
fit of the experimental results. This procedure allows us to make a pure comparison
theory-experiment in a quantitative way.

4.4.1 bcc Fe(110)

4.4.1.1 Spin and angle-resolved photoemission

For ferromagnetic Fe, several experimental photoemission and inverse photoemis-
sion studies exist [105, 150–154]. Despite this effort in experimental research, no gen-
eral consensus has been reached about the strength of electron correlations in the
spin-dependent electronic structure of this system. This means that the relative im-
portance of the averaged on-site Coulomb interaction U between d electrons has not
been established. Other issues, such as the existence of photoemission satellites [155],
are still the object of scientific discussions as well. In all of the Fe calculations presented
here for the comparison with the experimental results, unless specified, a value U=1.5
eV has been adopted, which is within the so-called experimental value U∼1 eV [107]
and a value U∼2 eV derived from theoretical studies [156–158]. For the averaged on-
site exchange interaction J, the generally accepted atomic value J∼0.9 eV [159] has
been used.

As mentioned in the previous section, the linear polarization of the photon beam
was switched from horizontal to vertical, which for Fe means that a more p- or full
s-character of the incident light is achieved when A||[110] or A||[001], respectively. As
a result, the intensity of some particular peaks is suppressed with one polarization and
not with the other due to matrix-element effects. Figures 4.4(a) and 4.4(b) display a
comparison between spin-integrated ARPES data and theoretical LSDA+DMFT+1SM
calculations broadened by the experimental energy resolution of bcc Fe(110) along the
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Figure 4.4: (a) Experimental spin-integrated photoemission spectra of the Fe(110) sur-
face measured with p-polarization in normal-emission along the ΓN direction of the
bulk Brillouin zone at different excitation energies (steps of 5 eV). To the left, pho-
ton energies are given. To the right, the curves are labeled by the wavevectors in
units of ΓN=1.55Å−1, the Γpoint being at x=0 and the N point at x=1. Symbols
used for peak assignment are given as well. (b) Corresponding calculation obtained
by the LSDA+DMFT+1SM method including electronic correlations, matrix elements
and surface effects. (c) Fully relativistic valence-band states of Fe(110) obtained self-
consistently in the SPRKKR formalism by suppressing the imaginary part of the self-
energy ImΣDMFT .

ΓN direction of the bulk Brillouin zone (BBZ) with p polarization. The k=k⊥ val-
ues were calculated from the used photon energies ranging from 25 to 100 eV and
using an inner potential V0=14.5 eV in Eq.(2.17). In order to identify the nature of
the observed excitations, Fig. 4.4(c) shows fully relativistic calculations of the spec-
tral function A(k,E) obtained by introducing self-consistently the LSDA+DMFT self-
energy into the SPRKKR formalism [133]. In these calculations, ImΣDMFT was set
to zero in order to make all the initial states visible. For the shake of simplicity, the
assignment of the observed symmetries of the initial states contributing to the photoe-
mission spectra follows the non-relativistic notation described by Hermanson for bcc
crystals [61]. Although this notation is not totally correct since spin-orbit interaction
is not negligible in 3d metals, in the case of bcc Fe it is simpler and more useful if one
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wants to compare with other experimental and theoretical studies of this system. Note
that forbidden transitions involving initial states of Σ2 symmetry are not observed in
the experiments or in the LSDA+DMFT+1SM calculations. Furthermore, although
due to symmetry arguments the transitions observed with s-polarization are mainly
Σ3-like and with p-polarization Σ4 and Σ1-like, in most of the cases we have adopted
double subscripts to indicate almost degenerated states or to avoid redundancy in the
symbols used for the assignment of the peaks. Figure 4.5 displays analogous SARPES
data (Figs. 4.5(a) and 4.5(b)) together with LSDA+DMFT+1SM calculations (Figs.
4.5(c) and 4.5(d)) for p and s-polarized photons. Similar calculations in the frame-
work of LSDA+3BS+1SM were performed (not shown) and the results were good in
agreement with all the LSDA+DMFT+1SM calculations presented here.

It is important to remark that our study is focused on the energy range 0.2≤ EB ≤2
eV were renormalization effects are predominantly caused by electron-hole excitations
with and without spin flips. This energy range is quite different from that discussed in
recent ARPES studies on Fe [154]. There, the very low-energy range EB ≤200 meV has
been treated, in which a renormalization of the charge carrier dynamics by a coupling
to magnetic excitations is important.

In Figs. 4.4 and 4.5, the observed peaks correspond to majority (↑) and minority (↓)
spin states of different symmetries. They are due to direct interband transitions from
t2g and eg bulk states which change their initial energy as the photon energy varies, as
well as surface emission peaks and resonant structures. When increasing the photon
energy and moving from Γ towards the N point, all the different peaks observed show
a characteristic dispersion which is accompanied by relative changes in their intensity
distributions. Let us now proceed to identify the origin of the observed transitions
in terms of quasiparticle peaks following their order of appearance from the lower to
higher BE side of the spectra.

Near the Γ point (x∼0.06 ΓN), the intense peak close to the Fermi level corresponds
to a Σ↓

1,3 minority surface resonance. Experimentally, its Σ↓
3 bulk component crosses

the Fermi level at x∼0.33 ΓN, leading to a reversal of the measured spin polarization
and to a strong reduction of the intensity at x=0.68 ΓN in the minority channel, in
agreement with the theoretical results (see Figs. 4.5(b) and 4.5(d)). The peak at ∼0.7
eV BE, visible mainly for p polarization in a large range of wave vectors between Γ
and N, can be assigned to almost degenerate Σ↑

1,4 bulk-like majority states (see Figs.

4.4, 4.5(a) and 4.5(c)). For s polarization (Figs. 4.5(b) and 4.5(d)), a prominent Σ↑
3

feature at ∼ 1.1 eV BE dominates the spectrum at the Γ point. For p polarization, its
degenerate Σ↑

1 states form a shoulder around the same BE. The broad feature around
2.2 eV, visible at various k points, but not at the N point, is related to a majority
Σ↑

1,3 surface resonance (we will come back to this issue below). Around the N-point

(0.76≤x≤1.0) and at BE≥3 eV (Figs. 4.4(a) and 4.5(a)), a Σ↓
1 band having strong

sp character can be observed. The pronounced difference between its theoretical and
experimental intensity distributions can be attributed to the fact that in the present
calculations, as mentioned above, only local Coulomb repulsion between d electrons is
considered, without additional lifetime effects for the sp bands. When correct values
of ImΣ for the sp-bands would be introduced, the sp features would also be strongly
broadened in the calculated spectra. Note that this is a totally different scenario
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Figure 4.5: Analogous data as in Figs. 4.5(a) and 4.5(b) but now spin-resolved. (a), (b)
Experiment (upwards small (black) triangles: majority spin spectra, downwards small
(red) triangles: minority spin spectra). (c), (d): LSDA+DMFT+1SM theory (black
and red lines for majority and minority spin spectra, respectively). (a),(c) for p- and
(b), (d) for s- polarization. The symbols used for peak assignment are the same as in
Fig. 4.5.
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with respect to [160], where a semi-empirical contribution has been added to all the
electrons to fit the experimental results. Moreover the spectra shown in [160] have been
convoluted with a Gaussian with 0.5 eV full width half-maximum (FWHM) in order to
reproduce the experimental broadening. This value should be compared to the average
Gaussian broadening of 100 meV used in the present study. Finally, we notice that
the background intensity of the experimental spectrum at x=0.66 ΓN, corresponding
to a photon energy of 55 eV, is strongly increasing due to the appearance of the
Fe 3p-3d resonance, i.e., the M3(3p3/2) final-state resonant structure. Since resonant-
photoemission processes above the resonance threshold such as Auger electron emission
are not considered in the present calculations, this prominent increase in intensity is
not present in the theoretical spectra shown here. In this context, the existence of
a photoemission satellite for bcc Fe below the resonance threshold and at a BE of
∼5 eV is still the object of experimental discussions [155], as mentioned before. In
this work this issue has not been investigated in detail, since we focus on a lower
BE range. Nevertheless, it should be mentioned that although previous DFT-LDA
or LDA+DMFT calculations did not reproduce this feature, the LSDA+DMFT and
LSDA+3BS implementations used here indicate the existence of a non-coherent satellite
at a BE of ∼7 eV. Due to the low intensity of this feature, it could only be observed
in calculations of the density of states (not shown) [115], but not in the calculated
spectral functions or the LSDA+DMFT+1SM spectra.

4.4.1.2 Many-body aspects of the band structure

Comparing the experimental results from spin-integrated and spin-resolved ARPES
measurements with LSDA+DMFT+1SM results, good agreement is obtained at low
BE for many of the peak positions. This is also demonstrated in Fig. 4.6, where the
BE positions of the most prominent features observed in the experimental SARPES
data of Figs. 4.5(a) and 4.5(b) are compared to the calculated bulk-like spin-dependent
spectral functions A(k,E) obtained in the framework of the LDSA+DMFT (Figs. 4.6(a)
and 4.6(b)), LSDA+3BS (Figs. 4.6(c) and 4.6(d)) and LSDA (Figs. 4.6(e) and 4.6(f))
schemes. Majority spin states are shown in Figs. 4.6(a), 4.6(c) and 4.6(e) whereas
minority spin states are shown in Figs. 4.6(b), 4.6(d) and 4.6(f). To account for the
experimental energy resolution, a smearing parameter of 100 meV was considered in
all these calculations. In a first approximation, Fig. 4.6 shows a comparison between
the spin-dependent experimental ReΣ and theoretical ReΣDMFT or ReΣ3BS. However,
we should remember that this description in terms of a bulk spectral function, which
only contains information about initial states, is still incomplete. Moreover, in these
calculations matrix-element, surface effects and the actual steps of the photoemission
process (i.e., propagation of the photoelectron to the crystal surface and its escape
into the vacuum) are not considered. The experimental peak positions shown in Fig.
4.6 were extracted from a fitting procedure, and the results of the fits will be shown
more in detail below. Note that there are no experimental data points from s-polarized
measurements of Fig. 4.5(b) corresponding to the minority spin Σ↓

3 bulklike peaks at
k=0.33 ΓN and 0.68 ΓN since these peaks are above the Fermi level. Furthermore,
almost pure surface state features such as the Σ↑

3 majority spin peaks appearing as a
shoulder at the Fermi level for x=0.21 ΓN and 0.33 ΓN have been excluded. Before
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Figure 4.6: Quasiparticle spectral functions of Fe(110) and the photoemission peak
positions obtained from the spin-resolved measurements for different polarizations (3
for p- and # for s- polarization). Results obtained by the LSDA+3BS ((a),(b)),
LSDA+DMFT ((c),(d)) and LSDA ((e),(f)) methods for majority and minority spin
electronic states, respectively.
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proceeding, it should be noted that from Fig. 4.6, it is clear that the theoretical results
derived from both LSDA+DMFT and LSDA+3BS methods are well in agreement with
each other for the same values of U and J.

Let us focus first on the lowest BE majority spin states. Most importantly, the
maxima of the spectral functions at a BE of ∼0.65 eV in Figs. 4.6(a) and 4.6(c) cor-
responding to the almost non-dispersive Σ↑

1,4 bulk-like states better reproduce the ex-
perimentally obtained peak positions along the different k-points of the band structure
for both polarizations than LSDA. When comparing to standard LSDA calculations of
Fig. 4.6(e), it can be observed that all the LSDA peaks which correspond to the Σ↑

1,4

bands are shifted to a higher BE by about 1.2 eV, leading to an accidental agreement
with the BE positions of the Σ↑

1,3 states appearing as a shoulder in Fig. 4.5(a) and as
a peak near the Γ point in Fig. 4.5(b) (see below). This means that the LSDA peak
at a BE of about 1.2 eV, which corresponds to the Σ↑

1,4 majority spin peak, should be
shifted in the experiment to a BE of about 0.65 eV due to correlation effects. There-
fore, one can conclude that to achieve best agreement between theory and experiment
in the BE positions of the Σ↑

1,4 states, a shrinking of the 3d majority spin bands due
to electronic correlations becomes necessary to properly describe the photoemission
process involving these states.

On the other hand, quantitative agreement cannot be achieved for higher BE. In
particular, the calculated LSDA+DMFT and LSDA+3BS majority spin spectral weight
in Figs. 4.6(a) and 4.6(c) near Γ for the Σ↑

1,3 bands is in between the experimental
features at BE’s of 1.2 and 2.2 eV. Assuming negligible correlation effects would move
the calculated feature to the LSDA value at 2.2 eV BE, and thus better agreement
would be obtained in this case as it can be seen in Fig. 4.6(e). Thus, the experimental
peak at 2.2 eV BE could be assigned to the bulk Σ↑

1,3 bands. However, a complete
neglect of correlation effects in Fe would make the overall comparison between theory
and experiment much worse: on the one hand, the energetic positions of the majority
spin peaks at low BE would not be reproduced as mentioned before, and on the other
hand, the narrow width of the peaks would not change with increasing BE as in LSDA,
opposite to what is observed in the experiment. This situation also holds for calcula-
tions in the LSDA+1SM scheme. Thus, the experimental peak at 2.2 eV BE, instead
of bulk Σ↑

1,3 state, it should be interpreted as a surface resonance, in agreement with
previous experimental and theoretical studies [161]. The theoretical results presented
here confirm this view, since changes in the surface barrier potential induced additional
shifts in its BE position (not shown). On the other hand, a change in the surface bar-
rier potential did not induce shifts in the energy position of pure bulk states. It should
be mentioned here that in a relatively recent experiment by Hüfner et al. [162], a non-
coherent satellite in Fe was found at a BE of ∼3.2 eV for a photon energy slightly below
the 2p resonance energy (∼706.8 eV). However, we do not observe any peak at 3.2 eV
BE for the photon energies used in our experiments (hν ≤100 eV), which are far below
(by more than 600 eV) the Fe 2p absorption energy. Furthermore, the LSDA+DMFT
and LSDA+3BS calculations do not reproduce a photoemission satellite at that BE.

Regarding the minority spin spectral functions shown in Figs. 4.6(b), 4.6(d) and
4.6(f), one can find good agreement between most of the experimental peak positions
and all the three different theories. The only exception is the Σ↓

1,3 state appearing
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close to the Fermi level and near the N point. Since the BE of this state is properly
reproduced in the LSDA+DMFT+1SM calculations after including surface effects (see
Fig. 4.5(a)), it can be assigned to a surface resonance. For the other peaks, note the
small size of the differences observed for minority spin electrons between experiment
and the LSDA+DMFT, LSDA+3BS and LSDA calculations. This small size of the de-
viations is something expected a priori, since from the theory we know that correlation
effects should be more pronounced for majority spin electrons than for minority spin
ones, which is a common feature for 3d transition metals. This can be easily explained
by considering the creation of electron-hole pairs in the minority spin channel: since
there are less minority spin electrons and thus more empty states of this kind, for
any processes involving electron-hole pair creation, the pair is more likely to appear in
the minority spin bands. This means that any scattering process involving majority
spin electrons mostly leads to the creation of minority spin electron-hole pairs, with
an effective interaction in the complete process proportional to U. On the other hand,
scattering processes involving minority spin electrons also lead to the creation of mi-
nority spin electron-hole pairs, but the effective interaction for parallel-spin pairs is
proportional to U-J<U. Therefore, correlation effects are expected to be stronger for
majority spin electrons and in consequence, no big differences are observed between
the minority spin spectral functions presented in Figs. 4.6(b), 4.6(d) and 4.6(f).

From the data shown in Fig. 4.6 and the overall agreement between experiment
and theory we have just discussed, we conclude that correlation effects in the present
calculations using U=1.5 eV are underestimated and that a stronger d-band narrowing
is needed to achieve better results. Figure 4.7 demonstrates this for data close to the Γ
point (x∼0.05 ΓN). Figure 4.7(a) compares the experimental spin-integrated ARPES
spectra with the LSDA calculation broadened with the experimental energy resolution,
the LSDA+DMFT calculation, and the LSDA+DMFT+1SM calculation. At low BE,
perfect agreement between theory and experiment is achieved for the minority Σ↓

1,3

surface resonance in the LSDA+DMFT+1SM calculations. On the other hand, for
the bulk Σ↑

1,4 peak at a BE of 0.65 eV, the agreement is good but not completely

satisfactory. This also holds for the Σ↑
1,3 peak which appears in LSDA calculations

at 2.2 eV. Because of correlation effects it is shifted in the experiment to ∼1.2 eV
BE causing in Fig. 4.7(a) at that energy a shoulder and in Fig. 4.5(b) for x= 0.06
ΓN a peak. This difference between the ARPES data and LSDA calculations can be
explained with a linear ReΣ= 0.7E corresponding to a mass enhancement m∗/m0=
1.7, where m0 is the single-particle mass (see section 2.1.6). This experimental mass
renormalization in the energy range BE≤1.8 eV should be contrasted to the theoretical
m∗/m0 ≈ 1.25 derived from DMFT calculations for U=1.5 eV in the present work. One
may speculate that the difference between the ARPES and the LSDA+DMFT+1SM
peak positions could be reduced by choosing a higher U value (e.g., U≈3 eV). This
value, however, is outside the previously mentioned range, and in addition, we still are
left with the problem that the calculated width is far too small compared with the
experimental value. This is further demonstrated in Fig. 4.7(b), where U-dependent
LSDA+DMFT+1SM calculations for U ranging from 1.5 to 3 eV are shown. It is
important to remark that the width of the peaks does not increase with increasing U.
This can be explained in terms of an energy-dependent ImΣ together with the fact
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Figure 4.7: (a) Comparison be-
tween the spin-integrated exper-
imental spectra at the Γ point
for p-polarization with the single-
particle LSDA-based calculation,
the LSDA+DMFT spectra, and the
LSDA+DMFT+1SM spectra. (b)
U-dependent LSDA+DMFT+1SM
calculations for U=1.5 to 3 eV.
Inset: corresponding majority spin
ImΣDMFT , together with vertical
lines indicating the BE energy shift
of the Σ↑

1,3 bands. The horizontal line
shows how the peak widths do not
increase with increasing U.

that with increasing U, the peak positions move to lower BE leading to an almost
constant ImΣ. The energy dependence of ImΣ also leads to slightly asymmetric peaks
in the spectral function, an effect that manifests itself in the LSDA+DMDT+1SM
calculations as well. This effect is more pronounced for higher binding energies than
for lower ones and in particular for the Σ↑

1,3 majority spin bands discussed above, which
in the case of Fig. 4.7(b) appear at a BE of about 1.7 eV for U=1.5 eV and shift to a BE
of ∼1.3 eV with increasing U up to 3 eV. For more quantitative details, in the inset of
Fig. 4.7(b) the majority spin ImΣDMFT is shown for different U values, where vertical
lines indicate the BE energy shift of the Σ↑

1,3 majority spin bands. While ImΣDMFT

increases since correlation effects are stronger for larger U values, the horizontal line
demonstrates how the width of these peaks does not increase with increasing U. In
this case, with U-dependent peak positions of 1.72 eV (U=1.5 eV), 1.60 eV (U=2 eV),
1.45 eV (U=2.5 eV) and 1.32 eV (U=3 eV) a majority spin ImΣDMFT= 0.42 eV is
obtained, which means that the lifetime around the peak maxima of the Σ↑

1,3 bands is
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nearly identical for all U-values. Additionally, due to the strong energy dependence of
ImΣDMFT which increases almost linearly with increasing BE, the peaks appear with
a more asymmetric profile for U=1.5 eV. This type of argumentation can be applied
to all peaks that appear in the spectra.

It should be pointed out that the additional broadening observed in the experiment
cannot be caused by final state effects, since those are fully taken into account in the
1SM calculations. Furthermore, since the 3d bands show a rather flat dispersion, in
particular, close to the high symmetry points of the BBZ, the final state broadening
(see section 2.1.4) can almost be neglected when compared with the experimental
energy resolution. Moreover, the final state effects would cause a broadening which
for a small initial state dispersion would be constant as a function of the BE. In this
context, the broadening due to scattering with defects can be excluded since it is
energy independent as well. In general, the additional experimental broadening can be
observed when comparing all the theoretical and experimental photoemission spectra
presented here, i.e. not only at the Γ point but also at all the other measured k-values.

4.4.1.3 Spin-dependent quasiparticle lifetimes

In the following we would like to obtain more quantitative information on the dis-
crepancy between experiment and theory we have observed concerning the linewidths.
As mentioned before, a fitting procedure was used to extract the experimental peak
positions from SARPES experiments shown in Fig. 4.6. This evaluation is also useful
for determining by how much the theoretical linewidths are underestimated compared
to the experimental results. The need of spin-resolution is remarkably important in
this case because from the spin-dependent behaviour of the self-energy in the theoret-
ical calculations one would expect the contribution to experimental linewidths of the
initial states to be spin-dependent as well.

The spin-resolved spectra were fitted at various k values by a sum of Lorentzians
plus a background. In Fig. 4.8, the results of the fits of the SARPES data obtained
by this procedure are presented. We should keep in mind that such an evaluation is
problematic due to the strong energy-dependence of ImΣ which leads to the formation
of asymmetric Lorentzians, as discussed above. The appearance of such an asymmetry
can be associated with the damping of quasiparticle excitations and the corresponding
increase of the incoherent part of the spectral function with increasing BE. However, at
energies close enough to the Fermi level, we would expect this asymmetry to be strongly
reduced since most of the peaks are due to coherent excitations which correspond to
quasiparticles with well-defined energy and momentum. More in particular, in the
spectra from Fig. 4.7(b) it can be observed that the peaks are less asymmetric for
energies smaller than 1 eV, so most of the deviations are expected to increase for binding
energies larger than 1 eV. In each fit in Fig. 4.8, the number of peaks used and their
initial state symmetries correspond to the peak assignments shown in Figs. 4.4 and 4.5.
For the fitting procedure an experimental approach has been adopted: this means that
if due to energy resolution or extra broadening two bands which are energetically very
close to each other in the theoretical calculations cannot be resolved in the experiment,
only one experimental peak has been considered for the fit. However, exceptions to this
rule can only be confirmed experimentally through the polarization dependence of the
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Figure 4.8: Fits to spin-resolved valence band spectra at various k-points of the bcc
Fe Brillouin zone obtained by using Eq. (4.4). (a)-(e): p-polarization, (f)-(h): s-
polarization. Up arrows (down arrows) for majority (minority) spin spectra. Note that
in (h) only fits to majority spin data are shown since for x=0.33 ΓN and 0.68 ΓN the
corresponding minority spin bands have crossed the Fermi level.

SARPES spectra. For example: close to the Γ point, where most of the transitions are
degenerated, we observe that the Σ↑

1,3 peak which for s-polarization data in Fig. 4.5(b)
appears at a BE of about 1.2 eV causes for p-polarization data in Fig. 4.5(a) a shoulder
at that energy. The observed difference in the relative intensities can be attributed to
matrix-element effects since for s- and p-polarization we are more sensitive to the Σ↑

3

and Σ↑
1 components of this degenerated peak, respectively. Therefore, in the fits of the
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majority spin SARPES spectra shown in Figs. 4.8(a)-4.8(c) for p-polarization, where
the main contribution comes from the Σ↑

1,4 peak closer to the Fermi level which is
almost perfectly resolved experimentally, an additional peak has been introduced to fit
the shoulder at the higher BE side of this peak. When moving away from the Γ point,
this shoulder can also be distinguished in the spin-integrated spectra of Fig. 4.4(a)
for p-polarization. Finally, it should be noted that the spin-integrated spectra were
measured with slightly better energy resolution than the SARPES measurements since
due to the higher intensity reaching the channeltron detectors it was possible to slightly
close the exit slit of the monochromator. This also increased the intensity of the peak
at 2.2 eV BE in Fig. 4.4(a), while in the SARPES measurements with p-polarized
photons it is slightly reduced due to the larger noise to intensity ratio detected in the
signal.

The fitting procedure works as follows. For a particular k-point, a SARPES spec-
trum containing N peaks is fitted by a function involving a convolution of the form:

I↑, ↓k (E) =

(
f(E, T ) ·

N∑
i=1

M2
i · Ak i(Ei, ωi) +Bk(E)

)
⊗G(hν) (4.4)

where Ei, ωi and the matrix-elements Mi are fitting parameters corresponding to the
BE, width and intensity of the quasiparticle peaks for different polarizations. The Fermi
function f(E, T ) is evaluated at room temperature, the spectral function Ak i(Ei, ωi)
approximated by Lorentzian functions and Bk(E) assumed to be a Shirley-like back-
ground [163]. Here the subindex k denotes the k⊥ points. The FWHM of the Gaussian
slit function G(hν) corresponds to the total energy resolution ∆Etot of the experiment,
which is photon energy-dependent, i.e.:

∆Etot =
√

(∆Ea)2 + (∆Ehν)2 (4.5)

where ∆Ea and ∆Ehν are the energy resolution of the electron energy analyzer and
beamline monochromator, respectively. The Shirley-like background Bk(E), which
accounts for the effect of the inelastic scattering of electrons, is calculated as:

Bk(E) = C ·
(∫ ∞

E0

dE ·
N∑
i=1

M2
i · Ak i(Ei, ωi)

)
(4.6)

where C is a fitting constant and the integration is done over all the spectrum with E
as a running parameter over the kinetic energy (KE) axis. The reason to use Eq.(4.6)
for the background correction is that in a first approximation, photoelectrons generated
at a KE close to a peak maximum and deep enough in the material to escape without
losing kinetic energy contribute with more intensity in the higher BE side of the peak
than in the lower one. In other words, if each electron acts as a source for scattered
electrons, the background at any KE in the spectrum is proportional to the total
number of electrons with more than that KE. This means that at a given energy E0,
the background is proportional to the sum of the areas under each quasiparticle peak
obtained after integration over all kinetic energies equal or higher than E0.
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Figure 4.9: Comparison between the experimental and theoretical imaginary part of the
self-energy of bcc Fe(110) for (a) majority (black color) and (b) minority (red color)
spin electrons. The experimental data points were obtained from the half-width at half-
maximum of the photoemission peaks after a correction for non-electronic contributions
(see text). Labels to identify the different k-points are also given. The theoretical
calculations correspond to ImΣDMFT for U=1.5 eV (thick dotted lines) and U=3 eV
(thin dotted lines) and to ImΣ3BS for U=1.5 eV (solid lines).

From this evaluation we have tried to extract the spin-dependent experimental
ImΣexp as a function of BE and k=|k⊥|. The results are shown in Fig. 4.9 for majority
(Fig. 4.9(a)) and minority (Fig. 4.9(b)) spin electrons, together with the theoretical
calculations of ImΣDMFT (U=1.5 and 3 eV) and ImΣ3BS (U=1.5) for comparison. Once
again, it is clear that concerning the linewidths, no quantitative agreement between
the theoretical calculations and the experimental data is observed. In the experimen-
tal results, we obtain in a first approximation a k-independent ImΣExp which exhibits
an almost linear energy-dependent behaviour (ImΣExp ∼ 0.4E) for both spin chan-
nels, similar to previous inverse photoemission studies [105]. The error bars have been
extracted from the deviation between several fitting cycles in each spectrum and a
simultaneous χ2 minimization. Each one of the experimental data points shown in
Fig. 4.9 has been obtained by subtracting most of the contributions to the broad-
ening from the fitted linewidth values which do not have electronic origin. The only
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extra contribution which is still present in the experimental data is due to electron-
impurity scattering (ImΣimp = Γimp/2) since it can only be determined once all the
other contributions have been corrected.

The theoretical calculations, on the other hand, only contain the electronic contri-
bution. Since the broadening due to energy resolution is already included in the fitting
procedure, the other experimental corrections are due to electron-phonon broadening
(Γe−ph) and final-state broadening (Γf ), where Γ=2ImΣ is the scattering rate. In gen-
eral, all these contributions add linearly and give the total scattering rate Γt such
that

Γt = Γe−e + Γe−ph + Γimp + Γf (4.7)

where Γe−e indicates the contribution to the linewidth due to electron-electron scat-
tering. In the Debye model and for the high temperature limit [56, 164], the electron-
phonon broadening depends linearly on the temperature T as:

Γe−ph = 2ImΣe−ph = 2πλkBT (4.8)

where kB and λ are the Boltzmann and electron-phonon coupling constants. Eq. (4.8)
holds for temperatures T ≥ TDebye/3 (here T=300 K and TDebye(Fe)=460 K). From
resistivity measurements we know that for Fe λ ≈ 0.34 [165] and as a result ImΣe−ph ≈
27 meV.

The final state broadening contribution was also calculated in detail by using Eqs.
(2.19) and (2.20) (section 2.1.4) [60]. Firstly, the initial state velocities were calculated
from the derivative of the E(k⊥) dispersions of the different majority and minority
spin bands. Secondly, the IMFP values for the photon energies used were taken from
the semiempirical estimation given by Penn [166] and available reference data [167].
In general, due to the relatively flat dispersions of the d bands, a maximum ratio
|vi⊥/vf⊥| ≈ 0.04 was obtained, equivalent to a maximum contribution to ImΣexp of
about 60 meV. This indicates that final-state effects are not the main broadening
mechanism, as mentioned before.

Finally the electron-impurity scattering, an energy and temperature-independent
quantity, can be directly estimated from Fig. 4.9 as an average for both spin channels.
It corresponds to the value of ImΣExp exactly at the Fermi level position, and by
extrapolation it amounts to ImΣimp ∼70 meV. Note that the experimental results in
Fig. 4.9 can be directly identified with the spin-dependent photohole inverse lifetimes
if this constant value is subtracted from the data.

Coming back to the linewidths observed in Fig. 4.9, it is clear that the experimen-
tal results do not support the existence of a spin-dependent effect in the quasiparticle
lifetimes, opposite to what is observed in the calculations. Furthermore, due to the
large experimental broadening, the experimental ImΣ is in average about a factor of
three bigger than the calculated one for U=1.5 eV, and about a factor of two bigger for
U= 3 eV. The discrepancy is more pronounced in the minority spin channel. This may
indicate that in a weak ferromagnet like Fe, scattering processes involving minority
spin electrons which lead to the creation of majority spin electron-hole pairs could play
a role. Although further work is still needed to determine the origin of these strong
differences, another possible explanation could be that in Fe there is a strong con-
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tribution from non-local correlation effects. Such non-locality is caused by long-range
electron-electron interactions, which are excluded from the Hubbard model. Thus, non-
local effects would contribute with an additional correction to the self-energy functions
ΣDMFT or Σ3BS. This would result in second-order variations in the calculated ReΣ
and ImΣ, which may lead to a better agreement between theory and experiment. The
possibility that non-local correlation effects can have a certain influence on the inter-
mediate energy states is closely related to the results presented in [153]. The authors
of this work made an experimental evaluation of the effective mass of Fe in different
points of the Brillouin zone, and found a strong k-dependence (up to 4 times difference
between different points of the BBZ). From the results shown here, we conclude that
these effects could also be important for higher binding energies. However, they are
beyond the local many-body theories used in this work.

4.4.2 hcp Co(0001)

4.4.2.1 Spin and angle-resolved photoemission

A similar study as the one presented for bcc Fe(110) in previous section has been
carried out for the hcp Co(0001) system, mainly because a clear conclusion about the
role of correlation effects in this system has not yet been reached. Although in the case
of Co several photoemission studies exist in the literature since the beginning of the
80s [99,107,139,141,168–171], only a few are devoted to a detailed comparison between
many-body calculations and experiments [107,111,170].

Most recently, by comparing experimental photoemission spectra of fcc Co with
the calculated LSDA+3BS spectral functions, it has been found that because of many-
body effects no sharp quasiparticle peaks exist for binding energies larger than 2 eV
in this system [111]. Interestingly, this effect has been theoretically explained by the
existence of strong correlation effects which could particularly affect majority spin
electrons [111], leading to a more pronounced renormalization of the majority spin
quasiparticle spectral weight when compared to its minority counterpart. However,
these conclusions were not supported by experiments involving spin resolution. On the
contrary, it has been shown in a very recent photoemission experiment on a hcp Co
bulk single crystal with out-of-plane magnetization [137] that for sufficiently high pho-
ton energies (488-654 eV), the spectral peak widths become narrower than previously
observed in low-energy experiments and in consequence, quasiparticle bands of weak
intensity can be observed even at binding energies larger than 3 eV. This effect has
been attributed to the significant reduction of the final-state broadening contribution
in the measured linewidths at this photon energy range. In addition, a detailed analysis
of the linewidths of the photoemission peaks revealed excellent agreement between the
experimental imaginary part of the self-energy and the one provided by LSDA+DMFT
calculations [157]. Although this conclusion was supported for both majority and mi-
nority spin electrons, once again, no spin resolution was provided in these experiments
to decompose overlapping contributions.

In this section, in contrast to earlier studies, we would like to exploit the use of
spin resolution in order to give a experimental and theoretical corroboration to pre-
vious findings. Our system under study, as described in previous sections, is an ul-
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Figure 4.10: (a) Experimental spin-integrated photoemission spectra of hcp Co(0001)
measured with p polarization in normal-emission along the ΓA direction of the bulk
Brillouin zone at different excitation energies (steps of 2 eV). On the left, selected
photon energies are given. On the right, the curves are labeled by wavevectors in units
of ΓA=0.77Å−1 (Γpoint at x=0 and A point at x=1). (b) Corresponding calculation
obtained by the LSDA+DMFT+1SM method for hcp Co with an in-plane magnetization
along the [1100] direction. (c) and (d): Spin-integrated band structure calculations
for two configurations of the magnetization, out-of-plane (along [0001] direction, blue
lines) and in-plane (along [1100] direction, red lines). In (c), LSDA calculations are
shown, and in (d) fully relativistic valence band states obtained self-consistently in the
SPRKKR formalism by suppressing the imaginary part of the self-energy ImΣDMFT .

trathin hexagonal close packed Co film of about 20 ML thickness with an in-plane
magnetization [138, 139]. This gives only a slightly different scenario as the one stud-
ied in [111, 137]. Figs. 4.10(a) and 4.10(b) show a comparison between the spin-
integrated experimental spectra of hcp Co(0001) and the corresponding theoretical
LSDA+DMFT+1SM calculations for p-polarization along the ΓA direction of the bulk
Brillouin zone. The best correspondence between the BE positions of the experimental
and theoretical peaks was found for values of the averaged on-site Coulomb and ex-
change interactions of U=2.5 eV and J=0.9 eV, in agreement with previous theoretical
and experimental studies [111, 157]. Therefore, unless specified, these have been the
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parameters of choice in all the calculations presented here. Figures 4.10(c) and 4.10(d)
show LSDA and fully-relativistic LSDA+DMFT calculations of the spin-integrated
spectral functions A(k,E) for different directions of the sample magnetization (along
the out-of-plane [0001] and in-plane [1100] directions (blue and red lines, respectively).
It can be observed how the different bands shift between Figs. 4.10(c) and 4.10(d) to-
wards lower binding energies due to electron correlation effects for both magnetization
orientations. With the exception of the data shown in Figs. 4.10(c) and 4.10(d) for out-
of-plane magnetization, all the calculations in the present chapter have been performed
for a system with an in-plane magnetization, in agreement with the experimental con-
figuration. The out-of-plane calculations are shown in order to emphasize how due to
spin-orbit coupling effects, changes in the orientation of the magnetization correspond
to changes in the electronic structure of hcp Co. This purely relativistic effect [172–174]
may gain importance if e.g., experimental and theoretical spectra of hcp Co bulk sin-
gle crystals [137, 168] and overlayers [111, 139] need to be compared. A much weaker
effect of this kind was also theoretically obtained in the case of bcc Fe(110) (thus not
shown in the preceding section), in agreement with previous calculations [172]. This is
because in hcp Co, due to the hexagonal structure, the magnetocrystalline anisotropy
energy (EMAE) is larger than in bcc Fe(110). To a first approximation, EMAE is given
by the average energy difference between the BE positions of the bands in Figs. 4.10(c)
and 4.10(d) with in-plane and out-of-plane magnetization directions, respectively. The
overall effect of the magnetic anisotropy on the band structure results in slight changes
in the dispersion behaviour of some bands, additional BE shifts and most importantly,
a considerable reduction of the spin-orbit splitting with an in-plane magnetization con-
figuration. In this case, near the Fermi level and below 2 eV, most of the bands are
degenerated while in the out-of-plane configuration, the spin-orbit splitting is ∼0.1 eV
in average, a value of the order of the experimental resolution. In principle this means
that relatively narrower peaks would be expected in photoemission experiments with
an in-plane configuration of the magnetization, as it is the case of Co overlayers rather
than hcp Co bulk single crystals.

In Fig. 4.11, similar data to the ones presented in Figs. 4.10(a) and 4.10(b) are
shown, but now at a few selected photon energies and spin resolved. Figures 4.11(a) and
4.11(b) show experimental spin-resolved spectra for p- and s-polarized photons, respec-
tively, while Figs. 4.11(c) and 4.11(d) show the corresponding LSDA+DMFT+1SM
calculations. The k-values were calculated from the measured photon energies, ranging
from 22 to 80 eV and using an inner potential V0=14.8 eV.

In contrast to previous studies in hcp Co [168] where the non-relativistic notation
for fcc crystals was used to label the symmetry of the observed states, from now on we
will follow the relativistic notation given by Benbow [62] for hcp crystals. Although this
notation has not often been used in the literature, it is much simpler since due to the
lower symmetry it only involves initial and final states of ∆7, ∆8 and ∆9 symmetries.
This means that in the geometry used in the experiment (Figs. 4.2(a), 4.2(e)-4.2(g))
and due to selection rules, only transitions of ∆7 and ∆8 symmetries are suppressed for
s-polarization when moving from Γ to A and from A to Γ in the next Brillouin zone,
respectively. Hence, only transitions of ∆9 symmetry can be observed with s-polarized
photons. This effect of matrix-elements is also influenced by the symmetry of the
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hcp crystal structure, which leads to a Brillouin zone-selection rule similar to the one
reported in [175]. The symmetry is closely related to the close-packed arrangement
of the atoms in the hexagonal structure, which follows an ABABAB arrangement
of subsequent layers [56]. Therefore, to follow the nearest-neighbors of a given atom
along the stacking direction or vertical c-axis, one needs an extra lattice vector which
in a stack of many layers will follow a zig-zag configuration. This reduction in the
translational symmetry due to zig-zag arrangement, which is characteristic of the hcp
structure, suppresses the intensities of certain bands in a particular Brillouin zone
but increases them in the next-higher one and so on. If this interference effect is
combined with the optical selection rules mentioned above, the overall effect results
in a bandstructure which is equivalent to the one of the fcc crystal if all the bands
are unfolded back around the A point [168]. This also implies that states of ∆7 and
∆8 symmetry should be interchanged when crossing the A point while states of ∆9

symmetry remain unaffected.

Let us now discuss the quality of the agreement between the theoretical and experi-
mental spectra shown in Figs. 4.10 and 4.11. The first observation is that we find rather
good agreement for most of the BE positions of the peaks appearing in the spectra.
Note that this is a surprisingly different situation as compared to Fe, in which it was
not possible to give a definite statement about the strength of electron correlation ef-
fects due to the larger deviations in the energetic positions of the different peaks [176].
The second observation, concerning the linewidths, is that the larger broadening of
the experimental peaks indicates that the theory underestimates the scattering rates,
similar to what was found in the Fe case [176]. From these two observations we may
already conclude that in Co non-local correlations are also needed to properly describe
the experimental photoemission spectra in the low BE range studied here. In this
respect, it should be emphasized that our results, for both Fe and Co systems, do
not imply a violation of the Kramers-Kronig consistency [37, 38] which holds between
the real and imaginary parts of the self-energy, neither in the experiment nor in the
theoretical calculations. This is because the Kramers-Kronig consistency results from
a global transformation over an extremely large BE range, which runs up to infinity.
This means that in the narrow BE energy interval studied here, the deviations between
the experimental and theoretical self-energies may become substantial without any ap-
preciable effect on the global behavior of the Kramers-Kronig transformation. To check
this more in detail experimentally, time-consuming measurements over an extremely
wide BE range would be necessary.

The third observation, in contrast to recent experimental conclusions [137], is that
no quasiparticle bands derived from 3d states appear at binding energies higher than
∼2 eV. At around 2 eV, this effect is even more pronounced in the experiment than in
the theory due to the increased linewidth broadening mentioned above. This finding
is in agreement with previous experimental and theoretical analysis in the framework
of the 3BS theory [111], in which the quenching or intensity reduction of the majority
spin channel quasiparticle excitations was identified as the main mechanism for this
intriguing effect. Our results corroborate this conclusion in view of the spin-resolved
experimental and theoretical spectra presented in Fig. 4.11. Only peaks with strong sp
character are observed at higher BE energies than 2 eV, such as the minority spin sp-
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Figure 4.11: Spin-resolved spectra of hcp Co for different light polarizations. (a), (b)
Experiment (black small upwards triangles: majority spin states, red small downwards
triangles: minority spin spectra). (c), (d): LSDA+DMFT+1SM theory (black and red
lines for majority and minority spin electrons, respectively). (a),(c) for p- and (b),
(d) for s- polarization. Additional black large upwards (red large downwards) triangles
above the spectra indicate majority (minority) bulk states, while vertical black (red)
bars majority (minority) spin surface-related features. The curves are labeled by the
photon energies (right) and the wavevectors (left) for both the hcp (ΓA=0.77Å−1) and
fcc (ΓL=1.54Å−1) lattices for comparison.
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band of ∆↓
8 symmetry appearing at k∼0.08 ΓA (hν=70eV) in Fig. 4.11(a) and at a BE

of about 4.3 eV for p-polarization. Note that in the corresponding calculated spectrum
of Fig. 4.11(c), the sp-band appears somehow broadened as compared to what was
found in Fe calculations, although no correction due to electronic correlations has been
applied to the sp-states in the LSDA+DMFT+1SM spectra. Thus, we attribute this
to intrinsic differences in initial and final-state dispersions of these bands between the
two materials.

Now we will focus on the origin of the different transitions appearing in the theo-
retical and experimental spectra of Figs. 4.10 and 4.11, from lower to higher binding
energies. All the peaks appearing near the Fermi level in the full photon energy range
and for a BE lower than EB ∼0.5 eV, can be attributed to the two majority and mi-
nority spin components of a Tamm-like surface feature, in agreement with previous
experimental observations [171]. Closest to the Fermi level, the minority spin compo-
nent of this state appears at EB ∼0.05 eV, and it can be identified as a pure surface
state of ∆↓

9 symmetry, since it lies within the gap appearing near the Fermi level and
its intensity is nearly the same for both p- and s-polarized photons (see Fig. 4.11).
Only near the first Γ point and at x∼0.04ΓA (hν=26 eV), this peak is slightly influ-
enced by the minority spin bulk-like band of ∆↓

9,7 symmetry 6 crossing the Fermi level.
Thus, only at this photon energy it acquires a slightly bulk-like character and it can
be identified as a surface resonance feature. A similar argumentation can be used for
the majority spin component of the abovementioned surface-like Tamm state, which
can be identified as a surface resonance feature of ∆↑

9,7 symmetry (or equivalently, ∆↑
9,8

symmetry in the next Brillouin zone), since it is located at the border of the gap and
almost degenerated with the majority bulk bands appearing around the same BE. This
state, which appears at EB ∼0.4 eV, can be observed as a non-dispersing feature in
the full photon energy range (Figs. 4.10(a) and 4.10(b)). However, when moving in
the experiment from Γ to A in a photon energy range between 26 and 38 eV (0.04≤
x ≤ 0.58) (Fig. 5.10(a)), its intensity is much weaker as compared to the theoreti-
cal calculations (Figs. 4.10(b)). This can also be noticed in the results of Fig. 4.11
near the Γ point (x∼0.08 ΓA, hν=26 eV) for both p and s polarizations. In this case
it can be observed as a majority spin shoulder close to the Fermi level, but in the
theoretical spectra as a sharp peak. Since in the calculations its intensity does not
seem to be strongly influenced by matrix-element effects and in addition it exhibits a
significantly narrower linewidth, we attribute these strong differences to a theoretical
underestimation of the multiple scattering events occurring between the surface and the
bulk electron wavefunctions. Moreover, the intensity of this peak is strongly enhanced
at higher energies in the experiment (Fig. 4.10(a)), particularly when moving from
around the A point (x∼0.98ΓA, hν=48 eV) to the second Γ point (x∼0.01ΓA, hν=72
eV) and beyond. This increase in intensity can be attributed, on the one hand, to a
slightly reduced surface sensitivity at higher photon energies, and on the other hand,
to the contribution of the nearly-flat majority spin bulk-like band of ∆↑

9,8 symmetry

6Note that the subscript notation of almost degenerated states always follows their order of appear-
ance from lower to higher binding energies. To avoid redundancy, from now on and unless specified,
double subscripts will be adopted for most of the bands independently of the light polarization. In this
context, it should be kept in mind that only states of ∆9 symmetry can be observed with s-polarization.
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appearing around the same BE for photon energies hν >48 eV. Note once again that
due to the symmetry arguments mentioned above, for hν ≤48 eV this bulk band has
∆↑

9,7 symmetry 7 and is located at a BE of about 0.7 eV near the first Γ point (hν=26
eV) (Fig. 4.11).

All the other bands that are left to describe are bulk-like and appear at a BE
higher than ∼0.5 eV for all the measured k-points. Firstly, we observe a minority
spin band of ∆↓

9,7 symmetry located in the experiment at EB ∼0.8 eV in the first Γ
point (Figs. 4.10(a), 4.11(a) and 4.11(b)). Through the polarization dependence of
the experimental spin-resolved data (Figs. 4.11(a) and 4.11(b)), it is possible to see
that this band comprises several components which are all degenerated at the first Γ
point. These components slightly disperse when the photon energy is increased, giving
rise to shoulders which can be detected through polarization-dependent analysis. Most
prominently, at x=0.67ΓA (hν=40 eV) a minority spin shoulder at a BE of about 0.75
eV can be clearly distinguished in the lower BE energy side of the peak appearing at
EB ∼0.95 eV for p-polarization data (Fig. 4.11(a)). Detailed analysis reveals that
the BE position of this shoulder exactly coincides with the minority spin peak of ∆↓

9

symmetry appearing in the corresponding spectrum for s-polarization (Fig. 4.11(b)).
Further information on the symmetry of these states can be obtained from a comparison
to the spin-resolved theoretical spectra of Figs. 4.11(c) and 4.11(d). In particular, it
can be demonstrated that the peak appearing at 0.95 eV must be assigned to a state of
∆↓

7 symmetry, and the shoulder to a state of ∆↓
7,9 symmetry. A similar effect occurs at

higher photon energies in the next Brillouin zone e.g. at x=0.62ΓA (hν=56 eV), where
the peak at EB ∼1.2 eV and the shoulder at EB ∼0.8 eV can be assigned to bands of ∆↓

8

and ∆↓
8,9 symmetries, respectively. In the next Γ point and at x=0.08ΓA (hν=70 eV),

the peaks show the same behaviour, with the difference that a weak shoulder appears
at EB ∼1.5 eV, exactly in the higher BE side of the bulk-like ∆↓

8,9 state located at
EB ∼0.8 eV. Only by means of a detailed comparison to the theoretical spectra of
Fig. 4.11(b), we can attribute this feature to a ∆↓

8,9 surface resonance. The fact that
it was not visible at lower photon energies is possibly related to the dispersion of the
bulk-like minority spin peaks we have just discussed. Besides, this may also be related
to the very short lifetime of surface resonance features at higher BE caused by the
strong increase of ImΣDMFT and the resulting very large broadening which makes it
impossible to properly distinguish them in the experiment.

At last, we are only left with the majority spin bulk-like states at higher BE.
These peaks are strongly broadened and more difficult to distinguish in the experiment,
more in particular in the spectra of Fig. 4.10(a) due to the scaling of the intensities.
Nevertheless, with the use of spin resolution they become clearly visible in a BE range
from about 1.7 to 1.9 eV mostly for p-polarization data in Fig. 4.11(a) at x=0.67ΓA
(hν=40 eV) and x=0.62ΓA (hν=56 eV), and for s-polarization data in Fig. 4.11(b)
near the first Γ point at x=0.04ΓA (hν=26 eV). In the calculations (Figs. 4.11(c)
and 4.11(d)), on the other hand, the BE of these states seems to be well reproduced

7This argumentation holds for all the bands discussed here, meaning that in the full photon energy
range the same band adopts two symmetry labels e.g., in between the Γ and A points (hν ≤48 eV)
the ∆7 representation should be used, while in between the A and Γ points (hν >48 eV) the ∆7

representation should be interchanged by the ∆8 representation.
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but they are more pronounced in intensity due to the reduced linewidth broadening
mentioned above. The analysis of the polarization dependence reveals that they are
mostly suppressed with s-polarization, although a weak intensity is still present in all
the spectra of Fig. 4.11(c) at binding energies around 2 eV. Due to the polarization
dependence and by comparison to the theoretical calculations, the assignment of the
symmetries can be derived from selection rules in a straightforward manner. Near the
first Γ point (hν=26 eV), where all the states of this kind are degenerated, we can
observe them with both polarizations, and thus the dominant symmetry should be
∆↑

9. At x=0.67ΓA (hν=40 eV), however, since the peaks are mostly suppressed with
s-polarization, the dominant symmetry should be ∆↑

7. Moving into the next Brillouin
zone, the same argument applies and therefore, the dominant symmetries are ∆↑

8 and
∆↑

8,9 for x=0.62ΓA (hν=56 eV) and 0.08ΓA (hν=70 eV), respectively.

4.4.2.2 Many-body aspects of the band structure

In order to obtain a more detailed comparison theory-experiment, we have done a
similar quantitative analysis as the one shown in the previous section for Fe. Therefore,
in the present section we will follow the same line of presentation for the Co results. In
Fig. 4.12, the BE positions of the different experimental peaks we have just described
are compared to the calculated bulk-like spin-dependent spectral functions A(k,E) ob-
tained in the framework of the LDSA+DMFT (Figs. 4.12(a) and 4.12(b)), LSDA+3BS
(Figs. 4.12(c) and 4.12(d)) and LSDA (Figs. 4.12(e) and 4.12(f)) schemes. Majority
spin states are shown in Figs. 4.12(a), 4.12(c) and 4.12(e) and minority spin states in
Figs. 4.12(b), 4.12(d) and 4.12(f). The symmetry labels of the states are also given.
In these calculations, the experimental energy resolution is considered by a smearing
parameter of ∼100 meV. The experimental peak positions were extracted from the
experimental SARPES data of Figs. 4.11(a) and 4.11(b) by means of the same fitting
procedure described in extensive detail for the analysis of Fe. It should be noted that
the spectral functions contain more bands than the ones observed in the experiment,
since Brillouin zone selection effects and matrix-element effects are not considered in
these calculations. The results of the fits will be shown more in detail below. As it was
the case for Fe, it is clear that the theoretical results derived from both LSDA+DMFT
and LSDA+3BS methods are well in agreement with each other for identical values of
U and J.

Let us focus first on majority spin states. From a first examination across the
complete Brillouin zone, one can conclude that the LSDA+DMFT and LSDA+3BS
spectral functions reproduce the experimental data better than standard LSDA calcu-
lations. This is most apparent at lower BE and for states near the A point, where the
LSDA bands are shifted to higher BE as compared to the experimental points arising
from the majority spin ∆↑

9,8 symmetry surface resonance. The intensity of this surface

resonance feature contains an important contribution of a degenerate bulk-like ∆↑
9,8 ma-

jority spin band. Thus, in order to find best agreement with the experiment, we would
need to shift by about 0.5 eV the corresponding majority spin LSDA bands towards
lower BE. The second point to consider here is the remarkable intensity of the LSDA
majority spin bands appearing in a BE range from 2.5 to 3 eV in the whole Brillouin
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Figure 4.12: Quasiparticle spectral functions of Co(0001) and the photoemission peak
positions obtained from the spin-resolved measurements of Fig. 5.11 for different po-
larizations (3 for p- and # for s- polarization). Results obtained by the LSDA+3BS
((a),(b)) and by the LSDA+DMFT ((c),(d)) methods for majority and minority spin
states, respectively. The symmetries of the different states are indicated.
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zone. As discussed before, these bands are strongly broadened in the experiment and
appear at BE energies of around 1.7-1.9 eV. From the polarization-dependent analysis
carried out before, we also know that for the different k-points of the bandstructure,
the symmetries of these states [∆9(∆8,9) and ∆7(∆8)] coincide with the symmetries of
the LSDA bands appearing at EB >2 eV, which are not forbidden by selection rules.
This means that in Fig. 4.12(e), the agreement between the peak positions from the
experimental peaks around 1.9 eV with the LSDA bands of ∆↑

9,7 appearing at binding
energies below 2 eV is just accidental, since this agreement does not hold based on sim-
ple symmetry arguments. Therefore, also in this case a shift of these states by about
0.7-1 eV becomes necessary to properly explain the bandwidth reduction observed in
the experiment. These two facts are already an indication that a shrinking of the 3d
bands due to correlation effects becomes necessary to properly describe the experimen-
tal data. This is clearly demonstrated in Figs. 4.12(a) and 4.12(c) where a relatively
good agreement is obtained for the BE positions of the experimental majority spin
peaks for both p and s polarizations. In this case, a reduction of the bandwidth of
majority spin states by ∼37% was necessary, in agreement with the results presented
in Fig. 4.10(c). Regarding the minority spin states, we have already emphasized in the
previous section that correlation effects are weaker than for majority spin, but not neg-
ligible. In fact, the different minority spin bands in the LSDA+DMFT (Fig. 4.12(b))
and LSDA+3BS (Fig. 4.12(d)) calculations are shifted by about 0.2 eV with respect to
the LSDA ones (Fig. 4.12(e)). This means that the BE positions of the different bands
in the three different theoretical approaches show relatively good agreement with the
experimental data. Note that close to the A point, the ∆↓

9 minority spin component of
the surface-like Tamm state discussed above is also visible. This state is not reproduced
in the spectral function calculations because, like for Fe, surface effects are not included
in these calculations. The next point that we should briefly discuss is the agreement
between the experimental and theoretical LSDA+DMFT+1SM spectra as a function
of the on-site Coulomb interaction U, as it was done in the preceding section for the Fe
system. As already mentioned, the best agreement between theory and experiment for
Co was found for U=2.5 eV and J=0.9 eV. The value of J adopted here can be consid-
ered a good general assumption for all 3d elements, since J is only a weakly screened
parameter. This means that no differences are observed in the LSDA+DMFT+1SM
spectra for different J values. Therefore, since the only parameter directly linked to the
effect of electronic correlations which might lead to changes in the calculated spectra is
U, we will proceed with discussing how much the theory is sensitive to this parameter
in view of the experimental results.

In Fig. 4.13, we compare the spin-integrated experimental spectra measured for
p-polarization at the Γ point (x=0.01ΓA, hν=72 eV) [Fig. 4.13(a)] and near the A
point (x=0.96ΓA, hν=48 eV) [Fig. 4.13 (c)] to the LSDA+DMFT+1SM and LSDA
calculations broadened by the experimental energy resolution. In this case, the LSDA
calculations also include surface effects for a better comparison. Among the two spec-
tra available in the data near the Γ point, the spectrum at hν=72 eV has been selected
as a suitable choice because of the better agreement at higher photon energies be-
tween the experimental and theoretical intensities of the majority spin ∆↑

8,9 surface
resonance located near the Fermi level. The spin character and symmetry of the dif-
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Figure 4.13: Comparison between experimental and theoretical spectra of hcp Co(0001)
at the Γ [(a) and (b), (hν=72 eV)] and A points [(c) and (d), (hν=48 eV)] of
the bulk Brillouin zone for p-polarization. (a) Spin-integrated experimental spectra
[thick black dots], single-particle LSDA-based calculation including surface effects [dot-
ted blue line] and LSDA+DMFT+1SM spectra [solid blue line]. (b) Spin-dependent
LSDA+DMFT+1SM calculations for different U values. Black (red) colors denote ma-
jority (minority) spin and blue color the corresponding spin-integrated spectrum. In
(c) and (d), analogous data as in (a) and (b). Symmetry labels in the two consecutive
Brillouin zones of the hcp lattice are also indicated.

ferent experimental states are also given. In Figs. 4.13(b) and 4.13(d), spin-dependent
LSDA+DMFT+1SM calculations for U ranging from 1.5 to 3 eV are also shown.

In general, for Co the LSDA+DMFT+1SM calculations lead to an important im-
provement as compared to the LSDA calculations. In both Figs. 4.13(a) and 4.13(c),
the BE positions of the theoretical peaks agree reasonably well with the experimental
ones if correlation effects are included. In Fig. 4.13(a), a good agreement is achieved
for the BE position of the majority ∆↑

8,9 surface resonance near the Fermi level for
both the LSDA+DMFT+1SM and LSDA calculations. However, the bulk component
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of this peak, which appears at EB ∼0.78 eV in the LSDA calculations, is shifted due
to correlation effects in the LSDA+DMFT+1SM calculation to EB ∼0.47 eV (see Fig.
4.13(b), U=2.5 eV). In the experiment this peak cannot be distinguished at that BE
due to the experimental energy resolution. The ∆↓

8,9 minority spin bulk-like state,
which in the LSDA calculation is located at a EB ∼0.8 eV, is shifted to EB ∼0.66
eV in the experiment (Fig. 4.13(a)) and to EB ∼0.57 eV in the LSDA+DMFT+1SM
calculation (Fig. 4.13(b)) due to correlation effects.

A similar situation can be found in Fig. 4.13(c). Despite the lack of agreement
between the experimental and theoretical intensities mentioned above, good agreement
is found in the BE position of the ∆↑

9,7 majority spin component of the Tamm-like
surface state. Let us focus again on the most prominent bulk-like peaks appearing
in the theoretical and experimental spectra. The ∆↓

7,9 minority spin bulk-like state
is shifted to EB ∼0.79 eV in the experiment (Fig. 4.13(c)) and to EB ∼0.63 eV in
the LSDA+DMFT+1SM calculation (Fig. 4.13(d)) with respect to the LSDA value
EB ∼0.96 eV. The ∆↓

7 peak, on the other hand, is shifted to EB ∼1.20 eV in the
experiment (Fig. 4.13(c)) and to EB ∼1.22 eV in the LSDA+DMFT+1SM calculation
(Fig. 4.13(d)) compared to EB ∼1.38 eV in the LSDA calculation. This picture is
consistent with an experimental mass enhancement m∗/m0 ≈1.26, which should be
compared to the theoretical value of m∗/m0 ≈1.29 for U=2.5 eV. Such an agreement
indicates that a value of U=2.5 eV is a good choice for the present LSDA+DMFT+1SM
calculations. A similar analysis of the mass enhancement factors can be done for the
LSDA+DMFT+1SM spectra shown in Figs 4.13(b) and 4.13(d) for U values around
2.5 eV. In particular, we obtain m∗/m0 ≈1.22 for U=2 eV, and m∗/m0 ≈1.55 for
U=3 eV. Although the deviations between the mass enhancement factors for different
U values are not large, it seems from this evaluation that U=2.5 eV is closest to
the experiment. A much more precise determination of U requires a full analysis in
the whole Brillouin zone. This was done in order to decide on the best choice of U
in the present calculations, but with a slightly different approach: the complete set
of experimental and LSDA+DMFT+1SM spectra were directly compared in terms
of BE position, intensity and width of the peaks over the whole Brillouin zone for
different values of U, and overall better agreement was found for U=2.5 eV. Another
criterion which could also be combined with the one just mentioned is related to the
spin character of the different bands. An example showing this can be noticed in e.g.
Figs. 4.13(a) and 4.13(b), where the LSDA+DMFT+1SM spin-resolved spectra for
U=2 eV exhibit a majority spin peak at EB ∼0.6 eV which in turn, is at the same BE
as the experimental minority spin peak of ∆↓

8,9 symmetry.

Furthermore, it can be seen in Figs. 4.13(b) and 4.13(d) that increasing the value of
U does not shift the peaks significantly towards the Fermi level. This can be attributed
to (i) most of the intensity in the spectra for BE≤0.5 eV being due to surface-related
features, which are not strongly sensitive to changes in the U parameter, (ii) the shift
of pure bulk-like states being limited to a narrow energy interval from 0.5 to 1.8 eV,
otherwise their sensitivity to U is reduced through coupling to surface-related states
near the border of the gap, (iii) there are no strong changes in ΣDMFT in a region very
close to the Fermi level. Because of these reasons, compared to Fe, in Co the peaks
shift less with increasing U because they are closer to the Fermi level, and most of
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the bulk bands are located in a narrow energy interval. Besides, the coupling between
surface and bulk states is different in Co and Fe, since in Co there is a gap around the
Γ point, while in Fe the gap is located in a different region of the Brillouin zone and
exhibits a different shape. This is also related to the fact that in Co, the bands are
more flat due to the hexagonal structure. Hence, this leads to real surface states in Co,
whereas in Fe most of them are surface resonances and thus much more sensitive to
changes in U. In this sense, Fe exhibits a strong bulk-surface coupling, while Co does
not.

4.4.2.3 Spin-dependent quasiparticle lifetimes

The last issue to be discussed in this chapter is the quality of the agreement between
the experimental and theoretical linewidths of the Co photoemission peaks. As it was
pointed out at the beginning of this section, it is clear that the Co calculations presented
here underestimate the scattering rates, similar to what we have found in the case of
Fe. In Fig. 4.13, it can also be noticed that the width of the peaks does not increase
with U. In the narrow BE range we are focusing on, increasing U shifts the peaks to
lower BE and also leads to nearly-constant values of the energy-dependent ImΣDMFT .
Besides, since the effect of U on the peak positions is even smaller as compared to Fe,
a change in the linewidth can hardly be appreciated. This holds for both bulk-like
and surface-related features. In relation to the additional broadening caused by final
state effects [60], (i) its contribution to the linewidth of surface states can be neglected
since no dispersion normal to the surface exists in this case (|vi,⊥| = 0), (ii) it can
be neglected when compared to the experimental resolution near the critical points
(e.g. at the Γ and A points in Fig. 4.13), (iii) it is completely considered in the 1SM
calculations, (iv) it is expected to be smaller for Co(0001) than for Fe(110) since due to
the hexagonal structure the bands do not show strong initial state dispersion. Because
of all of these reasons, we exclude final state effects as possible mechanism for the extra
broadening observed in the experiment.

In order to check this more in detail, we have carried out a detailed quantitative
analysis of the linewidths of the different majority and minority spin peaks appearing in
the spin-resolved spectra of Figs. 4.11(a) and 4.11(b). This analysis is exactly the same
as the one described for Fe on pages 65-67, and therefore it will not be repeated here.
Figure 4.14 shows the results of the fits at all measured k-points and for both p (Figs.
4.14(a)-4.14(d)) and s (Figs. 4.14(e)-4.14(h)) polarized photons. We have adopted the
experimental approach mentioned earlier, in which almost degenerated bands which
cannot be resolved due to the experimental energy resolution are fitted with a single
peak. One of the exceptions to this occurs when e.g. some bands can be suppressed
due to matrix elements effects. In this context, polarization-dependent measurements
are suited to analyze the linewidths of certain bands that are nearly-degenerated and
cannot be resolved independently in certain light polarization conditions. This is the
case of e.g. the minority spin states of ∆↓

9 symmetry located at a EB ∼0.7 eV (Fig.
4.14(f)) and EB ∼0.8 eV (Fig. 4.14(g)) for s-polarization data, which form a shoulder
in the corresponding p-polarization spectra at the same binding energies (Figs. 4.14(b)
and 4.14(c)). This situation allows us to fix the width and BE positions obtained from
s-polarization data to fit the shoulder observed with p-polarization.
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Figure 4.14: Fits to spin-resolved valence band spectra at various k-points of the hcp
Co(0001) Brillouin zone. (a)-(d): p-polarization, (e)-(h): s-polarization. Up arrows
(down arrows) for majority (minority) spin spectra. The k-points are denoted in terms
of the size of the hcp and fcc Brillouin zones for comparison. Symmetry labels in the
hcp relativistic representation, surface resonances (SR) and surface states (SS) are
indicated.

The result of this analysis is presented in Fig. 4.15, where we have extracted the
spin-dependent experimental ImΣexp of Co as a function of BE and k=|k⊥| and com-
pared it to the theoretical one. The results for majority (minority) spin electrons are
shown in Fig. 4.15(a) (Fig 4.15(b)), together with the corresponding LSDA+DMFT
(U=2.5 and 3 eV) and LSDA+3BS calculations (U=2.5 eV). As usual, the experi-
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Figure 4.15: Comparison between the experimental and theoretical imaginary part of the
self-energy of hcp Co(0001) for (a) majority (black color) and (b) minority (red color)
spin electrons. The experimental data points only contain the electronic and impurity
scattering contributions to the linewidth. Labels to identify the different k-points are
also given for both hcp and fcc lattices. The theoretical curves correspond to ImΣDMFT

for U=2.5 eV (thick dotted lines) and U=3 eV (thin dotted lines) and to ImΣ3BS for
U=2.5 eV (solid lines).

mental data points have been corrected by all the non electronic contributions to the
broadening with the exception of impurity scattering, which by extrapolation can be
estimated to be ImΣimp ∼50 meV. The final state broadening was determined by un-
folding the bands around the A point and calculating the experimental electron initial
and final states velocities assuming a free electron parabola as a final state. Due to
the flat dispersions of the d bands, a maximum ratio |vi⊥/vf⊥| ≈ 0.03 was obtained,
equivalent to a maximum contribution to ImΣexp of about 40 meV and indicating that
final-state effects are not the main broadening mechanism. For other non-electronic
contributions, from Eq. (4.8) we obtain ImΣe−ph ≈ 25 meV.

Although no quantitative agreement between the experimental and theoretical ImΣ
is obtained for Co, in contrast to Fe the results seem to be much better reproduced
in both spin channels. Interestingly, the experimental data support the existence of
a pronounced spin-dependent effect in the quasiparticle lifetimes in agreement with
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previous observations [111]. However, this is the first time that the use of spin resolution
has been exploited to demonstrate such a notorious effect. In the experimental results,
we obtain in to first approximation a k-independent ImΣExp which exhibits an almost

linear energy-dependent behaviour approximated as ImΣ↑
Exp ∼ 0.84E and ImΣ↓

Exp ∼
0.16E for majority and minority spin electrons, respectively. Furthermore, the relative
overall agreement between the experiment and the theoretical predictions indicates
that in the case of Co, the role of non-local correlations is not as important as in Fe
but they are still necessary. This could be attributed to a reduction of the non-locality
of correlation effects with increasing atomic number.

Regarding the theoretical calculations of ImΣDMFT in Fig. 4.15, it can be seen that
increasing U does not affect the global behaviour of the calculated curves as much as
in the case of Fe in Fig. 4.9. Note that this is something expected following our previ-
ous discussion concerning the shifting of the peaks with increasing U, which was also
not very pronounced for Co. The deviations from the experimental data in Fig. 4.15
seem to be equally pronounced for both majority and minority spin electrons, with the
exception of the minority spin ImΣDMFT for U=3 eV, which seems to agree better if
the impurity scattering contribution is subtracted from the experimental curve. Nev-
ertheless, the overall agreement shows that the experimental ImΣ is roughly a factor of
2 too large in average when compared to the calculations. In the DMFT calculations,
this discrepancy is more pronounced in the majority spin channel at higher binding
energies than at lower ones. Note that both the ImΣDMFT and ImΣ3BS agree well
for the same U values with the exception of higher binding energies, where they start
to deviate from each other. We attribute this difference to the fact that LSDA+3BS
calculations are (i) based on different DFT codes and (ii) explicitly include electron-
hole pair excitations (see section 4.2.2) which increase ImΣ. The extent of the present
agreement contrasts a very recent non spin-resolved analysis by Moulazzi et al. [137],
in which excellent agreement between experiment and previously reported results of
ImΣDMFT [157] is achieved for both spin channels due to an arbitrary linewidth as-
signment of nearly-overlapping spin contributions.

4.5 Summary of conclusions

In summary, in this chapter we have shown a detailed comparison between spin and
angle-resolved photoemission experiments and state-of-the-art theoretical calculations
of ferromagnetic bcc Fe(110) and hcp Co(0001) systems. We have analyzed in detail the
agreement between the theoretical and experimental photoemission spectra. The the-
oretical methods lead to an important improvement compared to LSDA calculation by
including, in a unified picture, many-body corrections with multiple-scattering, matrix-
element and surface-related effects. However, we have demonstrated that these theories,
at least in the present implementation, underestimate the mass renormalization and, in
particular, the scattering rates. This result demands more refined many-body calcula-
tions, possibly with non-local schemes, which take into account non-local fluctuations
in multiband systems. The long range part of the Coulomb interaction, excluded from
the Hubbard model, may play a role in correcting hybridized s-p-d states. A method
to overcome this limitation has been recently proposed in terms of a parameter-free
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extended DMFT+GW scheme [177] in which both the on-site and off-site correlations
are included. Moreover the dual fermion approach [178], where the problem is refor-
mulated in terms of second order perturbation theory including non-local interactions,
seems to be also promising. In this case, the momentum dependence of self-energy
is calculated starting with single-site DMFT calculations or any local approximation,
thus providing a quite satisfactory description of the non-local correlation effects in a
broad range of U parameters. In the near future, it would be an important step to
implement these approaches into realistic electronic structure calculations since it has
not yet been done.



Chapter 5

Spin-dependent properties of
graphene on 3d ferromagnets

In this Chapter we will show in detail monitoring by photoelectron spectroscopy
how graphene can be grown by chemical vapour deposition on the transition-metal sur-
faces Ni(111) and Co(0001) and intercalated by a monoatomic layer of Au. For both
systems, a linear E(k) dispersion of massless Dirac fermions appears in the graphene
π-band in the vicinity of the Fermi energy. In order to simultaneously study ferromag-
netism and spin-orbit effects by spin- and angle-resolved photoelectron spectroscopy,
the sample must be magnetized in remanence. To this end, a W(110) substrate is pre-
pared, its cleanliness verified by photoemission from W(110) surface states and surface
core levels, and epitaxial Ni(111) and Co(0001) thin films are grown on top. Spin-
resolved photoemission from the π-band shows that the ferromagnetic polarization of
graphene/Ni(111) and graphene/Co(0001) is negligible and that graphene on Ni(111)
is after intercalation of Au spin-orbit split by the Rashba effect.

5.1 Introduction

In the past few years, graphene i.e., a single atomic layer of graphite, has been in
the focus of a large number of experimental and theoretical studies not only due to its
interesting electronic properties, which will be discussed further below, but also because
it promises applications for future electronic devices. Shortly after its preparation for
the first time by exfoliation [179], it was realized that graphene has similar advantages
as carbon nanotubes [180], since both systems exhibit extremely high charge carrier
mobilities of up to 1.5 × 104 cm2/Vs even at room temperature [181], indicating the
presence of massless relativistic charge carriers with extremely long lifetime [182] and
providing the basis for an extremely fast charge-based electronics. Thus, it is only very
recently that carbon-related materials have been considered an important alternative
to Si or Ge for electronic applications.

The main problems in building new electronic devices using graphite and diamond,
the two bulk phases of carbon, have been the appearance of semimetallic properties
in the former and the difficulty to obtain n-type doping in the latter. Therefore, it is
not long ago that first diamond field-effect transistors have been built [183] and n-type
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doping in diamond was achieved by different methods [184, 185]. As an alternative,
further improvements in the preparation techniques have allowed the fabrication of
nanoscopic systems which are stable at atmospheric pressure. Among them, both one-
dimensional carbon nanotubes [186] and two-dimensional graphene [187,188] have been
used to build field-effect transistors of high efficiency [189,190].

Besides the perspectives with respect to charge-based electronics, an acceleration
of the electronic devices is further expected from spintronics, where the transport
properties are not achieved via transmission of charge but spin. The spin-orbit coupling,
which contributes to spin relaxation in solid systems, typically leaves an extremely
stable spin degree of freedom in the case of carbon materials, since they exhibit rather
small spin-orbit interaction (∼10–100µeV) [191]. Spin current manipulation has been
demonstrated in carbon nanotubes [192] and the realization of a spin-valve device was
reported based on graphene [193]. From spin-dependent transport measurements, a
large spin relaxation length of ∼50 µm in carbon nanotubes [194] and 1.5–2.0 µm
in graphene flakes attached to Permalloy or to Co with an alumina layer in between
[195,196] have been obtained. Although the spin relaxation length in graphene is still
lower than in carbon nanotubes, the preparation processes for graphene are still in
the stage of exploration. On the other hand, graphene has certain advantages over
carbon nanotubes e.g., while only armchair-like carbon nanotubes1 are conducting,
freestanding graphene always shows conductivity and a particularly easy tunability of
the electron density by an external gate voltage. For these reasons, a lot of attention
has been devoted to the electronic properties of epitaxial graphene films grown on
different substrates.

Spin- and angle-resolved photoemission investigations in epitaxial graphene repre-
sent a complementary tool to transport and magnetotransport measurements in this
system. They allow not only to determine the complete occupied graphene bandstruc-
ture E(k) and group velocities, but also lifetimes of quasiparticles, many-body effects
and spin polarization of electronic states [52,197]. Recent photoemission investigations
of graphene grown on SiC(0001) [198, 199] have given access to the E(k) dispersion of
graphene massless Dirac fermions, and shown that the quasiparticle picture used to
describe electron-correlation effects in graphite [200–202] is still valid in graphene. Re-
garding the applications in spintronics, most recently a Rashba effect in the photoemis-
sion spectra of an epitaxial graphene layer grown by chemical vapour deposition on top
of Ni(111) has been reported [203]. It was shown how a k‖ shift in the spin-integrated
E(k) dispersion of the graphene π-band appears upon reversal of the magnetization
of the Ni substrate. This magnetic effect, interpreted in terms of a Rashba splitting,
was attributed to the induced spin polarization of the graphene π states through their
hybridization with the spin-polarized 3d states of Ni. Therefore, the use of spin resolu-
tion requires particular attention in such a scenario, because it may lead to important
implications towards the fabrication of new-generation spintronic devices when Rashba
effect and exchange interaction together control the electron spin.

In the following we will focus on how graphene can be grown by chemical vapour
deposition on the transition-metal ferromagnetic surfaces Ni(111) and Co(0001) and

1An armchair carbon nanotube can be imagined as a graphene sheet rolled at a chiral angle of 0◦

with respect to a plane perpendicular to the long axis of the nanotube.
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subsequently intercalated by a single atomic layer of Au. After the intercalation pro-
cess, changes in the electronic structure are observed by angle-resolved photoemission
measurements from both systems. A linear E(k) dispersion of massless Dirac fermions
in the graphene π-band is observed in the vicinity of the Fermi energy (EF), indi-
cating the relativistic nature of the quasiparticle system. Spin-resolved photoemis-
sion measurements from the π-band show that the ferromagnetic spin-polarization of
graphene/Ni(111) and graphene/Co(0001) is at the limit of detection, but graphene
on Ni(111) leads after intercalation of Au to a pair of spin-orbit split states due the
Rashba effect.

5.2 The Rashba effect

Combining independent spin and charge manipulation into a single spintronic device
is a very promising issue that may lead to new functionalities and physical phenomena.
An example is the spin transistor proposed by Datta and Das [31]. This manipulation
could be achieved, for example, by the Rashba effect [31,204], which is one of the main
issues discussed in this chapter. The Rashba effect is due to the spin-orbit interaction.
It is generated by an electric field in a system with broken inversion symmetry at a two-
dimensional (2D) interface. It basically leads to a rotation of the spin quantization axis
of the electrons traversing the electric field, thus providing a possibility of manipulating
single electron spins without external applied magnetic fields.

In the atomic representation, any relativistic electron that is moving with a velocity
v around the nucleus of an atom will experience an electric field E due to the potential
gradient ∇V (r) generated by the nuclear charge. Due to the Lorentz transformation,
in the reference frame of the electron E will act as an additional magnetic field B =
1
c
(v ×E), which will couple to the electron spin σ via −σ ·B, causing a spin spitting

of the energy levels. Assuming that the electric field is derived from a spherically
symmetric potential V (r), this leads to an extra spin-orbit coupling term in the Dirac
Hamiltonian of the form:

HSO = −σ · (p× E(r)) = −σ · (∇V (r)× p) =
1

r

dV (r)

dr
σ · (r× p) = ξσ · L (5.1)

where ξ(r) = 1
r
dV (r)
dr

is the material dependent spin-orbit coupling constant and L the
orbital momentum operator. The above equation describes the coupling between the
spin and orbital moment of the electrons, i.e., between the spin and the magnetic field
created due to the electrons orbital motion. Note that since for electrons close enough
to the nucleus the potential will be more Coulomb-like (V (r) = −Z

r
), ξ(r) will be

proportional to the atomic number Z and thus the spin-orbit coupling is expected to
be larger for heavy atoms.

In an analogous way as in the case of an atom, the spin-orbit interaction manifests
itself in systems without inversion symmetry and leads to the Rashba effect, as men-
tioned above. This inversion asymmetry can be easily realized by considering e.g., a 2D
ultrathin film on a substrate with the vacuum potential on one side and the substrate
potential on the other side, so that V (r) 6= V (−r). The potential gradient generated
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in this way can be interpreted as an electric field E = (0, 0, Ez) perpendicular to the
film plane. In the case of a non-magnetic system, time reversal symmetry holds, so the
transformation t → −t changes the electron momentum from k to −k and inverts the
electron precessional motion and in consequence its spin. This leads to the so-called
Kramers degeneracy, based on the energy relation:

E(k, ↑) = E(−k, ↓) (5.2)

where ↑ (↓) denotes spin-up (spin-down) electrons. While in a crystal with inversion
symmetry E(k) = E(−k) holds in addition, meaning that the bandstructure is symmet-
ric about the center of the Brillouin zone (k = 0) and all bands are spin-degenerated,
in the absence of inversion symmetry we have:

E(k, ↑) 6= E(k, ↓) (5.3)

which leads to a lifted degeneracy of the bands with different spins, in contrast to the
symmetric case. Considering up to the first order term in the Taylor expansion of the
potential on the electric field V (r) ∼ V0 + eE(r) + ..., in analogy to Eq. (5.1), we have
the Rashba or Bychkov-Rashba Hamiltonian [32,204]:

HR = αRσ · (p× E(r)) (5.4)

where the Rashba-parameter αR ∝ 〈Ez〉 depends linearly on the electric field and
determines the strength of the Rashba spin-orbit coupling. Again, note that the Rashba
Hamiltonian is strictly correct in the case of a 2D electron gas, basically for plane wave
eigenstates as it is the case of e.g., 2D interfaces in between different materials or 2D
electronic states at surfaces of crystals (Fig. 5.1(a)). Since in this case k = k‖ =
(kx, ky, 0) for electrons moving in the surface plane, the eigenenergies are:

E± =
~2k2

‖
2m∗ ± αR

∣∣k‖
∣∣ = ~2

2m∗

(
k‖ ± αRm

∗

~

)2

− αRm
∗

2~
(5.5)

where ± denotes spin-up and spin-down states and m∗ the effective electron mass. The
spin-orbit splitting is linear in

∣∣k‖
∣∣ and given by ∆SO = E+(k‖)− E−(k‖) = 2αR

∣∣k‖
∣∣.

From the right-hand side of Eq. (5.5), a given parabolic energy dispersion of a 2D
electron gas will be shifted in k‖ by |kSO| = αRm∗

~ , but in opposite directions for
spin-up and spin-down electrons as it is depicted in Fig. 5.1(b). Note that the spin
orientation axis lies in the plane of the 2D electron gas and is always perpendicular to
the propagation direction of the moving electron, leading to the Kramers degeneracy
E↑(k‖) = E↓(−k‖) mentioned above.

Pioneering experiments identified a Rashba type spin-orbit splitting for the Γ sur-
face state of 79Au(111) [205]. Subsequently, spin-orbit split surface states were iden-
tified in other metals with high atomic number Z such as 74W [206, 207], 83Bi [208],
and 64Gd [209], while the low-Z metals 42Mo [206] and 47Ag [210] showed smaller or
vanishing splitting. Furthermore, it was shown that adsorption of alkali and oxygen
monoatomic layers increases ∆SO, which is believed to be due to the extra potential
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Figure 5.1: (a) Sketch of an electron moving in a potential gradient at a surface of an
ultrathin non-magnetic film. The electric field E generated is transformed into a mag-
netic field B due to the relativistic motion of the electron, leading to the Rashba effect.
The electron spin orientation σ lies in the plane of the surface, being perpendicular to
E and the electron wavevector k‖.(b) Effect of the Rashba-type spin-orbit interaction
on the parabolic energy dispersions of a nearly-free electron system at the surface. The
spin-degenerate bands are shifted by kSO and the energy splitting vanishes in the center
of the surface Brillouin zone. The Fermi surface becomes two concentric circles with
opposite spins.

gradient and electric field E at the surface [206].
In a ferromagnetic system, on the other hand, the time-reversal symmetry is broken

since there is an energetic shift between spin-up and spin-down electronic states due
to the exchange interaction. Thus, Eq. (5.2) does not hold anymore, but instead:

E(k, ↑) = E(k, ↓) + ∆ex (5.6)

where ∆ex is the exchange splitting. If in addition the system has broken inversion
symmetry, an additional Rashba-type spin-orbit splitting ∆SO may contribute to the
energy separation of the bands with opposite spin, leading to what we will call further
on Rashba+exchange effect. In order to minimize the exchange energy, the electron
spins in the crystal tend to be aligned in a parallel configuration, leading to a fixed
direction of the magnetization M in the system. Therefore, only electrons moving with
a k‖ which is perpendicular to the direction of magnetization would be sensitive to a
Rashba-type spin-orbit interaction. We will come back to this point at the beginning
of section 5.5.

5.3 Experimental details

Experiments have been performed at room temperature with the hemispherical
SPECS Phoibos 150 electron energy analyzer and linearly polarized undulator radi-
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ation at the UE112-PGM beamlines at BESSY. For spin analysis, a Rice University
Mott-type spin polarimeter has been operated at 26 kV [50]. Both detectors were
described in detail in section 3.2.1 and used for the experiments described in chapter
4. The Ni(111) and Co(0001) surfaces were prepared on W(110) by electron bom-
bardment from high purity wires mounted in water-cooled e−-beam evaporators. The
measurement conditions, the preparation method of the ferromagnetic surfaces and
the cleaning procedure of the W(110) substrate were described in detail in section 4.3.
The cleanliness of the tungsten substrate was verified by the absence of reconstruc-
tions in low-energy electron diffraction (LEED) as well as by the presence of an intense
surface induced component (Ws) in the W-4f core level spectrum (see section 4.3.4).
The graphene layer was formed in a partial C3H6 pressure of 1 × 10−6 mbar with the
sample held at 400 ◦C during 5 min. A considerable advantage over other techniques
of graphene preparation is that the graphitization of Ni is a self-terminating process
which stops after a single layer of graphene has formed [211]. The geometry of the
experiment is shown in Fig. 5.2(a).

The graphene/Ni(111) and graphene/Co(0001) films were remanently magnetized
in the film plane along the [110] and [1100] directions. Therefore, the k‖ directions
within the graphene surface Brillouin zone (SBZ) in which we expect a maximum
Rashba+exchange effect in graphene/Ni and in graphene/Co are rotated with respect
to each other by 90 ◦ [212] (see Figs. 5.2(b) and 5.2(c), respectively). The deposition
of Au was done at room temperature from Au beads molten on thin W wires by
Ohmic heating. The thickness of the Au overlayers was controlled by measuring the
Au 5d photoemission signal. The annealing of the sample at ∼ 400 ◦C allowed for the
intercalation of Au atoms underneath the graphene, restoring the complete graphene
monolayer on top of the system [211].

As mentioned in section 4.3.4, the presence of the surface Ws component in the

Figure 5.2: The geometry of the experiment (a) and the directions of k‖ within the
graphene SBZ for (b) graphene/Ni(111) and (c) graphene/Co(0001).
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Figure 5.3: Steps followed
during the fabrication process
of the graphene/Au/Ni(111)
system. From top to bottom,
normal-emission valence band
spectra from graphene/Ni(111),
Au/graphene/Ni(111) af-
ter deposition of Au and
graphene/Au/Ni(111) after the
intercalation process driven by
annealing.

core-level spectra is important to make sure that a homogenous growth of the first
magnetic overlayers will take place during deposition, and it represents a very sensitive
method to check the cleanliness of the W(110) crystal [146]. In general, the intensity
ratio between Wb and Ws can be used to judge the cleanliness of the system. An
intensity ratio of about 50% was found enough to obtain homogenous growth of the
magnetic films and resulted in samples of high quality after the graphitization process,
and therefore it was used as a reference during all the experiments.

5.4 Dirac-cone formation in quasi-freestanding

graphene after intercalation of Au

Figure 5.3 shows the different steps followed during the fabrication process of the
graphene/Au/Ni(111) system. From top to bottom, measurements in Fig. 5.3 corre-
spond to normal-emission valence band spectra measured at 62 eV photon energy from
graphene/Ni(111), Au/graphene/Ni(111) after deposition of Au and graphene/Au/Ni(111)
after the intercalation process.

The spectrum of graphene/Ni(111) is characterized by the Ni 3d states located in
a BE window of ∼1.5 eV and by the graphene π and σ2,3 states at a BE of about 10
and 5 eV, respectively. In graphene, the sp2 hybridization between the C2s orbital and
the two in-plane C2px and C2py orbitals leads to a trigonal planar structure with a
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Figure 5.4: Angle-resolved photoemission spectra of the E(k‖) band dispersions of
graphene/Ni(111) (a) and graphene/Au/Ni(111) [(b),(c)] systems. Measurements were
performed along the ΓK [(a),(c)] and ΓM (b) directions of the graphene surface Bril-
louin zone.

formation of covalent σ bonds between carbon atoms. This results in three sp2 hybrid
orbitals which give rise to three different σ bands, typically labeled as σ1,2,3. The π
states, on the other hand, are derived from the out-of-plane C2pz orbitals which remain
unaffected by hybridization and bind covalently forming π bonds between neighboring
carbon atoms. In Fig. 5.3, after deposition of Au the intensities of the Ni 3d and
graphene π states are significantly reduced without any apparent change in their BE
positions. New intense peaks corresponding to Au 5d states in a BE range between
2 and 7 eV become dominant. In particular, the intensity of the graphene π states
is about one-half of the intensity of the Au 5d states located at a BE of ∼6.1 eV,
meaning that the thickness of the Au overlayer is about 4 Å at the present photon
energy of 62 eV [211]. The absence of Au surface states near EF together with the
presence of graphene and Ni states with lower intensity is an indication of the island-like
character of the Au overlayer. After annealing the Au/graphene/Ni system at 400 ◦C,
a high-quality graphene/Au/Ni sample is formed leading to significant changes in its
photoemission spectrum as it will be discussed in the following. The photoemission
spectrum of graphene/Au/Ni exhibits an increase in the intensity of the graphene π
states which is accompanied by an energetic shift of about 2 eV towards lower BE. The
intensity of the Ni 3d bands is suppressed and replaced by a surface-related Au peak
near EF and the Au 5d states are slightly shifted towards higher BE, as compared to the



5.4 Dirac-cone formation in quasi-freestanding graphene after intercalation of Au 93

Au/graphene/Ni spectrum. These changes are related to the penetration of Au atoms
underneath the graphene and to the weaker interaction between the graphene and Ni
layers due to surface intercalation, which leads to a nonrigid shift of the graphene
bands towards lower BE. The intercalation of Au was found to be a self-terminating
process which leads to a continuously distributed Au interlayer between graphene and
Ni reaching as maximum one monolayer thickness [211].

Figure 5.4 displays angle-resolved photoemission data of the E(k‖) band dispersions
along the ΓK (Figs. 5.4(a) and 5.4(c)) and ΓM (Fig. 5.4(b)) directions of the graphene
surface Brillouin zone (SBZ) before intercalation (Fig. 5.4(a)) and after intercalation
of a complete monolayer of Au (Figs. 5.4(b) and 5.4(c)). The spectra were measured
in steps of 0.5 ◦ and at 62 eV photon energy. Similar data are also presented in Fig.
5.5. In this case, E(k‖) band dispersions of graphene/Ni(111) system measured at 50
eV photon energy are shown as intensity plots along ΓK direction of the SBZ before
(Fig. 5.5(a)) and after Au intercalation (Fig. 5.5(b)). The derivative dI/dE of the
photoemission intensity is shown in order to enhance the dispersing character of the
different bands. Note that these measurements were done in a larger energy range
allowing to monitor the dispersion of the σ states appearing at higher binding energies.

A pronounced dispersing character of the π bands can be observed in all cases.
On the other hand, the intensity of the σ1,2,3 states appears to be strongly reduced
as compared to the one of the π states in the entire SBZ. This large difference in the
intensities can be attributed to an interference effect of the photoelectron amplitudes
from the two carbon atoms (which we will further on call A and B) placed in each
graphene unit cell [175]. Note that this behaviour is expected to be the opposite in
the case of the π∗ and σ∗ bands located in the unoccupied part of the band structure
and basically to reverse each time we cross the zone boundaries of otherwise equivalent
Brillouin zones. In Figs. 5.4(a) and 5.5(a), the rather flat Ni 3d bands only show
small changes in their energetic positions when moving towards the K point. After
intercalation of Au, these bands are essentially invisible in Fig. 5.4(b), 5.4(c) and 5.5(b)
and, as mentioned before, their intensity is replaced by emission of a surface-related
Au peak near EF and other Au 5d states at higher BE.

Concerning the results for the graphene/Ni(111) system presented in Figs. 5.4(a)
and 5.5(a), our main observations are: (i) in all of the k-points the π and σ bands
show a shift towards higher binding energies as compared to monocrystalline bulk
graphite [213] and graphene/Au/Ni systems, (ii) the dispersion behaviour of the π
band is not linear anywhere in the SBZ and (iii) the π band reaches a minimum BE
of about 2.7 eV exactly at the K point (k‖ ∼1.7 Å−1, θ(hν = 62eV ) ∼ 26 ◦ and
θ(hν = 50eV ) ∼ 29 ◦) which is by almost 1 eV lower than what would have been
expected from a rigid downward shift of about 2 eV of the graphene/Au/Ni bands of
Figs. 5.4(c) and 5.5(b).

These effects are due to the C2p-Ni3d interaction of the graphene sheet with the
Ni layer underneath and the breaking of the predominantly three-fold symmetry be-
tween the two A and B atoms, as observed by scanning tunneling microscopy (STM)
measurements [214]. In the valence band, the orbital mixing of the graphene π states
with the Ni 3d states leads to a strong C(π)-Ni(d) hybridization and to an electronic
redistribution between the bonding π and antibonding π∗ states of graphene. On the
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Figure 5.5: Angle-resolved photoemission of graphene/Ni(1111) along ΓK before (a)
and after (b) intercalation with one Au monolayer. The derivative dI/dE of the pho-
toemission intensity is shown.

other hand, since the C(σ)-Ni(d) interaction is rather weak, the average BE of the σ
states is less influenced than the one of the graphene π states. As a result, the graphene
π band shifts nonrigidly towards higher BE by about 2 eV in average and loses its rela-
tivistic character, while the σ states shift only by 0.5-1 eV as compared to those of bulk
graphite and graphene/Au/Ni systems. The intercalation of Au atoms underneath the
graphene, however, leads to the opposite situation. In Figs. 5.4(b), 5.4(c) and 5.5(b),
the graphene π and σ bands shift towards the characteristic energy positions of bulk
graphite, indicating a remarkable weakening of the C2p-Nid interaction due to inter-
calation. In particular, this process blocks the C(π)-Ni(d) hybridization, restoring the
properties of the system closer to ideal freestanding graphene as it will be supported
in the following.

The first evidence is a linear dispersion of the π band when moving towards the M
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and K points, which represents a unique property of relativistic massless quasiparticles
[187]. This effect is very pronounced near K (see Figs. 5.4(c) and 5.5(b)) and its
appearance distinguishes monolayer graphene [198] from bilayer graphene exhibiting a
parabolic dispersion [215]. Near the K point is where we obtain a maximum group
velocity in the system of about vg ∼ 1.15× 106 m/s or ∼ c/260, which is in the range
of previous transport results yielding ∼ c/300 [187, 216], where c is the speed of light
in vacuum.

The second evidence is that at K the π band touches the Fermi edge precisely at
the Dirac crossing point ED (note that at the M point in Fig. 5.4(b) (k‖ ∼1.4 Å−1,
θ(hν = 62eV ) ∼ 22 ◦) the π band does not cross EF), meaning that the graphene
system is gapless and exhibits charge neutrality (i.e., EF=ED). This is a remarkable
result since it demonstrates that the intercalation of Au decouples to a larger extent
the graphene layer from the Ni underneath as compared to the case of graphene grown
on SiC where ED is 0.45 eV below EF [198]. These effects lead to the formation of
a Dirac-cone with vertex at K located exactly at the Fermi edge. Our experimental
results are in agreement with the recently reported first-principles calculations [217,218]
in the framework of density functional theory (DFT). These calculations describe the
doping of graphene in terms of the different graphene-metal substrate work functions
and the graphene-substrate separation d, predicting that for graphene on Au a zero
shift of the conical points with respect to the Fermi level appears for d = 3.2Å. Further
insight into the unique properties of the graphene/Au/Ni(111) system has been shown
elsewhere [214]. In particular, we have shown that the Fermi surface consists of one
sharp point exactly at K (EF=ED±25 meV) and that the constant-energy surfaces are
conical, non circular and asymmetric in photoemission intensity. The latter indicates
that after intercalation of Au the A-B symmetry of graphene sublattices is restored
and not broken in terms of valence-band interference [175]. Other effects, such as the
residual weaker interaction with the Au underneath have been revealed by the presence
of a kink structure in the E(k) dispersion of the π band at low temperature. From the
results shown in this thesis we conclude that graphene prepared in this way is closer
to ideal freestanding graphene than any other preparation on a solid substrate before,
and therefore we will refer to it further on as quasi-freestanding graphene [214].

Such a quasi-freestanding graphene sheet can also be prepared by using Co(0001)
instead of Ni(111) underneath, as it is demonstrated in Fig. 5.6. In general, the
graphene/Au/Co system exhibits all of the aforementioned relativistic properties as
well. Fig. 5.6(a) reveals a very similar electronic structure as compared to graphene
grown on Ni. In order to investigate the existence of a Rashba+exchange effect, the use
of Co(0001) as substrate for graphene requires particular attention due to the larger
magnetic moment of this system as compared to Ni. This issue will be treated more in
detail in section 5.5. Furthermore, it should be emphasized that this is the first time
that graphene/Co(0001) and graphene/Au/Co(0001) have been produced as samples
and investigated. At low BE, prominent Co 3d bands can be distinguished in a BE
range of about 2 eV below EF . As compared to freestanding graphene, despite the
1.2% and 2% lattice constant expansion of graphene grown on Ni and Co, respectively,
critical point energies of the graphene bands are nearly the same, and the system
reaches approximately the same level of doping by Au intercalation. In other words,
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Figure 5.6: Angle-resolved photoemission of graphene/Co(0001) along ΓK before (a)
and after (b) intercalation with one Au monolayer. The derivative dI/dE of the pho-
toemission intensity is shown.

the bonding properties between graphene and its ferromagnetic substrate, the strength
of the C(π)-Co(3d) and C(σ)-Co(3d) interaction, as well as the charge transfer and the
overlayer-substrate hybridization are very similar for both graphene on Ni(111) and
Co(0001) systems. In agreement with the LEED patterns of graphene on Co(0001)
[219], we observe other contributions from different directions of the SBZ which are
superimposed in the photoemission signal and lead to a pronounced enhancement of the
π band intensity near K (Fig. 5.6(a)) as compared to graphene on Ni (Figs. 5.4(a) and
5.5(a)). The reported LEED patterns exhibit a predominant p(1×1) structure which is
in registry with the Co substrate together with weaker circle segments corresponding
to domains of graphene slightly rotated with respect to the Co lattice. The STM
measurements revealed a predominantly threefold symmetry similar to the case of
graphene grown on Ni(111) [219]. The sample preparation and intercalation were
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done in a similar way as discussed for graphene on Ni. In Fig. 5.6(b), no traces of
unshifted bands are observed after intercalation of one monolayer of Au. The bands
shift nonrigidly towards lower BE in a similar fashion as for the graphene/Au/Ni
system. The π band exhibits a shift of about 2 eV leading to the closing of the
gap and a linear dispersion at K, meaning the realization of neutral graphene and the
formation of a relativistic Dirac-cone with its vertex exactly at EF=ED. Moreover, the
σ1 (slightly visible near K and at higher BE) and σ2,3 bands shift by about 0.5-1 eV.
Since these values are very similar to the ones of graphene/Au/Ni discussed above, we
conclude that the intercalation of Au underneath the graphene leads in a similar way as
for Ni to a blockade of the C(π)-Co(d) hybridization, resulting in a quasi-freestanding
graphene layer which is almost completely decoupled from its ferromagnetic substrate.

5.5 Spin-dependent properties and Rashba split-

ting in graphene on Ni and Co

In this section, we would like to concentrate on the spin-dependent properties of
graphene grown on Co and Ni before and after Au intercalation. We have used spin-
and angle-resolved photoemission to analyze the spin polarization of the graphene π
states along different directions of the SBZ. The use of spin resolution in this con-
text allows us to verify spin-dependent hybridization between the graphene states and
those of its ferromagnetic substrate. This issue was motivated by a recent study on
graphene/Ni(111) [203], where it has been reported that the graphene E(k‖) band dis-
persion depends strongly on the direction of the magnetization of the Ni substrate.
In particular, a k‖ shift in the spin-integrated energy dispersions of the graphene π
states along the ΓM direction of the SBZ is extracted from the photoemission spectra
measured for two opposite directions of magnetization. The observed effect was, one
the one hand, attributed to a manifestation of the Rashba effect [220] caused by the
interaction of spin-polarized electrons in the π band of the graphene layer with a large
electric field at the graphene/Ni(111) interface. On the other hand, the graphene π
states are assumed to become spin polarized due to a strong hybridization with the
Ni substrate. A similar interpretation was previously adopted for Gd(0001) and oxy-
gen/Gd(0001) [209] as well as for other rare-earth metals [221]. We will discuss this
problem in detail below but we want to mention already that in the case of Refs. [209]
and [221], well-known 100% spin-polarized surface states were used to demonstrate
the interplay between Rashba effect and exchange interaction without the need of spin
resolution. However, in the case of graphene/Ni(111), this exchange-split pair is not
yet established. It is not clear if the graphene π states become fully or partially spin
polarized and/or exchange split leading to a Rashba-type spin-orbit interaction of the
reported size (∆SO ∼225 meV) [203].

Let us now discuss the situation in which both the Rashba effect and the exchange
interaction coexist in the same system. Considering a nearly-free-electron model, Fig.
5.7 shows the qualitative differences between the two opposite spin bands E↑(k‖) and
E↓(k‖) of a solid in this case. Switching off both spin-orbit and exchange interactions
leads to the degeneracy of the two spin subbands and therefore a single parabola is
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observed (Fig. 5.7(a)). In nonmagnetic systems, the Rashba-type spin-orbit interaction
splits the two spin-degenerate bands respect to the orientation of the k‖ momentum
and vanishes for k‖= 0, as illustrated in Fig. 5.7(b).

Figure 5.7: Nearly-free-electron model showing the qualitative behaviour of the E(k‖)
bands of a solid (a) without spin-orbit and exchange interactions, and with (b) Rashba
effect, (c) ferromagnetic exchange and (d) both Rashba effect and exchange interaction
coexisting.

In the presence of band ferromagnetism, the electron spins are oriented along a
quantization axis due to the exchange interaction, leading to a pair of exchange-split
bands exhibiting positive or negative exchange splitting (∆ex) depending on the ori-
entation of the magnetization (see Fig. 5.7(c)). An additional Rashba effect in such
a situation introduces a different magnetization-dependent behaviour due to an extra
δk‖ shift of the electron wave vector in the interface plane k‖ (see Fig. 5.7(d)). As a
result, the energy splitting consists of two terms, exchange ∆ex and spin-orbit splitting
∆SO, and its sign upon magnetization reversal will depend on the relative strength of
the exchange and spin-orbit interactions.

The absence of structural inversion symmetry at a crystal surface or interface leads
to the situation sketched in Fig. 5.6(b), where the spin-orbit splitting ∆SO depends via
the parameter αR ∝ 〈Ez〉 linearly on the electric field E at the interface (see section 5.2,
Eqs. (5.4) and (5.5)). In this context, the use of spin resolution for verifying the Rashba
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Figure 5.8: Spin- and angle-resolved photoemission spectra of (a) graphene/Ni(111)
along ΓM and (b)-(f) graphene/Co(0001) along ΓK directions of the SBZ, respec-
tively. (b): Sum of the two opposite magnetizations, possible in normal-emission where
the Rashba effect is absent. (a), (c) and (e): upwards M↑ magnetization. (d), (f):
downwards M↓ magnetization. In addition, the in-plane spin polarization is given.
Vertical black arrows indicate the BE position of the spin-integrated π-derived photoe-
mission peak.

effect has been demonstrated in several systems [207,222–224]. On the other hand, in
the presence of exchange interaction, the situation sketched in Fig. 5.6(d) would lead
to an energy splitting of the form ∆SO +∆ex = ∆ex+2αRk‖, which means that even if
∆SO À ∆ex a Rashba+exchange effect of considerable size could be detected for large
k‖ vectors.

Figure 5.8 shows spin-resolved photoemission spectra for different magnetization
directions of graphene/Ni(111) and graphene/Co(0001) measured at various k-points
of the SBZ and at 56 eV photon energy. A maximum Rashba+exchange effect is ex-
pected when the three vectors E, k and M are orthogonal to each other. Since Ni(111)
and Co(0001) have the same growth orientation for graphene but their magnetization
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directions perpendicular to each other (see Fig. 5.2(b) and 5.2(c)), measurements for
graphene/Ni and graphene/Co are performed along the ΓM (Fig. 5.8(a)) and ΓK
(Figs. 5.8(b)-5.8(f)) directions of the graphene SBZ, respectively. Figure 5.8(a) shows
an off-normal spin-resolved photoemission spectrum of graphene/Ni(111) at k‖=0.7
Å−1 measured for upwards magnetization (M↑). The Ni 3d states of Λ3 and Λ1 sym-
metries appearing in a BE range of about 0–2 eV from the Fermi level are spin polar-
ized and exhibit an average exchange splitting of ∆ex ∼200 meV, in agreement with
previous literature values [225]. This large difference between the two spin-up and
spin-down channels, also visible in the spin-polarization (p = (I↑ − I↓)/(I↑ + I↓)) near
EF demonstrates that the Ni film underneath the graphene is remanently magnetized.
In contrast, the graphene π states appearing at a BE of ∼8 eV do not show such a dif-
ference, they are not spin-orbit and/or exchange split and the background-subtracted
spin polarization is indistinguishable from zero (p=(0±2)%, which corresponds to a
spin moment2 of (0±0.02)µB/atom.

A similar result is demonstrated in Figs. 5.8(b)-5.8(f) for the graphene/Co(0001)
system. Certainly, since the magnetic moment and exchange splitting of 3d states in
Co is ≈(3-4)× larger than in Ni [103,168], we expect that the exchange splitting and/or
the spin polarization of graphene π states should increase considerably. In this sense,
an increase of the exchange splitting would lead to a larger energetic shift between
graphene π states of opposite spin, while an increase in the spin polarization would
lead to a change in their relative intensities even if the states are energetically degen-
erated. Note that the background spin polarization, which is smaller in graphene/Ni
(P∼2-3%) than in graphene/Co (P∼6-10%), is to a first approximation proportional to
the magnetic moment of the ferromagnetic substrate. Figure 5.8(b) shows spin-resolved
spectra at k‖=0. Note that the spin-resolved spectra for opposite magnetization di-
rections have been added with reversed spin channels. This was done to improve the
statistics and is allowed here because the Rashba effect disappears in normal-emission
(see Fig. 5.7(b)). In this case it is in principle possible to resolve ∆ex of the graphene
π band since the spin-orbit term ∆SO is zero for k‖=0. We obtain |∆ex| .0.045 eV.
Figures 5.8(c)-5.8(f) show similar results at off-normal angles for upwards (M↑) and
downwards (M↓) magnetization, where we would expect a larger effect due to the
concomitant linear increase of ∆SO with k‖. The results show how upon reversal of
M the roles of spin-up and spin-down electrons, as well as the sign of the spin po-
larization are reversed, confirming the ferromagnetic alignment of the system and its
reversal. However, once again no spin splitting is resolved in this case, meaning that a
Rashba-type spin-orbit effect is not present. Note that the measurements are done for
sufficiently large k‖ values in order to maximize the effect, corresponding to k-points of
the SBZ which are placed approximately halfway between Γ and K (k‖ =0.9Å−1) and
nearK((k‖ =1.3Å−1). After averaging over all the measurements of Figs. 5.8(b)-5.8(f),
the background-subtracted spin polarization of the π band amounts to p=(−3± 4)%,

2In this case, background subtraction in spectra with opposite spins was performed in order to
give an estimation of the relative changes in the spin polarization. Note that SARPES cannot be
used to give an estimation of the absolute spin moment, in contrast to XMCD. The spin moment is
obtained by assuming one electron per atom. This means that if the π band is 100% spin polarized,
this electron will contribute with 1 µB/atom. The present crude estimate is appropriate in view of
the simple band structure of the system.
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Figure 5.9: Spin-resolved photoemission spectra of graphene/Au/Ni(111) along ΓK
near the Fermi level. (a)-(d) Overview experimental spectra at various k-points. The
in-plane spin polarization is shown, where the solid line gives an average, (e) π states at
arbitrary energy offset together with a fit to the data and a model of the spin-polarized
Fermi surface as an inset. (f) Spin-orbit splitting values at various k‖ points of the
graphene SBZ.

which corresponds to a spin moment of (−0.03± 0.04)µB/atom and is therefore negli-
gible. This value is of comparable size to the one previously found in C/Fe multilayers,
which amounts to only ∼ 0.05µB per carbon atom at room temperature [226]. Note
that the negative sign means antiferromagnetic coupling of the graphene to the Co. In
view of these results, we conclude that the magnetic effect previously reported [203],
which in principle would lead to a 100% spin polarization of the graphene π states,
is not due to a Rashba-type spin-orbit interaction. Furthermore, the value ∆SO ∼225
meV obtained in those experiments cannot be explained by the contribution of the
ferromagnetic substrate, since Ni (Z=28) is probably not heavy enough for a Rashba
splitting of that size. After completion of this work, the reasons for the different con-
clusions in Ref. [203] and the present work have been further investigated [219]. It was
confirmed that such a magnetic effect does not exist neither for graphene on Ni(111)
nor for graphene on Co(0001).

In Figure 5.9, further characterization by using spin resolution of the graphene/Ni
system after intercalation of one monolayer of Au is presented. As we have shown
above, graphene/Au/Ni and graphene/Au/Co systems exhibit very similar electronic
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properties. Furthermore, we have shown that before intercalation of Au, the ferromag-
netic substrate does not play an important role in the observed magnetic properties.
The preparation method employed here allows us to fabricate graphene layers which
are to a large extent decoupled from their ferromagnetic substrate. The strong weak-
ening of the interaction between the graphene layer and the ferromagnet after surface
intercalation leads to analogous magnetic properties when Ni(111) or Co(0001) are
used as substrate. Therefore, in the following we will focus our study only on the
graphene/Au/Ni system.

Figures 5.9(a)-5.9(d) show spin-resolved overview spectra at various k-points along
the ΓK direction of the SBZ and in the vicinity of EF where the π band exhibits a gap-
less and pronounced linear dispersion (see Fig. 5.4(c) and 5.5(b)). The vertical dashed
lines correspond to the BE position of the spin-integrated π-derived photoemission
peak. Zooms into the two spin components of the π band are given as insets to reveal
a BE shift ∆E and thus the existence of a spin splitting of measurable size. The in-
plane spin polarization is also shown, together with thick solid lines giving an average.
In particular, we notice that the in-plane spin-polarization exhibits an inflexion point
with its center of gravity located exactly at the BE of the spin-integrated π band peak,
giving rise to the observed spin splitting. This effect will remain completely unnoticed
in spin-averaging photoemission spectroscopy. In Figure 5.9(e), a zoom into the π band
corresponding to the measurements of Figs. 5.9(a)-5.9(d) is given at an arbitrary BE
offset, together with least-squares fits as solid lines from which the spin splitting is
extracted and plotted as a function of k‖ in Fig. 5.9(f). The fits were performed by
Lorentzian functions plus a Shirley-like background both simultaneously convoluted
by the energy resolution of the system in a single fitting function (see Eq. (4.4) of
previous chapter). Therefore, the proximity of the π band to EF for k‖=1.66Å−1, leads
to a larger error bar and a smaller effect in its corresponding spin polarization. A spin
splitting of (13±3) meV in average is observed. It is useful to remark that the detec-
tion of spin splittings is not limited by intrinsic linewidths or the energy resolution of
the photoemission setup (∼100 meV) because the synchronous acquisition of the two
partial spin spectra is done with different spin counters [50,73,74]. The reversal in sign
of the spin splitting was verified upon reversal in sign of k‖ and was found to be inde-
pendent of the magnetization of the ferromagnetic substrate. Therefore, we identify it
as Rashba-type spin-orbit splitting of the kind sketched in Fig. 5.7(b). Interestingly,
it can be observed from Fig. 5.9(f) that the spin-orbit splitting is widely constant
across the various k-points belonging to the linear part of the π band including EF

(see Figs. 5.4(c), 5.5(b) and 5.6(b)). This effect is a genuine consequence of the rela-
tivistic properties of quasi-freestanding graphene, from which a linear dispersion in the
π states leads to constant ∆SO values and a spin-polarized Fermi surface of the type
shown in the inset of Fig. 5.9(e) [227,228]. Since a value of ∆SO ∼13 meV is by three
orders of magnitude larger than the spin-orbit splitting of ∼0.01 meV for freestanding
graphene [229,230], we conclude that extrinsic rather than intrinsic contributions play
a dominant role on the enhancement of the spin-orbit splitting in quasi-free standing
graphene. We conclude that the extrinsic spin-orbit coupling originates from the inter-
calated Au at the graphene interface and its high nuclear charge. This extrinsic origin
was recently confirmed theoretically, and it was shown that it leads to a coupling of
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spin and pseudospin in graphene [227,228]. In a similar way, because of the equivalent
sublattices A and B in graphene the band dispersions measured in this work can be as-
signed to a pseudospin, the spin of which is connected to the propagation direction k‖.
Because the Rashba effect reverses with the sign of k‖ the experimental observation of
Fig. 5.9 ultimately demonstrates that the Rashba effect couples spin and pseudospin
in graphene.

5.6 Summary of conclusions

In summary, by using angle-resolved photoemission spectroscopy, we have shown
how it is possible to fabricate quasi-freestanding graphene overlayers of high quality
by simply monitoring the changes in the electronic structure of the samples during
the different steps followed in their preparation. We have focused on the electronic
properties of graphene grown on Ni(111) and Co(0001) and shown how the intercalation
of one monolayer of Au leads to the formation of a relativistic Dirac cone with a
gapless linear π-band dispersion near K and a Dirac crossing energy equal to the Fermi
energy. Spin-resolved photoemission measurements from the graphene π-band show
that the ferromagnetic polarization and the spin-orbit interaction of graphene/Ni(111)
and graphene/Co(0001) are negligible while, after intercalation of one monolayer of Au
between graphene and Ni(111), the system is spin-orbit split by the Rashba effect.



Chapter 6

Imaging of ps-resolved
magnetization dynamics in
magnetic microstructures

This chapter is devoted to study the time evolution of collective excitations in
small magnetic structures. In the following, a picosecond time-resolved x-ray magnetic
circular dichroic-photoelectron emission microscopy study of the evolution of the mag-
netization components of a microstructured permalloy (Fe19Ni81) platelet comprising
three cross-tie domain walls is presented. A laser-excited photoswitch is used to apply a
80 Oe triangular magnetic pulse of 160 ps duration. The detailed comparison between
the experimental results and micromagnetic calculations leads to good agreement, both
in time and frequency, and illustrates the large angle precession in the magnetic do-
mains with magnetization perpendicular to the applied pulse. Further insight into the
magnetization dynamics of the system is achieved beyond the spatial resolution of the
experiment by analyzing the complex local behavior of the magnetic vortices and an-
tivortices which results from the simulations. This analysis indicates that during the
global dynamical process of the magnetization in the system, the magnetic vortices
switch their core magnetization while the antivortices remain unperturbed.

6.1 Introduction

Over about the last ten years, the important progress in the experimental tech-
niques for time-resolved magnetic imaging and the increasing capabilities of numerical
simulations have given the possibility to study the magnetization dynamics of ultra-
small magnetic elements on the pico- and nanosecond time scales in combination with
spatial resolution. One of the most important aspects of magnetization dynamics for
spintronics applications is the understanding of magnetization reversal processes which
occur in nano- or micron-sized magnetic elements in ultrashort time scales, as there
is a strong demand to push the densities and speeds of future spintronics devices to
the limit. On this pathway, the future evolution of spintronics towards quantum infor-
mation processing strongly depends not only on the investigation of the fundamental
questions of magnetism at the nanoscale, but also on the understanding of the dynam-
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ical behaviour of magnetic and spin systems in order to overcome the limitations of
magnetic switching processes. All these aspects of modern magnetism can be exploited
in current and near-future magnetic recording media such as spin valves, magnetic
tunnel junctions, giant magnetoresistive elements or magnetic random access memo-
ries (MRAMs) to name a few examples [2, 3, 231,232].

Apart of the technical importance due to the potential applications in modern spin-
tronic devices, ferromagnetic nano- or microstructures are very interesting for funda-
mental studies since the static and dynamical behaviour of the magnetization in small
confined geometries is non-trivial. On the one hand, this includes finite-size effects
contributing to the global behaviour of the magnetic anisotropy in the system, and
on the other hand, it holds for the complex temporal evolution of the magnetization
vector in ultrashort time scales. Particularly, the combination of photoelectron emis-
sion microscopy (PEEM) with pulsed photon sources such as synchrotron radiation or
lasers has opened a highly promising way for various time-resolved experiments with
high spatial and temporal resolution. Furthermore, nowadays extremely high temporal
resolution is possible with pulsed laser sources. By using an all-optical pump-probe
technique for time-resolved PEEM experiments, an ultimate temporal resolution of 30
attoseconds has been achieved, allowing to monitor the phase evolution of localized
plasmon excitations [233]. Among several possibilities, this type of experiments offers
the possibility of measuring hot-electron lifetimes, which could be exploited as contrast
mechanisms in the femtosecond regime. This issue is also related to the femtosecond
spin dynamics of ferromagnetic thin films and nanostructures probed by spin-polarized
two-photon photoemission electron microscopy experiments [234]. Here we use a dif-
ferent approach than in all-optical experiments, which relies on the element selectivity
provided by synchrotron radiation and on its variable polarization, giving access to
contrast mechanisms such as x-ray magnetic circular dichroism (XMCD) (see section
2.2). As described in section 3.3, in this type of experiment the ultimate temporal
resolution is limited by the width of the synchrotron pulse, which for x-rays and in the
BESSY II single bunch operation mode is about 50-70 ps. Although the fundamental
time scales for magnetization reversal processes range down to a few femtoseconds, at
present the technologically interesting time scales are of the order of sub-nanoseconds.

On such short time scales, precession of the atomic spins or precessional switch-
ing [235–238], rather than domain creation or domain wall motion [239–241], dictate the
response of quasi-two-dimensional magnetic structures. When finite-sized, soft mag-
netic microstructures are considered, the demagnetization energy forces the formation
of flux-closure magnetic domain patterns that may contain domain walls (DWs) and
circular or cross Bloch lines, also known as vortices or antivortices. These magnetic
structures react at different times to fast magnetic pulses, resulting in a complex global
behavior. In the simplest case, the response of a permalloy squared structure to a fast
magnetic pulse comprises precession in the domains, oscillation of the domain walls
and changes in the vortex positions. The two latter may generate spin waves that
interact with those originated at the domains [242–244]. Furthermore, due to its po-
tential application in magnetic storage media, vortex core switching, a process in which
the out-of-plane component of the magnetization is reversed while retaining the overall
in-plane pattern, has lately been at the focus of experimental [245,246] and theoretical
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investigations [247–251]. Here we present a study which includes all the aforemen-
tioned aspects by comparing temporally resolved microscopy results of a permalloy
(Py) rectangular microstructure comprising three cross-tie DWs with micromagnetic
calculations based on the Landau–Lifshitz–Gilbert equation. The magnetic response
includes the magnetization precession in the domains with magnetization oriented per-
pendicular to the magnetic field pulse direction, as well as the oscillation in DWs,
vortices, and antivortices. From the micromagnetic calculations we conclude that the
vortices show much larger motions as compared to the ones of the antivortices, and
that in certain cases the perpendicular component of the vortex magnetization can be
switched at the applied pulse strength.

Taking into account that laser-pump synchrotron-probe time-resolved XMCD-PEEM
experiments were not performed in BESSY II before completion of this work, the aim
of the present chapter is (i) to demonstrate that technically the experiment is pos-
sible and (ii) to induce a faster magnetic response in the precessional motion of the
magnetization of the system as compared to previous experiments in similar systems.
Moreover, we go beyond the experiment by providing OOMMF calculations which al-
low us to conclude that the relatively fast precessional motion of the magnetization
we observe is directly linked to the nature of the vortex/antivortex dynamics and its
response to the external magnetic perturbation. In particular, the simulations indicate
that the response of the vortex cores is the main source of spin waves, while the antivor-
texes remain unaffected. This includes the time-dependent reversal of the vortex core
polarization, a process which is beyond the limit of detection in modern experiments.

6.2 Fundamentals of magnetization dynamics

In this section, a brief introduction to the fundamentals of magnetization dynamics
is given. After introducing the micromagnetic approximation, the different contribu-
tions to the total energy of a magnetic system are described. This is followed by a
discussion of the Landau–Lifshitz–Gilbert equation for magnetization dynamics.

6.2.1 The micromagnetic approximation

Firstly, a few words should be devoted to the fact that magnetism at different
length scales is generally described by different theoretical approximations. Since the
length scale in magnetism can vary over many orders of magnitude from astronomic to
atomic dimensions of a few Å, completely different theoretical descriptions going from
classical to quantum mechanics are required. The most detailed study of the magnetic
properties of solids in atomic dimensions, in particular of 3d ferromagnetic transition
metals, is given by the theoretical description of the spin-dependent electronic structure
of these systems. In chapter 4 of this thesis, it has been shown that local many-body
approaches for correlated electron systems such as LSDA+DMFT or LSDA+3BS do a
fair job in describing many of the spin-dependent properties of bcc Fe and hcp Co thin
solid films. In these theories, the electron spin is one of the fundamental quantities
that governs the effect of electronic correlations. In this case, the ideal crystal is
defined by a unit cell which may contain several (up to ∼ 100) atoms and is repeated
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indefinitely according to translational symmetry, thus simplifying the calculations to a
large extent. Periodic boundary conditions are used to describe the infinite crystal by
simply knowing all the properties in one unit cell. The other point is of course the time
scale, since spin-dependent quasiparticle excitations are as fast as a few femtoseconds.

However, it is obviously not possible to describe all relevant aspects in magnetism
only with quantum electron theory if other important magnetic phenomena take place
at larger length scales than one unit cell. This means, for example, that the pure
electronic description of a complicated magnetic domain structure in a ferromagnetic
particle of hundreds of unit cells in size, in which long range magnetostatic interactions
dominate at length scales of several µm, is basically impossible with quantum electron
theory and therefore a completely different theoretical approach is required. Compared
to the ultrafast electronic excitations, this also applies for the slower time scale of the
dynamical motion of different magnetic structures, such as DWs or spin waves, where
displacement amplitudes larger than 1 µm typically occur.

In the next level of approximation we have the atomistic Heisenberg model [252,
253], which assumes each atom of a ferromagnetic solid to carry a magnetic moment
which is interacting with the magnetic moments of the adjacent atoms at each lattice
site. However, as mentioned above, since in many cases the length scales of magnetic
interactions are much larger than the lattice constants of a solid, or other magnetic
structures such as DWs may extend over several hundreds of nm in a bulk material,
the Heisenberg model becomes impractical.

Since the main focus in this chapter is precisely the study of the dynamical evolution
of the complex magnetic domain structure of a micron-sized Py rectangular platelet
comprising several magnetic domains and DWs, we apply the so-called micromagnetic
approximation. In this approximation, the transition from the atomistic to the mi-
croscopic representation is done by replacing the summation over the effective spins
of different electronic states by a summation of microscopic magnetic moments which
is then replaced by an averaged quantity, the magnetization M. Two of the main
tasks of micromagnetic problems consists in calculating the spatial distribution of the
magnetization M(r) and its temporal evolution dM/dt, assuming that it preserves its
magnitude |M| = MS, where MS is the saturation magnetization.

6.2.2 Contributions to the total micromagnetic energy

In order to understand the magnetic domain configuration of a micron-sized ferro-
magnet, it is useful to briefly revise the different contributions to the total micromag-
netic energy. In a stable equilibrium state, the magnetization M(r) tends to minimize
the total magnetic energy of the system EM , reaching either a global or a local mini-
mum. If several local minima can be reached, the magnetic history of the sample defines
the most suited equilibrium configuration. In most of the micromagnetic calculations,
EM is minimized by a variational calculation or by means of converged solution of the
Landau–Lifshitz–Gilbert (LLG) equation (discussed in the next section) in which the
condition of convergence is reached when M(r) does not change further in time. In the
presence of an external magnetic field Hext, a magnetic structure containing a single
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layer of magnetic material exhibits a total magnetic energy of the form:

EM = EMCA + Eex + Edemag + Eext =

∫

V

eMdV

=

∫

V

[KMCA + Aex(∇ ·m)2 − µ0

2
Hdemag ·M− µ0Hext ·M]dV

(6.1)

where µ0 is the vacuum permeability and eM is the micromagnetic energy density, which
is integrated over the volume V of the sample to account for all the magnetic moments.
The micromagnetic energy terms are the magnetocrystalline anisotropy (EMCA) and
the exchange (Eex), stray field (Edemag) and Zeeman (Eext) energies. The equilibrium
orientation of M(r) in the sample depends on the competition of these terms [254,255].
The exact mathematical derivation of the energy terms and a discussion of their rela-
tive importance can be found in textbooks [256, 257] and shall not be repeated here.
Note that other energy terms arising from the magnetoelastic or surface anisotropies
are not considered here. The electronic origin of the first term, the magnetocrystalline
anisotropy EMCA, relies in the spin-orbit coupling and the crystal field generated by
neighbouring atoms in the system. It strongly depends on the crystal structure of
the material and thus on the magnetocrystalline anisotropy constant KMCA (for more
details also see [258]). In simple micromagnetics, this term can be understood as the
energy needed to align the magnetization from one crystallographic direction to an-
other. The second term, the exchange energy Eex, represents the short-range exchange
interaction between neighbouring magnetic moments and it depends on the exchange
anisotropy constant Aex and m = M/MS. It can be obtained from a Taylor expansion
of the Heisenberg Hamiltonian assuming small-angle deviations between neighbouring
moments [257,259]. It represents the tendency to keep neighbouring magnetic moments
parallel to each other. The third term, the stray field energy Edemag, arises from the
long-range magnetostatic interaction between magnetic moments in the sample. It de-
pends on the stray magnetic field or demagnetizing field Hdemag, which contributes to a
reorientation of M(r). The stray field is determined by the dipolar interaction between
magnetic moments and by the shape of the sample, i.e. the shape anisotropy, which is
also a pure magnetostatic effect. A quantitative description of the shape anisotropy re-
quires the calculation of the demagnetization factors, and examples on different samples
geometries can be found, e.g. within the Stoner-Wohlfarth model [260]. Finally, the
Zeeman term Eext represents the energy of the interaction between the magnetization
and the external applied magnetic field Hext.

6.2.3 The Landau–Lifshitz–Gilbert equation

If a short perturbation like a magnetic field pulse is applied to a micron-sized
magnetic element, the magnetization will respond to this perturbation following a more
or less complex trajectory around the direction of the applied field, a process which
typically occurs in the pico- and nanosecond time scales. This fast dynamical evolution
of the magnetization can be described by the fundamental Landau–Lifshitz–Gilbert
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(LLG) equation [261] for magnetization dynamics:

dM(t)

dt
= −γ[M(t)×Heff (t)] +

α

MS

[M(t)× (M(t)×Heff (t))] (6.2)

where α is the phenomenological Gilbert damping constant and γ = g|e|µ0

2me
the gyro-

magnetic ratio, g being the Landé factor, e the electron charge and me its mass. The
so-called effective field Heff , can be written as:

Heff (t) = − 1

µ0

∂eM
∂M(t)

(6.3)

The effective field is defined as the variational derivative of the micromagnetic energy
density eM with respect to the magnetization. Its formal derivation can be found, e.g.
in [262]. It contains all effects from micromagnetic energy contributions due to external
and internal magnetic fields. This means that after a short external magnetic pertur-
bation of the system, the effective field is only determined by the internal magnetic
properties of the sample. Besides, note that only the component of Heff perpendicular
to M has a strong influence on the magnetization dynamics, since it exerts a torque
on M of the form −γ(M × Heff ). Going back to Eq. (6.2), we see that it contains
two terms. The first term is proportional to γ and related to the precession of the
magnetization around the effective field, while the second term is proportional to α
and related to the damping of the magnetization due to energy dissipation. This is
illustrated in Figs. 6.1(a) and 6.1(b). In Fig. 6.1(a), the damping term is neglected
(α = 0) and thus the precession of the magnetization around the effective field once
initiated would continue forever. This is a fictitious situation which contradicts the
experimental observation in which the magnetization can be rapidly aligned along an
external magnetic field. In Fig. 6.1(b), the damping term is considered and as a re-
sult M follows a spiral trajectory around the effective field which ends when both are
aligned with respect to each other.

The micromagnetic calculations shown in this chapter were performed with the free
access Object Oriented MicroMagnetic Framework (OOMMF) software package, which
solves the Landau-Lifshiftz-Gilbert (LLG) equation and allows to use an adaptative
mesh of variable size in the volume of the sample. A detailed description of the working
principle of OOMMF can be found in [263]. An example of the previously mentioned
converged solution of the LLG equation for a 5 nm thick Py rectangle with 3×1 µm2 in
size is shown in Fig. 6.1(c). A 5× 5× 5 nm3 cell size and typical magnetic parameters
for Py were used as input (saturation magnetization Ms = 796 kA·m−1, exchange
constant Aex = 1.3×10−11 J·m−3, magnetic damping constant α = 0.01, and uniaxial
magnetocrystalline anisotropy KMCA=0). The maximum cell size is determined by
the so-called exchange lengths [264]. In soft magnetic materials, it is given by the
magnetostatic exchange length of the stray field ls =

√
2Aex/µ0M2

S (∼5.7 nm for
Py), whereas in hard magnetic materials, by the magnetocrystalline exchange length
lK =

√
Aex/KMCA. Both ls and lK are directly related to the width of Néel [265]

and Bloch [266] DWs: while in the former the rotation of the magnetization between
two domains with antiparallel magnetization occurs in the film plane, in the latter it
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Figure 6.1: Sketch of the dynamics of the magnetization M given by the two terms of
the LLG equation ((a) and (b)). If the Gilbert damping is neglected (α = 0) (a), M
will rotate forever in a trajectory of constant radius around Heff . When α 6= 0 (b), M
will follow a spiral trajectory, reaching equilibrium when it is coaligned with (H)eff .(c)
An example of a converged solution of the LLG equation for a Py rectangle with 3×1
µm2 in size, without external applied magnetic field. In the initial configuration, the Py
rectangle is homogenously magnetized along the long edge. The magnetization oscillates
around different equilibrium configurations until convergence. After a first local energy
minimum, the so-called Flower state relaxes into a C-state.

occurs in the out-of-plane direction. In Fig. 6.1(c), the Py rectangle is homogenously
magnetized along the long edge in the initial state. The magnetization oscillates around
the effective field in different equilibrium configurations until convergence. In a first
local minimum of the magnetic energy, the domain configuration reaches the so-called
Flower state, and by further energy minimization, it relaxes into a C-state. The Flower
and the C-states are well-known high-remanent states in thin-film elements [267]. Both
are composed of very stable end domains which may represent well-defined nucleation
sites for the switching of the magnetization in a reproducible fashion. For a soft
material like Py, they mainly arise from the competition between the magnetostatic
and exchange energies, since the averaged magnetocrystalline anisotropy is negligible.
The best minimization strategy of the magnetostatic energy results from avoiding the
sources of the stray field, i.e. the magnetostatic surface charges or magnetic poles,
known as the Brown’s pole avoidance principle [262]. In the case of the Flower or
C-states, the partial alignment of M with the short edges leads to a reduction of the
surface charges, while a large homogenous magnetization configuration still maintained
in the microstructure since the exchange energy is also minimized.

6.3 Experimental details

As discussed in section 3.3, laser-pump synchrotron-probe time-resolved XMCD-
PEEM experiments are of particular importance for magnetic investigations since both
the high spatial and temporal resolution, together with chemical and magnetic sensi-
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tivity are fulfilled together. In these experiments, magnetic dichroic effects manifest in
sample areas with different magnetization directions by different intensities (see sections
2.2 and 3.3.3). Furthermore, time-dependent effects can be investigated by applying
magnetic field pulses of several picoseconds to the samples. These pulses can be gen-
erated by shining a femtosecond laser onto a photoconductive switch placed between
the two ends of a stripline which are under a constant voltage difference (see section
3.3.4). By tuning the delay time between the laser and the x-ray pulses, the evolution
of the magnetization can be temporally and laterally resolved [268]. Firstly, such an
experiment requires special sample holders that can provide the voltage difference to
the stripline ends and protect the stripline-sample unit from the high-voltage difference
applied to the first lens of the microscope to maximize the extracted electron yield.
Secondly, another important requirement is stabilization of a magnetic domain pattern
in the samples such that they can be fabricated in a reproducible and easy way. This
is also important for technological applications in magnetic recording media, where a
non-destructive read-back of the bit pattern and a recovery of the input information
are needed. This means that the restoration of the initial magnetic configuration in
the sample during stroboscopic measurements is a very important issue. Since the de-
tection systems work at speeds ranging from milliseconds to several seconds, in general
much longer times are needed to obtain an integrated magnetic signal which is free
of noise. This means that the initial magnetization of the system should return to its
initial configuration over million of times in a single set of stroboscopic measurements.

We have fulfilled this requirement by optimizing the preparation of Py microstruc-
tures of about 22 nm thickness by magnetron sputtering at room temperature without
post-annealing. For films with such large thicknesses, magnetron sputtering provides
much lower roughness and smoother interfaces as compared to the ones made by evap-
oration employed in previous chapters. Without the need of ultrahigh vacuum, it leads
to smooth interfaces and a well-ordered growth which is perfectly maintained even for
areas as large as several cm2, thus allowing to grow several samples at once. After de-
position, the samples were transported to the PEEM chamber in air by simply covering
the films with a 1 nm thick Cu capping layer to avoid oxidation.

6.3.1 Sample holder for time-resolved investigations in the Fo-
cus IS-PEEM

In this section, a recently developed custom-made Omicron-compatible [269] sample
holder suited for time-resolved XMCD-PEEM experiments is presented1. It is compat-
ible with the Focus-IS PEEM integral sample stage and incorporates chip carriers that
host the sample. It includes a sample plate with four contacts to the chip carrier where
the sample is mounted. Covering the sample holder, a 6 mm diameter mask protects
electrostatically the sample from the extractor lens voltage while keeping the imaging
quality unaffected. A sketch and a photograph of the mounting system are shown in
Figs. 6.2(a) and 6.2(b). The sample was described in greater detail in section 3.3.4.
The sample substrate consists of a GaAs film (7 mm× 7mm× 0.3 mm in size) with

1The final construction was carried out by the technicians and scientific collaborators at the de-
partment of Prof. W. Kuch at the Freie Universität Berlin.
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Figure 6.2: (a) Sketch of the sample holder comprising the sample plate with spring
contacts, chip carrier, and mask. In (b), a photograph of the sample plate with mounted
spring contacts (numbered from (1) to (4)). The spatial scale is also given.

an additional 1 µm thick GaAs film grown on top by MBE at low temperature (LT-
GaAs), used to improve the performance of the Auston switch [270]. The stripline is
surrounded by a waveguide on ground potential used to improve the homogeneity of
the field along the stripline.

As mentioned in section 3.3.4, during each laser pulse shining on the switch, the
charge carriers created in the LT-GaAs substrate lead to a short current pulse which
propagates along the Au stripline. The current pulse arrives at the microstructures with
some delay and creates a short magnetic field pulse which is oriented perpendicular to
the Au stripline. The duration of the magnetic excitation depends on the time scale
of the laser pulse but the determining factor is the lifetime of the electron-hole pairs
created in the LT-GaAs substrate, which typically leads to magnetic pulses of several
tenths of picoseconds. Each finger of the photoconductive switch, which is a gap in the
Au stripline reaching all the way down to the semiconducting substrate, is relatively
covered by the mask, while the magnetic microstructures are placed below a circular
opening in its center. The main improvements of this mounting system are longer
sample lifetimes and the possibility to apply much higher currents in the stripline thus
providing intensified magnetic field pulses at the microstructure position.

Among all the technical difficulties which were found during the time-resolved
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XMCD-PEEM experiments, two major challenges were to apply a dc voltage to the
ends of the stripline and to keep the sample surface as clean as possible during long
periods of time. Previous sample holder mounting systems comprised the use of silver
glue to electrically contact the two pads of the GaAs wafer to two Cu leads mounted
onto the sample plate and isolated from it. Under the high-voltage potential of the
extractor lens, the silver glue was accidentally degassing in bursts, and in most of the
cases this caused the complete destruction of the stripline. Other problems raised in
the region of the electrical contacts or near the Auston switch, when all the system
was in measurement conditions. In most of the cases it was impossible to increase the
dc voltage applied to the ends of the stripline above certain values before the breaking
of the switch. This issues did not allow us to achieve currents in the stripline provid-
ing magnetic field pulses which were intense enough in order to observe a pronounced
dynamical effect in the magnetization of the microstructures.

In order to solve all these technical challenges, a completely new mounting scheme
was adopted, avoiding the use of silver glue on the sample surface and keeping the
electrical connections away from the extractor lens. As shown in Fig. 6.2(a), this
scheme is composed of a modified Omicron-compatible Ti sample plate where a leadless
chip carrier [271] is placed on top. The chip carrier was wire bonded before every
experiment to the four sections of the sample, two of them located in the stripline and
two in the waveguide. The Au pads on the back side of the chip carrier touch the four
spring contacts [272] when the chip carrier is pressed down by the sample holder mask
which is screwed from above. Two of these contacts, numbered as (1) and (2) in Fig.
6.2(b), are equipotential with the sample holder and connected to the two sides of the
waveguide. The other two spring contacts, (3) and (4), are isolated from the sample
plate and connected to the Cu leads at the bottom side of the sample plate. These
leads enter in physical contact with two corresponding spring hooks mounted on the
PEEM manipulator when the sample holder is properly inserted into it. From there,
two of the available wires of the feedthrough plugs are used to power the stripline
voltage with a standard power supply. Since the samples were relatively close to the
power supply, and the stripline voltage was applied continuously, impedance matching
between the stripline and the cables was not considered important.

Once the sample was mounted and all the electrical connections between the chip
carrier and the spring contacts checked, the mask was screwed to ensure the mechanical
stability of the chip carrier. Under working conditions, the 6 mm diameter opening in
the mask allowed the laser and x-ray beam to access the stripline. Note that since the
switching region in the stripline was partially covered by the mask, the laser beam had
to be extremely well aligned and very stable in a small area of the sample of about
100 µm2 and at almost grazing incidence (. 20◦). The opening in the mask acts as
an extra lens of the electron microscope that reduces the electron yield captured by
the microscope. However, its dimension and height with respect to the stripline (∼
0.8 mm) could be chosen so that the four wire bonding sets and the photoconductive
switch were protected from the extractor voltage, and this resulted in a substantial
increase of the lifetime of the samples allowing as a consequence the experiments to
be performed. From the practical point of view, a quick in-vacuum sample transfer to
the PEEM system and the exchange of the samples was also provided. All in all, the
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most important advantages of the new sample mounting system were (i) a remarkable
increase in the lifetime of the switch under normal operation conditions of laser power
and extractor voltage, allowing in some cases to measure the same sample for several
weeks, (ii) maintenance of the imaging properties of the microscope and the profile
of the magnetic field pulses and (iii) higher currents through the stripline allowing
to reach magnetic fields of almost one order of magnitude larger than in previous
mounting schemes. Concerning the imaging properties, Fig. 6.3 shows characteristic
XMCD-PEEM images of two 22-nm-thick Py microstructures on top of a 10 µm wide
Au stripline, obtained with the old mounting (Fig. 6.3(a)) and the new sample holder
(Fig. 6.3(b)). The images were acquired at a photon energy of 707 eV, corresponding
to the Fe L3 edge.

The procedure to obtain these images was described more in detail in section 3.3.3.
Areas with different intensities inside the structures correspond to different magnetic
domains in which the magnetization is oriented along different directions with respect
to the propagation direction of the photon beam. This is indicated by arrows in some
of the magnetic domains in both Figs. 6.3(a) and 6.3(b). While in Fig. 6.3(a) the
magnetization is mainly pointing along an intermediate direction, most of the areas in
the microstructures of Fig. 6.3(b) exhibit closed flux lines forming a magnetic domain
patterns of the Landau type, as the ones described in section 3.3.3. It is clear that
the spatial resolution in these images is not compromised by the mask of the new
sample holder, although the exposure time was about four times longer for the image
in Fig. 6.3(b). Regarding the properties of the magnetic field pulses produced by the
stripline with the new mounting scheme, Fig. 6.4 shows a comparison between the
different pulse shapes obtained with the old and the new sample holders measured

Figure 6.3: XMCD-PEEM images measured (a) with the previous mounting scheme
and (b) with the new sample holder. Two magnetic structures on top of the stripline
are imaged in each case, displaying brighter and darker areas in regions with opposite
magnetization directions. The orientation of the magnetization inside some domains
(red arrows) and the propagation direction of the photon beam are indicated. Most of
the areas in the microstructures exhibit closed flux lines forming a magnetic domain
patterns of the Landau type.
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Figure 6.4: Temporal evolution of the magnetic field pulses produced by the stripline
with the new setup (full black squares) and with the previous one (red open circles).

with the same parameters of laser power and applied voltage. The pulse shapes are
derived from the image distortion in the border region between the stripline and the
waveguide, normalized to the average current flowing through the stripline [268]. This
procedure, which also allows for the accurate determination of the so-called time zero
of the experiment (briefly introduced in section 3.3.5), will be explained a little bit
more in detail in the next section.

From Fig. 6.4, we see that in both cases, the pulse shape comprises a first main peak
followed by a number of oscillations, a typical ringing effect from current reflections in
the different parts of the stripline circuit. The main difference is that with the new
design, a narrower pulse of about 70 ps FWHM is obtained, together with an intensified
magnetic field strength of approximately ten times larger maximum as compared with
the previous sample holder setup.

6.3.2 Determination of the time zero and pulse shape of the
experiment

In our stroboscopic laser-pump synchrotron-probe experiment, the time scale is
always defined with respect to the pump (magnetic field) pulse. This is known as
the time zero of the experiment, as mentioned earlier. This means that before every
experiment, the position of the pump pulse on the time line needs to be accurately
determined. This is also necessary every time a new sample is used for measurements,
since the propagation of the pulse along the stripline may vary from sample to sample.
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As mentioned in section 3.3.5, a reference signal produced by the synchrotron pulses
in an avalanche photodiode placed in the beamline at about 3 m distance from the
sample is used as a relative time scale in a first step. After time zero determination,
all the delay values in the measurements are referenced to it, leading to the absolute
time scale of the experiment.

The basic principle for time zero determination is based on the additional deflection
which happens to the emitted electrons when the current pulse is traveling through the
stripline. Since the two waveguides around are electrically grounded, a current pulse
propagating along the stripline causes an additional electric field pulse between the
stripline and the two waveguides. This field is superimposed on the extractor field of
the immersion lens system of the PEEM. As a result, the imaging parameters change
a little bit and produce a relatively small but detectable change in the magnification
of the image. The measurement of this change also allows to record the shape of the
magnetic pulse, as previously plotted in Fig. 6.4. The size of the change depends on the
magnitude of the electric field pulse, and therefore on the current applied through the
stripline. This effect, also known as chromatic aberration of the magnification [273],
leads to the so-called breathing effect of the image as a function of the delay time
between the magnetic field and synchrotron pulses.

In Fig. 6.5, an example of the procedure to determine the time zero and the pulse
shape is presented. The analysis is done for the magnetic pulse which is actually
used for the experimental results which will be shown in the next section. These
measurements were acquired by applying 80 V to the stripline and at 400 mW laser
power, resulting in an averaged current of I ∼850 µA, as measured by a conventional
multimeter. This current was optimized by measuring several I-V curves of the Auston
switch at different laser powers. To visualize this effect more clearly, narrow stripes
from a series of images acquired with 10 ps time increment have been compiled in
the time sequence, and the result is shown in Fig. 6.5(a), where the horizontal axis
corresponds to the same narrow time interval as in Fig. 6.5(b). In the inset of Fig.
6.5(b), an image acquired at a delay time before the arrival of the current or electric
field pulse into the field of view of the PEEM is shown, where the red narrow stripe in
the image indicates the small area in which the analysis has been performed. In Fig.
6.5(a), the change in the magnification of the image is clearly seen near the edges of
the stripline and in consequence, a shift in the image occurs when the electric pulse
passes through the field of view (darker areas). The shift is caused by the Lorentz force
originating from the magnetic field pulse, which in turn deflects the electrons from their
path to the microscope lens. By plotting the total shift in the image as a function of
time at one edge of the stripline, the pulse shape can be determined [236,268], and the
result is shown in Fig. 6.5(b). In this case, a magnetic pulse with raising and decay
slopes of about 80 ps is obtained (after deconvoluting an x-ray pulse length of ∼70
ps). The time zero at the microstructure position is determined as the onset of the
pulse. Note that the values in the vertical axis are already given in units of magnetic
field, as it was done for the measurements shown in Fig. 6.4 for different samples.
The magnetic field is determined by using the law of Biot-Savart for a semi-infinite
conductor (B=I/2d) [274], where d is the width of the stripline (∼10 µm). Since the
current measured in the multimeter is averaged over a time of 16 ns corresponding
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to the time delay between two consecutive laser pulses, the current I in this case
should be normalized by a constant factor. This factor is determined by integrating
the shift of the image over time, i.e. the pulse shape, and normalizing the result by the
average current I flowing through the stripline (∼850 µA). In this case, considering the
maximum shift value in the image, a maximum field of about 80 Oe is obtained. We
had selected this value as the best compromise concerning the sample lifetime during
the complete experiment. Therefore, it is a little bit lower than the one shown in Fig.
6.4 of about 110 Oe measured from a different sample.

Figure 6.5: (a) Sequences of narrow stripes in the PEEM image compiled in the time
domain. The maximum shift appears at the arrival of the electrical pulse and is most
visible near the edges of the stripline. (b) Shape of the magnetic field pulse applied
during the experiments presented in this work. It was obtained from the shift at one
edge of the stripline, from which the time zero is determined as the onset of the pulse.
In the inset, a PEEM image of the strip line and microstructures taken before the
arrival of the electric field pulse into the field of view. The red narrow stripe indicates
the area under analysis.
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6.4 Results and discussion: dynamics of cross-tie

domain walls

In this section the magnetization dynamics of cross-tie domain walls in a permalloy
(Py) microstructure is discussed in detail. As discussed earlier, the magnetization
state of the system is probed by the synchrotron x-ray pulses of BESSY II in the
single-bunch mode (repetition rate of 1.25 MHz), so that the temporal resolution is
ultimately limited by the ∼70 ps maximum x-ray pulse length. The magnetic field
pulse which excites the sample corresponds to the one shown in Fig. 6.5(b). The
evolution of the laterally resolved magnetization in the microstructure is followed by
setting a delay time ∆t between the laser pulse and the x-ray probe in steps of 50
ps (for more details on synchronization issues see section 3.3.5). The XMCD-PEEM
images with magnetic sensitivity are calculated as the asymmetry of the images for
left- and right-circularly polarized light, as discussed in section 3.3.3. The 16 ns time
interval between magnetic field pulses is more than sufficient for the microstructure
magnetization to return to its initial configuration between pulses, as it will be shown
below. This ensures full access to the magnetization dynamics of the system until it
is completely relaxed and guarantees the reproducibility of the complete experiment.
The Focus IS-PEEM instrument was used at a lateral resolution of ∼500 nm [77] (see
section 3.3.2.1), together with the custom-made sample holder [275] described above.

A 5×15 µm2 Py microstructure of about 22 nm thickness was deposited by mag-
netron sputtering onto the Au stripline. Electron-beam lithography was employed
to define both the stripline and the magnetic microstructure2. All the time-resolved
XMCD-PEEM images were corrected for shifts and size changes that result from the
distortion of the emitted electron trajectories during the pulse. As mentioned be-
fore, the micromagnetic calculations were performed with the OOMMF software pack-
age [263]. The calculations presented in this section were done by relaxing three dimen-
sional spins in a two-dimensional squared mesh of half of the structure size, keeping
its aspect ratio constant. A 5×5×20 nm3 cell size and the typical magnetic param-
eters for Py described in section 6.2.3 were used as input in the calculations. Note
that although laterally the cell size is smaller than the Py exchange length of ∼5.7
nm, it is much longer in the z-direction. This is a good assumption if the magnetic
domain structure does not change significantly along the film thickness, as expected
for a ∼22 nm thick Py layer. The simulations were running until convergence of the
LLG equation, reached when the total magnetic torque was smaller than 10−6 N·m.

Figure 6.6(a) shows the XMCD-PEEM image of the magnetic domain pattern in the
as-grown state, sketched in the top right side. It is formed by two flux-closing domain
configurations of the Landau type dressing two vortices with a cross-tie DW appearing
in the central part. This diamond-shaped magnetic structure contains two 90◦ Néel
DWs crossing each other, four 45◦ Néel DWs connecting their ends, and an antivortex
in the crossing point. It basically reduces the total magnetic energy compared to, for
example, a symmetric 180◦ Néel wall across two distant vortices [256]. The cross-tie

2The complete electron-beam lithography process and wire bonding of the samples was done by
the scientific collaborators of the department of Prof. M. Aeschlimann at the Technical University of
Kaiserslautern.
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Figure 6.6: (a) Magnetic domain pattern of the as-grown state of the 5× 15 µm2 Py
microstructure as seen by XMCD-PEEM (top) and simulated by micromagnetic calcu-
lations (bottom). From (b)-(e), on the left, experimental (top) and calculated (bottom)
images of the magnetic state after pulsing, at selected delay times. Difference images
for the experimental and calculated results, using the ∆t = -30 ps image as reference
are also shown. Red (blue) indicates positive (negative) changes in the XMCD contrast,
with white as neutral color. Schematic sketches of the magnetic domain patterns are
shown for the as-grown (a) and pulsed (b) states, comprising 90◦ DWs (full lines), 45◦

DWs (dashed lines), vortices (#) and antivortices (u). The relative directions of the
magnetic field pulse and of the incoming x-rays are also shown.
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domain wall was first reported by Huber et al. [276], and was subsequently interpreted
by various authors at the end of the 50s and beginning of the 60s [277, 278]. In a
simple view, it can be understood as a series of vortex and antivortex structures that
are connected by 90◦ Néel walls. Since the magnetization in the center of the vortex and
antivortex is perpendicular to the surface of the microstructure, a Bloch-like transition
of the magnetization from one domain to the next occurs along a line perpendicular
to the vertical 90◦ Néel DWs through the vortex and antivortex cores. In the regions
outside the vortexes and antivortexes the magnetization remains in-plane, and thus all
the DWs have Néel character.

Coming back to the experimental XMCD-PEEM image of Fig. 6.6(a), it can be
observed that the position of the vertical wall is not symmetric with respect to the
center of the microstructure. Such an asymmetry is most likely due to small defects
that act as pinning centers, possibly at the microstructure boundaries. These defects
were not included in the simulation, instead the positions of the DWs and Bloch lines
were used to draw a simplified domain pattern similar to the one provided by the
Van den Berg scheme [279, 280], whose mx,y magnetization distributions were set as
the initial state in the calculations. These distributions varied during the relaxation
process of the initial state configuration in all the simulations. This basically means
that the positions of the DWs, vortices or antivortices changed around their initial
value until the total magnetic energy of the system was further minimized. The result
of relaxing this domain pattern in the calculation is shown on the bottom left side of
Fig. 6.6(a), yielding to a good agreement with the experimental one.

More intriguing, after applying magnetic field pulses in the experiment the mi-
crostructure reached a magnetically lower energy state by irreversibly converting into
a new domain pattern (top left in Fig. 6.6(b)), now displaying two additional cross-tie
walls. Further pulsing had no influence on the cross-tie configuration for several days
of measurements, proving that it is one of the stable states. Experimentally, this ef-
fect was previously found by Neudert et al. [281], who observed by time-resolved Kerr
microscopy the creation of additional vortex-antivortex pairs in cross-tie domain walls
after applying a series of short magnetic-field pulses in 50 nm thick Py microstruc-
tures of 80×160 µm2 in size. In particular, they observed that the cross-tie spacing
can decrease by a factor of 2–4 relative to the initial equilibrium state depending on
the frequency and the rise times of the magnetic field pulses. Note that this effect
is similar to the one observed with increasing film thickness in the case of extended
magnetic films [256], where a continuous increase of the cross-tie density is also is ob-
served experimentally. This can be related to an anisotropy effect, since Bloch DWs
are favored in thick films and Néel DWs in thin films. This means that increasing the
film thickness reduces the minimum energy density needed for the creation of Bloch-
like transitions. As a result, the cross-tie spacing gets smaller and smaller down to a
certain limit depending on the total volume of the sample.

In the case of applied magnetic field pulses for a constant thickness, the decreased
cross-tie spacing can be explained as a dynamical effect triggered by the short mag-
netic field pulse. As shown in the sketch of Fig. 6.6(a), the local magnetization around
the antivortex position in the center of the cross-tie domain wall shows four segments
delimited by two 90◦ and four 45◦ Néel DWs. After the magnetic pulse, the rotation of
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magnetization leads to a change in the angle of the vertical DWs towards a 180◦ config-
uration, an effect which should be more pronounced in the two segments on the left side
of the antivortex, where the magnetization is antiparallel to the pulsed magnetic field.
If the change in angle is pronounced enough, a cross-tie wall is energetically favorable
as compared to a horizontally symmetric 180◦ Néel wall, leading to the creation of
new vortex-antivortex pairs mostly emerging in the antiparallel domain wall segments.
This process should also depend on the intensity of the applied magnetic field. In order
to simulate the transition from the as-grown state to the pulsed domain state in the
micromagnetic calculations, an 80 Oe external magnetic field pulse of triangular shape
and 80 ps rising and decaying slopes was applied to the initially calculated single cross-
tie wall state. Single pulses were able to create either one or two additional cross-tie
walls but not more. We can thus deduce that the effect of many more pulses used in the
experiment saturates the magnetic structure with three cross-tie walls, the maximum
number allowed by the lateral dimensions [282]. The slightly different positions of the
two new vertical DWs as compared to the measured pattern can be assigned to local
pinning centers. This deviation does not play an important role in the magnetization
dynamics of the structure.

Figs. 6.6 (c)-(f) show the measured images for selected delay times (top left), the
corresponding calculated images (bottom left). In order to make the changes in the
magnetic contrast more visible, the respective difference images (right side) at the
corresponding delay time relative to the image before the magnetic pulse at time ∆t =
-30 ps were calculated. By using this method only the changes during the dynamical
process of the magnetization are visible. In these images, for the sake of clarity red
(blue) contrast has been used, indicating positive (negative) changes in the XMCD
contrast. The most pronounced effect in the magnetic contrast appears 170 ps after
the onset of the magnetic field pulse (Fig. 6.6(c)). This is when the magnetization
in the magnetic domains that are initially magnetized along the x direction (referred
to as gray domains in the following) displays a maximum brightness reduction when
compared to the reference image. This can be clearly distinguished in the corresponding
difference image, where blue contrast dominates the regions of the gray domains within
the microstructure. Such a behavior is expected, since the local magnetization m in
these domains is perpendicular to the applied magnetic pulse H, thus maximizing the
magnetic torque τ = m × H caused by the field pulse. Although the resulting torque
points along the z direction, the demagnetization field allows only a small excursion into
that direction. Detailed analysis of the XMCD contrast yields a maximum deviation
angle of my from the static orientation of about 20◦. At larger delay times, the XMCD
contrast in the gray domains vanishes and reverses its sign, following a damped quasi-
harmonic oscillation with a main frequency of about 3.7 GHz, as it will be demonstrated
below.

The next important magnetic effect appears at the 90◦ DWs dressing the black and
white domains of larger size at the left and right sides of the microstructure and at those
of the cross-tie walls. In order to illustrate this, Fig. 6.6(d) shows the images for a time
delay ∆t = 270 ps. Compared to the magnetization precession in the gray domains,
these DWs have a longer oscillation period. This can be deduced from the simultaneous
appearance in the corresponding difference image of blue and red contrast at the DWs
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Figure 6.7: (a) Applied experimental (open blue symbols) and calculated (thin black
line) magnetic field pulses before and after deconvoluting with the x-ray pulse length,
respectively. (b) Time-dependent XMCD contrast of the gray domains from the exper-
imental data (full red symbols) and the OOMMF calculation (thick black line). In the
inset, the areas for integration (full white circles) used in the experiment (left) and
calculation (right) are shown.

positions and within the gray domains, respectively. Although the magnetic torque in
the black and white domains is zero, both are affected by the large oscillation of their
DWs [244]. At ∆t = 320 ps (Fig. 6.6(e)), the deviation of my in the gray domains has
completely reversed with respect to the situation at ∆t = 170 ps. The initial magnetic
domain structure is almost completely recovered after 1370 ps (Fig. 6.6(f)).

The precessional switching of the magnetization can be clearly seen in Fig. 6.7,
where the time dependence of the integrated XMCD contrast in the gray domains is
shown. Fig. 6.7(a) shows the experimental and calculated magnetic field pulses. Since
the simulations do not account for the temporal resolution, the FWHM of the magnetic
pulses used in the calculations resulted from the deconvolution of the experimental
pulse shape with a Gaussian function of about 70 ps FWHM, corresponding to the
x-ray pulse length. Fig. 6.7(b) shows the calculated and experimental quasi-harmonic
oscillations obtained from the small area analysis of the XMCD contrast in the gray
domains. These areas are indicated as an inset on top of both the experimental and
calculated XMCD patterns of the microstructures before the arrival of the pulse. In
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1.25 GHz

3.75 GHz (b)

(a)Amplitude Phase

Figure 6.8: Laterally resolved images of the amplitude (left) and phase (right) for (a)
1.25 GHz and (b) 3.75 GHz, obtained from the Fourier transform of the time-dependent
experimental results (top) and calculations (bottom). On the right side, +90◦ (-90◦)
phase is indicated in red (blue).

general, good agreement between the XMCD contrast of the central gray domains
and the corresponding curve obtained from the calculated images can be observed.
The main oscillation frequency is about 3.7 GHz. These changes in magnetic contrast
can be assigned to an attenuated quasi-harmonic magnetization precession in the gray
domains, at least during the first and second periods.

Deeper insight into the magnetization dynamics of the structure caused by the
magnetic pulse can be obtained by computing the Fourier transformation (FT) of the
measured and calculated images. This yields laterally resolved images of the dominat-
ing frequencies which are present in the microstructure. The resulting amplitudes and
phases of the Fourier-transformed images are shown in Fig. 6.8. In order to improve
the signal-to-noise level of these images, a 2×2 binning in the XMCD-PEEM images
was used. This type of images are obtained by computing the FT of each one of the
pixels present in the XMCD images. This is done by extracting the temporal evolution
of the XMCD contrast pixel by pixel, and recompiling the results into laterally-resolved
images, but now in the frequency domain. Merely two frequencies show high ampli-
tudes, around 1.25 GHz (Fig. 6.8(a)) and 3.75 GHz (Fig. 6.8(b)) and 1.25 GHz (Fig.
6.8(b)), showing a reasonable agreement between experiment and simulation. In Fig.
6.8(b), a large amplitude can be distinguished (white contrast) in the areas of the
gray domains, meaning that they are oscillating with a main frequency of 3.75 GHz,
in agreement with the frequency found from Fig. 6.7. The phase of this oscillation
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Figure 6.9: Fourier analysis of the full simulated structure (full line), and of experi-
mental areas on the gray domains (l) and domain walls (2).

is -90◦ (blue contrast). At 1.25 GHz, on the other hand, the amplitude in the gray
domains is strongly reduced in the experiment and basically zero in the calculations
(black contrast). From this comparison, one can conclude that only the diagonal 45◦

and vertical 90◦ DWs are affected. In this case, although the effect is certainly more
pronounced in the calculations, these amplitudes can also be slightly distinguished in
the experimental results. Near the regions of the DWs, a phase of -90◦ can also be
distinguished, indicating that both the gray domains and DWs are oscillating in phase.

Fig. 6.9 shows the Fourier spectra obtained from the transformation of the my

values obtained in the full area of the simulated microstructure (indicated as OOMMF
(DWs+Ds)), and from different areas located at the gray domains (Exp (Ds)) and
at the DWs (Exp (DWs)) of the measured XMCD images. This analysis consists on
doing the FT of the laterally-resolved oscillations obtained in a similar way as the
results presented in Fig. 6.7, but in this case also for small areas only near the DWs.
In general, the main frequencies at the domains and DWs coincide with the simulated
ones, although contributions from other components are not negligible. These results
agree qualitatively with previous studies in similar systems [283, 284]. Discrepancies
in the observed frequencies can be due to the different pulse shapes used in those
experiments.

Now, let us briefly discuss the role of the Bloch lines (vortexes and antivortexes) in
the dynamics of the system. It has been observed that the signs of the mz components
of the vortex and antivortex cores also play an important role for the magnetization
dynamics in a single cross-tie wall [285]. This typically results in different amplitudes
of the core gyration depending on their relative orientations. Certainly, since a lateral
resolution of ∼500 nm in this experiment is well above the theoretically predicted ∼10
nm size [286] of the vortex and antivortex cores, we will restrict our discussion only to
the results obtained in the simulations, since no observable effect can be distinguished
in the experimental results. It should be mentioned here that due to their small size,
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Figure 6.10: Zoomed-in plots of the calculated mz components in the vicinity of one
antivortex (a) and several vortices (b-d) at some selected delay times. For the sake
of clarity, the color scale has been stretched so that values of mz higher (lower) than
+0.5 (-0.5) appear homogeneously red (blue). Contour lines for mz = 0 are indicated
as black lines.
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vortex and antivortex cores could not be observed experimentally for about 40 years
after their theoretical prediction [287]. Only by spin-polarized scanning tunneling
microscopy has it recently become possible to very precisely measure the profile of a
magnetic vortex [288]. Furthermore, the gyration of a vortex or antivortex core occurs
with a characteristic frequency of a few 100 MHz3, which is below the frequencies
studied here for precessional switching at faster time scales. Let us concentrate on the
behaviour of the vortex and antivortex cores in shorter time scales, i.e. during the
precession of the magnetization in the gray domains of the microstructure. In such
short time scales, the magnetic core switching becomes a particularly interesting topic
with potential applications in future ultrafast spintronic devices.

Fig. 6.10 shows the calculated out-of-plane mz component of the magnetization (or
core polarization) in areas near several vortex and antivortex cores at some selected
delay times during the first half of the oscillation period of the gray domains, where red
(blue) indicates positive (negative) magnetization. Completely different behaviors are
apparent for an antivortex (Fig. 6.10(a)) and a vortex (Fig. 6.10(b)), both pointing up.
While the antivortex core in Fig. 6.10(a) remains relatively unaffected by the magnetic
pulse, the vortex core in Fig. 6.10(b), which corresponds to one in the external sides
of the microstructure, is strongly perturbed. Firstly, a core with opposite mz appears
next to the pre-existing one as in a magnetic dipole configuration, approximately when
the precession in the gray domains reaches its maximum (∆t = 150 ps). These two
cores collapse onto each other in an annihilation process, creating a series of circular
spin waves that travel away from the initial core position. At ∆t = 281 ps a clear
vortex core is visible, only slightly shifted from the original position and with the same
core polarization as the initial vortex. At this time, the creation-annihilation process
is finished, corresponding to the time when the magnetization precession of the gray
domains crosses zero (see Fig. 6.7). For later times, the precession of my in the gray
domains does not suffice to provoke the switching behavior, and the net magnetization
along the vertical component of this vortex core remains invariant (not shown).

The different behavior of the antivortex cores, compared to the vortex ones, can
be understood either by the individual trajectories of magnetic flux lines surrounding
the two types of Bloch lines, or by the influence of the different DWs around them.
As discussed above, the antivortex is located in the crossing point of four 90◦ DWs,
whereas the vortices are surrounded by either two 90◦ and four 45◦ DWs, or by three
90◦ and two 45◦ DWs depending on whether they are placed in the center or in the
external sides of the microstructure, as in Fig. 6.10(b). In order to clarify this, we
show in Fig. 6.10(c) the corresponding images for one of the central vortex cores, in
this case with a core polarization initially pointing down. It is evident that the core
undergoes a very similar behavior of creation and annihilation of opposite mz as for
the previous vortex, again maintaining the original mz core polarization, implying that
the detailed surrounding of the vortex is not relevant for its behavior.

Further micromagnetic calculations were performed with three different initial com-
binations of mz at the vortex/antivortex cores among the 27 possible configurations.
These combinations were homogeneous [uuuuuuu], alternate [udududu], and random

3Note that the exact value of this resonance frequency depends on the aspect ratio of the system
under study [289].
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[uddudud], where u(d) denotes the core polarization pointing up (down). The simula-
tion results indicate an statistical random behavior in the switching of the vortex core
polarizations mz. The random switching was independent of the vortex position in the
microstructure. An example is shown in Fig. 6.10(d), where an initially d vortex core
reverses its mz component. Strikingly, there are no significant differences in the images
of Figs. 6.10(c) and 6.10(d) for ∆t = 150 and 166 ps. The main difference occurs at
∆t = 207 ps, when a u vortex core appears and remains stable after the initial vortex
core is washed away. In the case of antivortices, on the other hand, no core switching
was ever observed in the present calculations, probably stabilized by the magnetic flux
lines around them, which prevent the formation of opposite mz circulating around.
The described switching behavior of the vortex core agrees qualitatively with experi-
mental [238] and calculated micromagnetic [247] studies of the vortex reversal. These
studies consider magnetic structures with squared and circular shapes in which the
vortex cores are in a different magnetic environment than the vortex cores studied in
this work. Comparing to the results presented in Fig. 6.10, one may conclude that
the effect of additional DWs surrounding the vortex core is to attenuate its overall
dynamics. However, the ultrafast switching of the vortex core polarization in about
280 ps is still visible in Fig. 6.10(d), indicating that this micromagnetic process can
be as fast as the precessional switching observed in Fig. 6.7. Although a better lateral
resolution would be needed to clarify this, the random nature of the core switching
for this range of exciting magnetic field strength is incompatible with the stroboscopic
approach currently used. In this sense only single-shot experiments which are possible
at e.g., free electron lasers, and with a lateral resolution below 20 nm would be able
to follow it. Furthermore, it would be interesting to perform this type of experiments
in different magnetic environments around the vortex cores, since from recent simula-
tions [247] it has been shown that a switching time of about 50 ps can be achieved.
This makes the vortex core polarization reversal the fastest magnetization switching
process known up to date.

6.5 Summary of conclusions and outlook

In summary, several important aspects of the time-resolved XMCD-PEEM exper-
iments performed in this thesis have been discussed. For the first time in BESSY
II, technical feasibility of time-resolved XMCD-PEEM experiments has been demon-
strated using a laser system as a magnetic pump, synchronized with the x-ray pulses
produced in single bunch mode. This technique allows to generate magnetic excitation
pulses of less than 150 ps duration, opening a window for studies of magnetization
dynamics in the sub-ns regime with lateral resolution. In this chapter, firstly on the
technical side, a new sample holder compatible with the Focus IS-PEEM has been
described. It has been demonstrated that with this new mounting scheme, while the
image properties remain unaffected, it is possible to perform time-consuming measure-
ments at much higher currents flowing through the stripline, thus providing magnetic
field pulses of almost one order of magnitude larger than with previous sample holders.

Secondly, it has been demonstrated how a triangular 80 Oe magnetic field pulse can
strongly influence the temporal evolution of the magnetic components present in a rect-
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Figure 6.11: XMCD-PEEM images of a 15 nm Co / 2 nm Cu / 4 nm Py microstructure
of 5×5 µm2 in size, measured at the Fe L3 edge (a) and at the Co L3 edge (b). The
two layers are ferromagnetically coupled through the 2 nm Cu. The field of view is 8
µm and 5 µm in (a) and (b), respectively.

angular Py microstructured platelet comprising three cross-tie domain walls. A large
magnetization precession is observed in the domains with initial magnetization perpen-
dicular to the applied field, yielding a deviation of my of up to 20◦ with a frequency
of 3.75 GHz. At longer timescales, the domain walls oscillate with a typical frequency
of 1.25 GHz. The experimental XMCD-PEEM results are compared to micromagnetic
calculations, yielding good agreement in time and frequency. We conclude from the
calculations that only the vortex cores are susceptible to reverse their out-of-plane
magnetization components, in a process triggered by the magnetization precession of
the much larger gray domains and with random switching probability. In contrast, the
antivortices seem to be insensitive to the magnetic pulse.

In the near future it would be very interesting to implement this type of study in
trilayered microstructures as well. This would allow to investigate the time evolution of
magnetic coupling phenomena in the sub-ns time scale, a topic of potential application
for the implementation of spin valve devices with faster performance. During the
time of this thesis, first steps have been undertaken in the preparation of Py/Cu/Co
microstructures for different Cu thicknesses by magnetron sputtering and the static
characterization of their domain configuration in the Elmitec PEEM microscope. An
example showing first results is presented in Fig. 6.11. It corresponds to a 15 nm Co/2
nm Cu/4 nm Py trilayered microsquare of 5×5 µm2 in size. The measurement in Fig.
6.11(a) was taken at the Fe L3 edge (∼707 eV), while in Fig. 6.11(b) at the Co L3

edge (∼778 eV) with a ∼ ×10 larger acquisition time. The two layers show a stable
Landau domain pattern and are clearly ferromagnetically coupled through the 2 nm
Cu. Such a domain configuration was obtained by applying a 2 kOe external magnetic
field along the in-plane direction during growth.

The other part of the work involved pilot time-resolved XMCD-PEEM experiments
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in trilayered microstructures in the focus IS-PEEM microscope. Only preliminary
results from experiments in these systems were obtained. Since the continuation of
this project aims for a better lateral resolution, only possible in the Elmitec PEEM
microscope, the complete installation is now permanently adapted in the UE49-PGMa
beamline at BESSY II. This required a new laser system and sample holder mounting
scheme similar to the ones described in this work.



Summary

This thesis is focused on the fundamental electronic, spin-dependent and dynam-
ical properties of magnetic systems with reduced dimensions. Photoemission-related
techniques in combination with synchrotron radiation were applied to study the spin-
dependent properties of these systems in the energy and time domains. The first part
of this work contains an overview of the most relevant aspects of modern research in
magnetism, together with a description of the methodical background and the exper-
imental techniques used in this thesis. This includes the basic principles of spin- and
angle-resolved photoemission and time-resolved XMCD-PEEM techniques, but also
detailed technical information on the instrumentation used during the experiments.

The scientific part of this work starts with a detailed quantitative investigation of
the spin-dependent quasiparticle lifetimes and electron correlation effects in ferromag-
netic bcc Fe(110) and hcp Co(0001) by means of spin- and angle-resolved photoemis-
sion spectroscopy. The experimental spectra were compared in detail to state-of-the-art
theoretical calculations within the three-body scattering approximation and within the
dynamical mean-field theory, together with one-step model calculations of the photoe-
mission process. From this comparison, it was demonstrated that although strong
local Coulomb interactions are of major importance for the qualitative description of
spin-dependent correlation effects in these systems, more sophisticated many-body cal-
culations including non-local interactions are still needed to improve the quantitative
agreement between theory and experiments, in particular concerning the linewidths.
From the experimental and theoretical data a better overall agreement in the case of
Co as compared to Fe was obtained, a result that was attributed to a reduction of the
non-locality of correlation effects with increasing atomic number.

In the next scientific part of this thesis, photoelectron spectroscopy was used to
demonstrate how two-dimensional graphene layers can be grown by chemical vapour
deposition on the transition-metal surfaces Ni(111) and Co(0001) and intercalated by a
monoatomic layer of Au. Ferromagnetism and spin-orbit effects were studied simulta-
neously by means of spin- and angle-resolved photoemission. From a detailed analysis
of spin-resolved photoemission data of graphene/Ni(111) and graphene/Co(0001), it
was shown that the π-band shows a negligible ferromagnetic polarization, in contrast
to recent studies. Furthermore, it was demonstrated that after intercalation of one
monolayer of Au between graphene and Ni(111), the system becomes spin-orbit split
due to the Rashba effect. The experimental data show a large spin-orbit splitting
value which is by three orders of magnitude larger than the spin-orbit splitting for
freestanding graphene. It was concluded that it originates from the intercalated Au at
the graphene interface and its high nuclear charge.
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The last part of this work was devoted to study the evolution of the magnetiza-
tion components of a permalloy (Fe19Ni81) microstructure by means of time-resolved
XMCD-PEEM experiments. Considering that experiments of this type were not suc-
cessfully performed in BESSY II before completion of this work, it was firstly demon-
strated that with the use of a custom-made sample holder the experiment is technically
possible. Following that, it was shown how we can induce a fast magnetic response in
the precessional motion of the magnetization in a permalloy platelet comprising three
cross-tie domain walls. This was achieved by using a laser-excited photoswitch to gen-
erate magnetic excitation pulses of about 150 ps duration and 80 Oe applied magnetic
field. A comparison between the experimental results and micromagnetic calculations
revealed a good agreement in the time and frequency domains, illustrating the large
precessional motion of the magnetization within the different magnetic domains. From
the calculations it was concluded that the relatively high precessional frequency ob-
served in the experiments is directly linked to the nature of the vortex/antivortex
dynamics and its response to the magnetic perturbation. In particular, the simulations
indicate that the response of the vortex cores is the main source of spin waves, while
the antivortexes remain unaffected. This includes the time-dependent reversal of the
vortex core polarization, a process which is beyond the limit of detection in modern
experiments.



Zusammenfassung

Die Verfügbarkeit der Synchrotronstrahlung und die damit verbundene Entwick-
lung moderner experimenteller Techniken eröffnen neue Wege, die vielen interessanten
Eigenschaften von Festkörpern auf der Nanoskala zu untersuchen. Die vorliegende Ar-
beit beschäftigt sich mit der Untersuchung grundlegender elektronischer, magnetischer
und dynamischer Eigenschaften magnetischer Systeme mit reduzierten Dimensionen.
Diese Eigenschaften werden auf der Zeit- und Energieskala mittels Photoemissionstech-
niken unter Verwendung von Synchrotronstrahlung erforscht.

Der erste Teil dieser Arbeit ist der experimentellen und theoretischen Untersuchung
der elektronischen Struktur der ferromagnetischen Metalle bcc Fe(110) und hcp Co(0001)
im Volumen mittels spin- und winkelaufgelöster Photoemissionsexperimente (SARPES)
gewidmet. Der Vergleich zwischen Photoemissionsspektren und modernsten theoretis-
chen Rechnungen zeigt auf, dass obwohl die gegenwärtige physikalische Beschreibung
dieser Systeme auf der Basis elektronischer Wechselwirkungen qualitativ gültig ist, eine
quantitative Übereinstimmung zwischen Theorie und Experiment nicht erreicht wer-
den kann. Die Gründe für die Beobachteten Abweichungen werden untersucht und
im Detail diskutiert, unter besonderer Beachtung der Lebensdauern der elektronischen
Zustände.

Im zweiten Teil der Arbeit wird Graphen, d. h., eine einzelne Lage von Kohlen-
stoffatomen auf den ferromagnetischen Oberflächen fcc Ni(111) und hcp Co(0001)
hergestellt. Mittels der SARPES-Methode werden die Eigenschaften dieser Systeme
im Detail untersucht. Insbesondere wird gezeigt, dass es möglich ist, das Graphen von
seinem ferromagnetischen Substrat zu entkoppeln, indem eine Au-Lage durch einen
Interkalationsprozess eingefügt wird. Die SARPES-Messungen zeigen, dass ohne diese
Interkalation von Au die ferromagnetische Polarisation des Graphens unterhalb der
Nachweisgrenze liegt. Jedoch wird gezeigt, dass nach der interkalation das System
relativistische Eigenschaften annimmt und durch den sogenannten Rashba-Effekt spin-
polarisiert wird.

Im letzten Teil dieser Arbeit werden schnelle Magnetisierungsprozesse in mikrome-
tergroßen Fe19Ni81-Strukturen untersucht. Mit einem Lasersystem, das mit den Licht-
pulsen des Speicherrings BESSY II synchronisiert wurde, wird gezeigt, wie magnetis-
che Pulse von etwa 150 Pikosekunden Länge und hohen Intensitäten generiert werden
können. Diese Pulse werden dazu genutzt, eine magnetische Störung zu erzeugen,
die zu einer Präzession der Magnetisierung des Systems mit einer Frequenz von etwa
3.7 GHz führt. Mikromagnetische Rechnungen werden mit Mikroskopie-Messungen
verglichen, die gute Übereinstimmung im Zeit- und Frequenzbereich zeigen. Mit den
Rechnungen wird gezeigt, dass der diesem Prozess zugrundeliegende Mechanismus die
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Erzeugung von Spinwellen aufgrund verschiedenartiger Wechselwirkungen im Innern
der Mikrostruktur ist. Insbseondere geben die Simulationen Einsicht in die Dynamik
der Vortizes und Antivortizes. Während Vortices ihre Polarisation umkehren und dabei
Spinwellen erzeugen, bleiben Antivortizes unbeeinflusst vom anregenden Magnetfeld-
puls. Diese Prozesse sind an der Detektionsgrenze moderner Experimente.
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F. Salmassi, P. Fischer, H. A. Dürr, C. M. Schneider, W. Eberhardt, and C. S. Fadley, Appl.
Phys. Lett. 93, 243116 (2008)

[80] G. F. Rempfer, W. P. Skoczylas, and O. H. Griffith, Ultramicroscopy 36, 196 (1991)

[81] S. Anders, H. A. Padmore, R. M. Duarte, T. Renner, T. Stammler, A. Scholl, M. R. Scheinfein,
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