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ABSTRACT
Hot localised charge carriers on the Si(111)-7×7 surface are modelled by small charged clusters.
Such resonances induce non-local desorption, i.e. more than 10 nm away from the injection site, of
chlorobenzene in scanning tunnelling microscope experiments. We used such a cluster model to
characterise resonance localisation and vibrational activation for positive and negative resonances
recently. In this work, we investigate to which extent the model depends on details of the used clus-
ter or quantum chemistry methods and try to identify the smallest possible cluster suitable for a
description of the neutral surface and the ion resonances. Furthermore, a detailed analysis for differ-
ent chemisorption orientations is performed. While some properties, as estimates of the resonance
energy or absolute values for atomic changes, show such a dependency, the main findings are very
robust with respect to changes in the model and/or the chemisorption geometry.

1. Introduction

The manipulation of single molecules or atoms using
scanning tunnelling microscopes (STMs)[1–4] repre-
sents the lower size limit of nanotechnology. Such exper-
iments not only point to numerous possible applications
in information technology, they can be also regarded
as model systems for reactions induced by low energy
charge carriers, i.e. electrons or holes, at surfaces or inter-
faces. These processes and their in-depth understand-
ing are of great importance for a broad range of diverse
research fields, like photo-catalytic water splitting [5] or
cancer research, e.g. the breaking of DNA strands [6].
Therefore, a lot of elementary reaction steps like disso-
ciation [7], desorption [8], bond formation [9] and the
switching ofmolecules [10–12] betweenmetastable states
have been studied with and induced by STM.
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In such STM experiments, the reactions are often
caused by inelastic electron tunnelling (IET). Other
possible causes are the electric field in the tunnelling
junction or purely mechanical interactions. For the IET
case, the electrons can either couple to permanent dipole
moments of the adsorbate [13] or transiently occupy
empty electronic states at the adsorbate, so-called neg-
ative or positive ion resonances [14]. For these pro-
cessesmanydynamical simulations have been performed,
which mostly employ either one nuclear potential energy
surface (PES) for dipole couplings and ion resonances in
the below threshold limit [13–16] or a few (mostly two)
representative PES for the above threshold case [17–19].
Such models have already been widely used in the field
of surface photochemistry for the desorption induced by
electronic transitions [20] or desorption induced by mul-
tiple electronic transitions [21].
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Desorption and dissociation of chlorobenzene
from/at the Si(111)-7×7 surface are well studied model
processes for electron-induced reactions on surfaces.
Both, STM-induced desorption [22] and dissociation
[23] of the carbon-chlorine-bond, have been reported
in experiments at room temperature. Desorption can
be induced by electrons or holes (positive or negative
bias voltage) and was found to be largely non-local
[8,24]. We characterised physisorbed and chemisorbed
chlorobenzene using a cluster approach and density
functional theory (DFT) in Ref. [25]. These calculations
used a di-σ bonded structure involving adjacent adatoms
and rest-atoms on the Si(111)-7×7 surface as reported
in Ref. [26] based on high resolution electron energy
loss spectroscopy data and previous STM experiments
[27] (see Ref. [25] and references therein for details
about the different adsorption sites in the 7×7 unit
cell). The calculated adsorption energies were � 1.6 eV
(chemisorption) and 0.6 eV (physisorption). While the
physisorption energy agreed quite well with the experi-
ment at that time (see Ref. [7] and references therein), the
chemisorption energy seemed to be too high compared
to 1.0 eV derived from thermal desorption spectra [26]
assuming first-order kinetics and a pre-exponential fac-
tor of 1013 s−1. Also, periodic DFT calculations [22] using
a 2×2 mimic surface reported 1.2 eV chemisorption
energy. However, new time-lapse STM experiments [28]
indicate that the used pre-factor is too small and result in
a chemisorption energy of �1.4 eV, well in line with our
cluster calculations.

The non-local electron-induced desorption and sur-
face diffusion of chlorobenzene, toluene and benzene was
investigated by STM-experiments in Ref. [29]. This one
electron process was found to be largely independent on
the injection bias and the specific benzene derivate in a
range from �2.0 to �2.8 eV, with a threshold voltage
of 1.4 eV. The authors recorded the reaction probabili-
ties as a function of the distance to the injection side and
the surface temperature. In these experiments, no depen-
dence of the reaction probability on the azimuthal angle
and an increased charge transport range for higher sur-
face temperatures are found. Both findings indicate that
the underlying transport is not ballistic. Furthermore, the
distance and temperature dependence could be success-
fully modelled by a surface charge diffusion model.

The hole-driven process for toluene on Si(111)-7×7
was investigated in Ref. [30]. Here, two thresholds at -
1.2 and -1.5 eV were identified. In addition to the dif-
fusive hole transport, a region near to the injection site
(<15 nm) was identified where a ballistic hole trans-
port leads to a substantial reduction of the reaction
probability, which one would expect from a purely dif-
fusive model. Furthermore, it was demonstrated that

the hole-induced desorption is connected to a sur-
face silicon adatom excitation [31]. For the thermally
activated electron-induced desorption of chlorobenzene
in Ref. [32], a low-temperature thermal activation energy
of (21 ± 4) meV was determined. A refined analysis and
new experiments [33] yield low-temperature activation
energies of (13± 3)meV for electrons and (60± 10)meV
for holes in the non-local desorption.

In summary, these experiments indicate that a large
part of the STM-induced desorption/diffusion reactions
of benzene derivates on Si(111)-7×7 is initiated by ‘hot’
localised charge carriers above a certain threshold energy
diffusing at the surface region. For such carriers we intro-
duced a cluster model in Ref. [34]. There, a small clus-
ter was used, whichmimics a localised, hot charge carrier
simply by setting the total charge to either +1 or -1 in a
quantum chemical calculation. In this way we avoid the
calculation of excited charged states of the extended sur-
face, which would have to be put in a coherent superpo-
sition, in order to describe a localised, hot charge carrier
in an extended periodic system.

However, cluster models are known to depend often
substantially on the details of the model, especially the
potential energy landscape for silicon clusters is known
to be very flat (see, e.g. [35]). Therefore, slightly differ-
ent boundaries or different adsorption geometries could
lead to large changes in the results. Also, the localisation
or delocalisation of excess charges can be quite different
depending on the functional used, e.g. GGA (generalised
gradient approximation) type functionals or hybrid func-
tionals (see, for instance [36]).

Therefore, the purpose of this paper is (1) to demon-
strate that the findings of our cluster approach are fairly
independent of details of the clusters and quantum chem-
istry methods used and (2) to perform a further in-depth
analysis of the found resonances. Another focus is to
identify the smallest cluster able to describe the ion reso-
nances and the neutral surface. This cluster can be used in
further investigations for Born–Oppenheimer molecular
dynamics simulations, in order to clarify the details of the
desorption processes. In addition, we want to analyse the
influence of different adsorption geometries on the res-
onances and the charge localisation. Therefore, we com-
pare a smaller cluster (A) to the one used in Ref. [34] (B)
and compare results of different density functionals (see
below).

2. Model andmethods

2.1. Clustermodels

The Si(111)-7×7-surface can be described by a cen-
trosymmetric unit cell. Here, we start, as in Refs. [25,34],
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Figure . The two top double layers of the Si()-× surface unit
cell taken fromRef. []: The faulted half is in the upper left and the
unfaulted in the lower right. Rest-atoms and adatoms are marked
with Sir and Sia, respectively. The outermost lines indicate cuts
done to obtain clusterC, the next lines the cuts forB and the inner
lines forA (see Figure ).

from a DFT slab structure taken from Ref. [37] with a
unit cell consisting of 498 atoms in 12 layers arranged
in the so-called dimer-adatom-stacking fault structure
[38]. The two top double layers of the unit cell are
shown in Figure 1. The unit cell can be divided in a
faulted (upper left) and an unfaulted half (lower right).
Each half contains six so-called adatoms, Sia, and three
rest-atoms, Sir.

The red, blue and black lines in Figure 1 indicate the
cuts taken to build our model clusters of different size.
We chose an adsorption site on the faulted half at a centre
adatom and rest-atom position as the core of our model
clusters. This adsorption site showed the highest reaction
rates in previous experimental studies [28] andwas there-
fore chosen to be investigated. We chose the same proto-
col for construction of the clusters as in Ref. [34]. All Si–Si
bonds cut, in order to obtain the clusters, were saturated
with hydrogen atoms. In order to keep the local electronic
structure at the Si-atoms involved in the chemisorption as
similar as possible compared to the periodic surface, the
hydrogens were put such, that the direction of the H-Si
bond is exactly the same as the one for the Si–Si bond
in the infinite surface. The Si-H bond length was set to
1.51 Å and then the Cartesian positions of the hydrogen
atoms used to saturate the clusters are kept fixed in all
calculations. All other degrees of freedom are fully opti-
mised in the calculations reported here, if not stated oth-
erwise.

Theminimum requirement for a cluster used tomodel
different degrees of charge localisation in the quantum
chemistry calculations is that the cluster gives similar
results regarding chemisorption geometries and energies
in the neutral state as the large ones used in Ref. [25].
Therefore, we demand a deviation of less than 20 % of
the binding energy as a quantitative measure and that no

Figure . The three clustersA, B, C investigated in this study with
the hydrogen atoms (white) used to saturate broken Si–Si bonds
viewed from top (along the surface normal, upper figures) and the
side (parallel to the surface plane, lower figures). Again, rest-atoms
(Sir) are coloured blue, adatoms (Sia) red and all other Si-atoms
yellow.

difference in the qualitative energetic preference for
specific adsorbate orientations should occur.

The smallest cluster we found, which fulfills the
requirement stated above, is A shown on the right in
Figure 2 together with B (middle) and C (left). Note that
clusterB is the same as the small cluster andC as the large
one in Ref. [34]. Cluster A consists of 17 silicon atoms
saturated with 26 hydrogen atoms. Apart from a centre
adatom and the neighbouring rest-atom also all Si atoms
directly bound to them and selected silicon atoms with
‘two bonds’ distance are included. The surrounding of the
adatom needs to include more atoms than the one of the
rest-atom, reflecting its bigger role in the chemisorption
and the probable desorption mechanisms (see below).
Cluster B consists of 21 silicon atoms saturated by 34
hydrogen atoms. Here in addition to the atoms included
in cluster A, all silicon atoms with ‘two bonds’ distance
to the centre adatom and the neighbouring rest-atom are
included. Finally, the largest cluster, C, consists of 67 sil-
icon atoms, which are saturated by 54 hydrogen atoms.
It includes a corner adatom and two centre adatoms as
well as a central rest-atom. This cluster is already so large,
that its charged states are markedly different to the ones
of the small clusters (see Section 3 ) and thus is used to
represent delocalised or ‘free’ surface charges in what fol-
lows and in Ref. [34]. We also constructed and tested sev-
eral additional clusters with both smaller and larger num-
bers of atoms. However, smaller clusters failed to describe
chemisorption. Bigger clusters delivered no additional
substantial information while demanding higher compu-
tational costs. Clusters including more than one adatom
or rest-atom fail to describe charge localisation in our
approach appropriately. In such clusters no relevant

1689MOLECULAR PHYSICS
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Figure . (a) Numbering scheme of possible Cl-positions for chlorobenzene on the clusters. Here, Cl-position  is shown for clusterA-PhCl,
in top view. (b) Labelling of selected atoms shown for cluster A-PhCl, shown in side view. For the atoms the same colours are used as in
Figure , the chlorine atom in position  is green and the carbon atoms grey.

couplings to nuclear degrees of freedom, which could
lead to desorption, were found. However, such cou-
plings are a requirement for a resonance model to
describe the STM-induced desorption (see below). Also,
other functionals, such as M06, M062X, PBE0, CAM-
B3LYP and BP86 were tested, but no relevant differ-
ences were found [39–43]. For a recent general assess-
ment of the performance of DFT functionals see Refs.
[44,45].

2.2. Quantum chemistry

We used the B3LYP [46] hybrid functional with differ-
ent basis sets up to quadruple zeta quality together with
the Grimme D3 dispersion correction [47] in Ref. [25].
With this methodology, we could successfully model
the chemisorption and physisorption for neutral clusters
and publish a value for the chemisorption energy, which
differed significantly from theoretical and experimental
results at that time. However, this value was later con-
firmed by new experiments within an error margin of
�0.2 eV (see above). The results further indicated that
a double zeta basis set is sufficient to describe the system
and yields reasonable adsorption energies if counterpoise
corrections (CPC) [48] are done. Therefore, we decided
to use the B3LYP functional as implemented in Gaus-
sian09 [49] together with the less demanding 6-31G* [50]
basis set in Ref. [34], which yields comparable chemisorp-
tion energies for the large cluster, i.e. 1.598 eV for B3LYP-
D3/def2-TZVP as implemented in the TURBOMOLE
program package [51] in Ref. [25] compared to 1.639 eV
for B3LYP/6-31G* for cluster C [34] (both values with
CPC applied). With the 6-31G* basis set, we get coun-
terpoise corrections in a small range between �0.20 and
�0.25 eV for the chemisorbed systems, nearly indepen-
dent on the functional and the chemisorption minimum.

Therefore, we will report energies without CPC for sim-
plicity in the following.

The small clusters, A and B, are also able to describe
the chemisorption on the B3LYP-D3/6-31G* level of the-
ory and yield chemisorption energies of 1.681 eV for
cluster A and of 1.675 eV for cluster B compared with
1.875 eV for cluster C (all values without CPC). We use
PBE [52] in combination with density fitting – again with
D3 and a 6-31G* basis set withinGaussian09 – as a second
density functional approach, which yields quite compara-
ble chemisorption energies in the neutral state. The values
for PBE-D3/6-31G* are 1.722 eV (A), 1.725 eV (B) and
1.831 eV (C). Note, for both DFT approaches Cl-position
3 is slightly (�7 meV) more stable than Cl-position 5 for
clusters A and B, see Figures 3(a) and 4. However, for
clusterCCl-position 5 is the most preferred one (19meV
lower in energy for B3LYP-D3 and 6meV for PBE-D3). If
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Figure . The binding energies for chlorobenzene are shown for
the neutral (top), anionic (middle) and cationic species (bottom)
for differentpositionsof the chlorine atom (seeFigure (a)). Results
for A-PhCl are given as black diamonds, for B-PhCl as red squares
and forC-PhCl as green triangles. BLYP-D results are indicatedby
filled symbols, PBE-D results bynon-filled ones (all valueswithout
CPC).
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not stated otherwise, we always refer to Cl-position 5, as
we take cluster C as the reference for the infinite surface.
However, most properties are fairly independent on the
Cl-position (see below).

The electrostatic potential derived charges (ESP-
charges) given below were calculated according to the
Merz–Singh–Kollman scheme [53,54].

3. Results

3.1. Energies

Wecalculated the chemisorption energies for all six possi-
ble orientations of the chlorine atom in the di-σ bonded
structure on the clusters (see Figure 3(a) for cluster A).
The binding energies for the chemisorption are shown
in Figure 4 for the neutral clusters (top graph), the
cationic clusters (middle graph) and the anionic clus-
ters (lower graph). Energies for PhCl chemisorbed on A
(A-PhCl) are indicated by black diamonds, the ones for
PhCl chemisorbed on B (B-PhCl) as red squares, and
for PhCl chemisorbed on C (C-PhCl) as green triangles.
B3LYP-D3 results are indicated by filled symbols, PBE-
D3 results by non-filled ones. As one can see, for the neu-
tral clusters all three cluster show very similar energies
with differences up to �0.15 eV and also qualitatively
the same trends for both B3LYP+D3 and PBE+D3. Cl-
positions 3 and 5, i.e. ortho to the carbon atom bound to
the adatom, are the most stable ones and have nearly the
same energy. As already mentioned, for A-PhCl and B-
PhCl Cl-position 3 is the most stable one and for C-PhCl
Cl-position 5. Cl-positions 5 will be used for the investi-
gations in what follows, if not stated otherwise.

In the middle and lower graphs of Figure 4, one can
see that the situation is quite different for the charged
systems. Here, we see a large reduction of the binding
energies for the small clusters, while the energies for the
large cluster are not strongly affected. We attribute these
changes to the fact, that the small cluster size restricts the
excess charge to regions near to the chemisorption site
and thus models a localised or ‘confined’ charge on the
surface, which may otherwise only be observed in a very
costly dynamical approach for the bigger clusters. Similar
approaches have been used for local STM-manipulations,
for instance benzene on Si(001) by Seideman and co-
workers [17]. As one can see, the main findings for these
localised charges are rather independent on the details
of the cluster for the chemisorption energy, i.e. there
are not many differences between A-PhCl and B-PhCl,
and the different functionals, i.e. B3LYP-D3 and PBE-D3,
yield comparable results. The only qualitative difference
occurs for Cl-position 1, where no stable geometry on the
PB3-D3 level of theory could be found for A-PhCl− and

Table . Given are vertical ionisation potentials (IPs) and elec-
tron affinities (EAs) calculated in a �-SCF procedure for the
clean clusters and the chemisorbed systems on the PBE-D and
BLYP-D level of theory. All values are in eV.

PBE-D BLYP-D

IP EA IP EA

A . . . .
B . . . .
C . . . .
A-PhCl . . . .
B-PhCl . . . .
C-PhCl . . . .

B-PhCl−. Here, all optimisations led to a dissociation of
the carbon chlorine bond.

3.2. Electron affinities and ionisation potentials

As already stated, we use the charged clusters to model
a coherent superposition of excited states of a charged
extended system. In this approach, we have no direct
access to the excitation energy of the resonance, which we
try to simulate. As in Ref. [34], we use the following esti-
mate as an indirect measure: we calculate electron affini-
ties (EAs) and ionisation potentials (IPs) for the extended
system (here represented by C) and for the small clus-
ters (A and B). The differences between these energies
are then taken as a rough measure for the energy needed
to form the localised ion resonance. We computed verti-
cal IPs and EAs for the clean clusters, i.e. clusters with no
chlorobenzene attached, and clusters with a chemisorbed
chlorobenzene for B3LYP-D3 and PBE-D3 using a
�-SCF procedure. The results are given in Table 1. Here,
vertical means that the optimised geometry of the neu-
tral state was considered and no geometrical relaxation
was taken into account. One can see that the IPs and EAs
derived from PBE-D3 are very similar to those computed
with B3LYP-D3 (differences always smaller than 0.3 eV).
Such similarities between a pure density functional and
a hybrid functional have also been reported for organic
acceptor molecules recently [55].

For B3LYP-D3, we see that the IP is about 1 eV larger
for the small clean clusters,A and B, and about 1.9 eV for
the small clusters with chlorobenzene adsorbed, A-PhCl
and B-PhCl, compared with the large clusters C and
C-PhCl. This means a ‘confined’ hole in the charged clus-
ters A or B has �1.5 eV excess energy compared to a
‘free’ hole in cluster C. Although, the results for PBE-D3
are quite similar with respect to absolute numbers, we get
only a difference of 0.62 eV betweenC andA, which hints
to the fact, that the determined excess energies can only
be regarded as rough estimates. Furthermore, one sees
thatA andBhave about 1.0 and 0.8 eV smaller EAs thanC

1691MOLECULAR PHYSICS



M. UTECHT AND T. KLAMROTH

Figure . Optimised geometries for the neutral (a), cationic (b) and anionic (c) species of A-PhCl obtained form the BLYP-D/-G*

calculations. The same colour code is used as in Figure .

and thatA-PhCl and B-PhCl have 2.4 and 2.2 eV smaller
EAs compared with C-PhCl for the B3LYP-D3 results. In
the PBE-D3 case, these numbers are in the same order of
magnitude, i.e. 0.8 eV (A) and 0.6 eV (B) for the clean
systems and 2.0 eV (A-PhCl) and 1.7 eV (B-PhCl) for the
chemisorbed systems.

Although these numbers are only rough estimates,
they nevertheless indicate, that the charged clusters could
be at least a reasonable model for localised ‘hot’ charge
carriers with an excess energy in the range of the exper-
imentally observed thresholds, i.e. bias voltages of 1.4 V
(electrons) [29] and -1.2 V (holes) [30]. Nevertheless, the
estimated energies seem to bemore sensitive to the choice
of the cluster and/or the quantum chemistrymethod than
most other quantities (see below).

3.3. Geometries

Geometry optimisation was performed for all charge
states, in order to assess the influence of the charge local-
isation on the nuclear coordinates for all clusters with
and without chlorobenzene adsorbed. Such optimised
geometries for A-PhCl at the B3LYP-D3/6-31G* level of
theory are given in Figure 5. One can see that the most
striking geometrical changes occur with participation of
the adatom.

The values of selected bond lengths and their changes
upon charging are shown in Table 2 for the clean clus-
ters and in Table 3 for the chemisorbed systems. The
labelling of the respective atoms is given in Figure 3(b).
Again there are no qualitative differences between PBE-
D3 andB3LYP-D3. Generally, the observed changes upon
charging are a bit more pronounced for B3LYP-D3 than
for PBE-D3. For the clean clusters in the neutral and the
cationic state most values are quite comparable. The only
exception is the distance between the adatom, Sia, the
underlying silicon atom, Siv, i.e. RSia−Siv . We attribute this
to the fact that the exact shape of the trigonal bipyra-
midal arrangement of silicon atoms depends very deli-
cately on the details of the surrounding in the clusters. For
the small clusters, this arrangement is horizontally com-
pressed, which leads to comparable RSia−Sid but different

Table . Selected bond lengths for the clean clusters in the neu-
tral systems and their changes, �, in charged systems. All val-
ues are given in Å. For the labelling of the atoms see Figure (b).
Most significant changes are in boldface.

PBE-D BLYP-D

RSia−Sid
RSia−Si

v
RSia−Sid

RSia−Si
v

A . . . .
�A+ − . − . − . .
�A− . 0.181 . 0.255
B . . . .
�B+ − . − . . .
�B− . 0.222 . 0.262
C . . . .
�C+ − . − . − . .
�C− − . − . . .

RSia−Siv . It is the other way round, i.e. RSia−Siv is compara-
ble while RSia−Sid is a bit shorter in C-PhCl, in case of the
clusters with chlorobenzene adsorbed (see Table 3). How-
ever, many properties, like for instance binding energies
(see above), are mostly unaffected by these effects.

While all clean clusters show only little changes in the
selected bond length in the cationic state, RSia−Siv and
to a lesser extent RSia−Sid are substantially elongated in
the anionic state of the small clusters. The same can be
found for the anionic small cluster with chlorobenzene
where also RSia−Siv and RSia−Sid are changed while the
Si-C bond lengths, i.e. RSir−Cr and RSia−Ca , are much less
affected. This means for the ‘confined’ electrons mainly
the adatom geometry is changed, which can also be seen
in Figure 5(c). In contrast, for the ‘confined’ hole themain
effect is seen for the bond between the adatom and the
respective carbon atom (see Figure 5(b)). Consequently
one finds large changes in RSia−Ca for the cationic small
clusters with chlorobenzene. For the large cluster, i.e. the
‘free’ charges, only small bond length changes are seen for
all cases.

For B3LYP-D3 the main changes in the geometries,
i.e. the elongation of RSia−Ca for the cation and the eleva-
tion of Sia in the anion, are fairly independent on the Cl-
position. For instance, we get changes for RSia−Ca between
0.885 Å (Cl-position 3) and 1.182 Å (Cl-position 4) inA-
PhCl+ for all possible Cl-positions shown in Figure 3(a).
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Table . Selected bond lengths in the neutral adsorbate covered systems and their changes, �, in charged systems.
All values are given in Å. For the labelling of the atoms see Figure (b). Most significant changes are in boldface.

PBE-D BLYP-D

RSir−Cr
RSia−Ca

RSia−Sid
RSia−Si

v
RSir−Cr

RSia−Ca
RSia−Sid

RSia−Si
v

A-PhCl . . . . . . . .
�A-PhCl+ . 0.725 − . − . . 0.889 − . − .
�A-PhCl− . . 0.326 0.201 − . . 0.391 0.226
B-PhCl . . . . . . . .
�B-PhCl+ . 0.774 − . − . . 0.927 − . − .
�B-PhCl− − . . 0.319 0.206 − . . 0.397 0.232
C-PhCl . . . . . . . .
�C-PhCl+ − . . . . − . . . .
�C-PhCl− . . . − . . . . − .

We find 0.920 Å (Cl-position 3) and 1.218 Å (Cl-position
4) asmaximal andminimal changes inB-PhCl+. One gets
changes in RSia−Siv in the range of 0.214 Å (Cl-position 1)
to 0.238 Å (Cl-position 4) for A-PhCl−, and 0.216 Å (Cl-
position 1) to 0.244 Å (Cl-position 4) for B-PhCl− in the
anion calculated with B3LYP-D3.

The situation is similar in the case of PBE-D3. Here,
we observe changes of RSia−Ca for A-PhCl+ in between
0.720 Å (Cl-position 3) and 1.097 Å (Cl-position 4). For
B-PhCl+, we get values between 0.666 Å (Cl-position 6)
and 1.149 Å (Cl-position 4). As already stated above, there
is no stable chemisorption geometry for Cl-position 1 for
PBE-D3 in the anion. The situation is again comparable to
B3LYP-D3 for all other Cl-positions. We find changes of
RSia−Siv forA-PhCl− in a range from 0.197 Å (Cl-position
2) to 0.204 Å (Cl-position 4), for B-PhCl− in between
0.195 Å (Cl-position 4) and 0.206 Å (Cl-position 5).

3.4. Charge localisation

As a next step, we computed ESP-charges for the dif-
ferent chemisorbed systems. All calculations were done
for optimised geometries in the respective charge states
and we always refer to atomic charges with hydro-
gens summed into heavy atoms. We found that – espe-
cially for the large systems – the ESP-charges show a
slight dependence on the used coordinate system. There-
fore, the NoSymm keyword was used in all calcula-
tions, in order to keep the coordinate system defined by
the Cartesian coordinates of the fixed hydrogen atoms,
which are determined through the underlying unit cell
structure.

We first investigated, where the additional charge is
located, i.e. in the cluster or on the molecule. Therefore,
we computed the sums of ESP-charges for the cluster
atoms and for the chlorobenzene atoms. These sums and
the differences upon charging are given in Table 4. For all
systems in the neutral state there is a charge transfer from
the cluster to the molecule. Here, B-PhCl and C-PhCl

Table . Sum of ESP-charges with hydrogens summed into
heavy atoms for the chlorobenzene molecule (adsorbate) and
the different clusters for neutral systems. For the anions and
cations the differences,�, to the neutral system are given.

PBE-D BLYP-D

Adsorbate Cluster Adsorbate Cluster

A-PhCl − . . − . .
�A-PhCl− − . − . − . − .
�A-PhCl+ . . . .
B-PhCl − . . − . .
�B-PhCl− − . − . − . − .
�B-PhCl+ . . . .
C-PhCl − . . − . .
�C-PhCl− − . − . − . − .
�C-PhCl+ . . . .

show amuch larger charge transfer (�0.2 e) thanA-PhCl
(�0.07 e).

One sees that the additional charge mainly goes to
the cluster atoms for the sum of charges of the anions.
Here, only−0.089 e (A-PhCl−),−0.063 e (B-PhCl−) and
−0.03 e (C-PhCl−) of the additional negative charge end
up on themolecule for the B3LYP-D3 calculations. Again,
PBE-D3 yields similar results (i.e. −0.127 , −0.091 and
−0.032 e).

For the large cationic cluster, C-PhCl+, the situation is
comparable and again only 0.03 e of the additional charge
goes to the molecule for B3LYP-D3 and 0.048 e for PBE-
D3. In contrast, the additional positive charge is much
more concentrated on the molecule for the small clus-
ters. One finds 0.295 e for A-PhCl+ and 0.286 e for B-
PhCl+ as a change in the sum of charges for B3LYP-D3.
For PBE-D3, 0.301 e (A-PhCl+) and 0.264 e (B-PhCl+)
are observed.

The computed charge localisations, or more pre-
cisely their changes, nicely correspond to the geometric
changes, for the confined charge carriers. In both cases
we see for the electrons large changes in the cluster at
the adatom. For holes the molecule and the molecule
adatom bond aremostly affected. These changes are fairly
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Table . Atom resolved ESP charges with hydrogens summed
into heavy atoms forA-PhCl, B-PhCl and C-PhCl. For the anions
and cations differences, �, to the neutral systems are given.
Labels are explained for the case of A-PhCl in Figure (b). The
most significant differences are in boldface.

PBE-D BLYP-D

Sia Sid Ca Sia Sid Ca

A-PhCl . − . − . . − . − .
�A-PhCl+ − . . 0.556 − . . 0.543
�A-PhCl− −0.172 −0.173 . −0.216 −0.202 .
B-PhCl . − . − . . − . − .
�B-PhCl+ − . . 0.502 − . . 0.623
�B-PhCl− −0.162 −0.200 . −0.200 −0.225 .
C-PhCl . − . − . . − . − .
�C-PhCl+ − . . . . . .
�C-PhCl− − . − . − . − . − . − .

independent on details of the small cluster, although
the absolute values of atomic charges differ more than
expected between A-PhCl and B-PhCl.

Furthermore, these changes are fairly independent on
the Cl-position. For instance, we get changes in the range
between −0.028 e (Cl-position 2) and −0.109 e (Cl-
position 1) for the adsorbate charge in A-PhCl− and
between −0.026 e (Cl-position 4) and −0.066 e (Cl-
position 1) in B-PhCl− for B3LYP-D3. For the cations,
we find changes of the adsorbate charge from 0.258 e (Cl-
position 1) to 0.422 e (Cl-position 4) in A-PhCl+ and
form 0.268 e (Cl-position 6) to 0.444 e (Cl-position 4) in
B-PhCl+, again for the B3LYP-D3 case.

The individual charges of the cluster and adsorbate
atoms are given for selected atoms in Table 5 for B3LYP-
D3 and PBE-D3 for Cl-position 5. One sees that the pos-
itive charge on the adsorbate is mainly located on the
C-atom bound to the adatom in the neutral chemisorp-
tion geometry (Ca) and that the negative charge is on Sia
(adatom) and Sid for the case of the small clusters (A-PhCl
and B-PhCl). For the large cluster (C-PhCl) the changes
in these charges are negligible. This hints to rather delo-
calised charges in the case of the large cluster. Again, the
B3LYP-D3 and the PBE-D3 results agree very well.

3.5. Frequencies

In Ref. [34], we demonstrated that the low-temperature
activation energies for non-local desorption [33]
either induced by electrons, (13 ± 3) meV, or holes,
(60 ± 10) meV, can be understood in terms of normal
modes of cluster B-PhCl on the B3LYP-D3/6-31G* level
of theory. Normal modes were calculated, for which
the mass of the fixed saturating hydrogens was set to
1015 amu (1.66× 10−12kg). Furthermore, the linear
transit coordinates between optimised neutral geometry
and the geometries of the charged systems are projected
on the normal coordinates (see, for instance Ref. [56]).

However, an identification of the most important modes
only by the projection coefficients turned out to be mis-
leading, because of the normalisation, which implicitly
contains the mass of the moving atoms. Furthermore, the
linear transit paths are rather large amplitude motions,
which are not well described by only a few normalmodes.
Therefore, we related the normal modes in the respective
energy ranges with substantial projection coefficients to
the geometric changes described above, i.e. the RSia−Ca

elongation and the adatom elevation. For B-PhCl with
B3LYP-D3 we identified two modes in Ref. [34], one at
at 500.0 cm−1 (61.99 meV) with a large Sia − Ca stretch
and one at 96.5 cm−1 (11.96 meV), which represented an

Figure . Overlays with increasing opacity along selected normal
coordinates, which have large contributions to the linear transit
paths towards the optimised geometry of the charged states of
A-PhCl calculated on the BLYP-D/-G* level of theory: (a) a
mode at . cm− (. meV) with a large Sia − Ca stretch con-
tribution, (b) a mode at . cm− (. meV), representing the
adatom elevation.
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adatom elevation. Here, we assume that a displacement
along the normal coordinates pointing to the geometry
of the charged state will lower the energy difference
between neutral and charged state and lead to a higher
probability of forming the resonance state.

In order to proof the robustness of these results, we
do the same analysis also for A-PhCl and for both func-
tionals, B3LYP-D3 and PBE-D3. The resulting modes for
A-PhCl calculated with B3LYP-D3 are sketched in Figure
6. These modes have energies of (a) 498.3 cm−1 (61.8
meV) and (b) 99.6 cm−1 (12.3 meV). For PBE-D3 we
get similar results, however, most frequencies are a bit
smaller. For the Sia − Ca stretch in the anionic case,
we find two important modes for A-PhCl at 480.2 cm−1

(59.5 meV) and 482.9 cm−1 (59.9 meV) and one mode at
447.5 cm−1 (55.4 meV) for B-PhCl. The adatom wagging
ismainly described by amodewith 59.8 cm−1 (7.41meV)
for A-PhCl and a mode with 57.8 cm−1 (7.17 meV) for
B-PhCl. These energies are slightly outside the experi-
mental error bars but still in the right order of magni-
tude. Such differences are not completely unexpected, as
normal mode analysis for such low frequency modes are
known to be rather unreliable.

4. Conclusions and outlook

We reported a comparison between two different small
clusters for the simulation of hot localised charge car-
riers on the Si(111)-7×7 surface. Many findings of this
model approach, which uses small clusters to approxi-
mate a superposition of charged states of the extended
surface, seem to be rather independent on the details of
the clusters used and the underlying quantum chemistry
method. For instance, the localisation of the excess charge
and the induced geometry changes are nearly indepen-
dent on the used functional and cluster. Also, the identi-
fication of normal modes promoting desorption was pos-
sible for all approaches within or near to the energy range
matching experimental low-temperature activation ener-
gies. However, other properties as the estimates of the res-
onance energies or the absolute atomic charges are more
sensitive to details of themodel. Therefore, we plan to val-
idate the approach for other benzene derivates and per-
form first steps towards a dynamical description of the
desorption process, i.e. byBorn–Oppenheimermolecular
dynamics. Especially for such computationally demand-
ing simulations at finite temperatures, it is important to
use clusters as small as possible.
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