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#### Abstract

To plan group-randomized trials where treatment conditions are assigned to schools, researchers need design parameters that provide information about between-school differences in outcomes as well as the amount of variance that can be explained by covariates at the student (L1) and school (L2) levels. Most previous research has offered these parameters for U.S. samples and for achievement as the outcome. This paper and the online supplementary materials provide design parameters for 81 countries in three broad outcome categories (achievement, affect and motivation, and learning strategies) for domain-general and domain-specific (mathematics, reading, and science) measures. Sociodemographic characteristics were used as covariates. Data from representative samples of 15 -year-old students stemmed from five cycles of the Programme for International Student Assessment (PISA; total number of students/schools: 1,905,147/70,098). Between-school differences as well as the amount of variance explained at L1 and L2 varied widely across countries and educational outcomes, demonstrating the limited generalizability of design parameters across these dimensions. The use of the design parameters to plan group-randomized trials is illustrated.
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No school is like any other. Schools differ, for example, with respect to the sociodemographic composition of the student body but also with respect to vital educational outcomes such as students' achievement, learning-related motivation and affect, and learning strategies. But how large are these between-school differences? Do differences in educational outcomes also hold when the sociodemographic composition of the student body is taken into account? And are these differences the same in each country, or do they vary across countries? The answers to these questions provide vital design parameters that educational researchers need to plan intervention studies where educational treatments will be randomized at the school level, so-called group-randomized or cluster-randomized trials (Hedges \& Hedberg, 2007).

[^1]Group-randomized trials are particularly important for the development of evidence-based educational policies because they allow strong causal inferences to be made about whether educational treatments work on a larger scale (Institute of Education Sciences \& National Science Foundation, 2013; Slavin, 2002; Spybrook, Westine, \& Taylor, 2016). For instance, the group-randomized trials by Gersten et al., (2015) and Gaspard et al. (2015) are excellent examples of large-scale interventions that foster students' achievement and achievement motivation, respectively.

Relative to the field of medicine with more than 1,000 group-randomized trials conducted so far (see Ivers et al., 2011, Figure 1), the number of group-randomized trials in education (referring to K - 12 students) is relatively small. More specifically, a search in the Education Resources Information Center (ERIC) identified 167 group-randomized intervention studies, most of which were conducted in the United States on students in secondary education (see Figure 1a). Most of these studies were related to health, a smaller number to achievement, and only a few to students' motivation. This pattern of results is (at least somewhat) surprising for two reasons. First, the demand for rigorous research that can help to develop evidence-based educational policies and knowledge-based innovations in education is not tied to the United States but is actually worldwide (Organisation for Economic Co-operation \& Development [OECD], 2007; Slavin, 2002; Spybrook, Shi, \& Kelcey, 2016). Second, many educational interventions (e.g., whole-school reforms; see Cook, Murphy, \& Hunt, 2000; West et al., 2015) may affect several outcomes. Thus, evaluations that are aimed at drawing a differentiated picture of intervention effects as well as of mediating causal mechanisms are needed to assess a broad range of educational outcomes (Lipsey \& Cordray, 2000). Specifically, students' learning-related affect (e.g., enjoyment or anxiety) and motivation (e.g., interests, values, or self-concepts) influence their choice of learning environments as well as the persistence and effort they invest in learning (Eccles \& Wigfield, 2002). Further, (meta-cognitive) learning strategies are supposed to affect the quality of learning outcomes (Boekaerts, 1996; Hattie, Biggs, \& Purdie, 1996). Hence, given their pivotal role in student learning, these student characteristics are considered vital educational outcomes in addition to achievement or health (Durlak, Weissberg, Dymnicki, Taylor, \& Schellinger, 2011; OECD, 2004; Wang, Haertel, \& Walberg, 1993).

It is important to mention that most previous research on design parameters has offered these parameters for U.S. student samples and for achievement as the outcome (see, e.g., Bloom, Richburg-Hayes, \& Black, 2007; Hedges \& Hedberg, 2007, 2013; Schochet, 2008; Spybrook et al., 2016). The overarching goal of this paper is therefore to expand this body of knowledge in three major directions: We examine design parameters (a) at an international level with data from 81 countries, (b) for adolescent students' achievement, motivation, affect, and learning strategies, and (c) to learn the extent to which findings on design parameters generalize across countries and outcome measures. In doing so, we provide necessary information to educational researchers around the world to plan new group-randomized interventions targeting a broad range of educational outcomes.

## Between-School Differences: Measures and Study Planning

When planning group-randomized trials, researchers need design parameters that provide information about between-school differences as well as the amount of variance that can be explained at the school level and the individual student level by means of vital covariates,


Figure 1. Results from a review of the literature: (a) ERIC literature search on the number of cluster-randomized intervention studies in education and (b) distribution of between-school differences in achievement in the United States by domain and grade level as reported in previous research. Notes. The literature search for Figure 1a was performed in ERIC on April 28, 2017. We used the search string ("cluster randomized" or "group randomized") in conjunction with the operator AND to identify K-12 students with the term LV(Elementary Secondary Education) or students in secondary education with the term LV(Secondary Education), respectively. To obtain more information on the field of study, we added either "health," "achievement," or "motivation" with the operator AND to the search string. We used the "Intervention" descriptor and "Foreign Countries" descriptor to limit the search results to intervention studies and studies conducted outside the United States, respectively. In Figure 1b, the black diamonds represent the median values of each distribution. The distributions in mathematics/reading/science are based on 34/34/3 values for elementary students (Grades K-6), 8/6/3 values for middle school students (Grades 78), and $12 / 7 / 4$ values for high school students (Grades 9-12), respectively. Most values for $\rho$ are based on two-level hierarchical linear models (schools at Level 2 and students at Level 1) as reported in the following studies: Bloom et al. (2005), Hedges and Hedberg (2007, 2013), Schochet, (2008), Spybrook et al. (2016), Westine et al. (2013), and Zhu et al. (2012). Only the study by Jacob et al. (2010) reported $\rho$ on the basis of a three-level hierarchical linear model (schools at Level 3, classes at Level 2, and students at Level 1); their study contributed two values to this figure (mathematics and reading achievement in Grade 3). When reported, we used values of $\rho$ that were averaged across several states (Hedges \& Hedberg, 2013) or districts (Bloom et al., 2005).
including sociodemographic characteristics (Bloom, 2006; Hedges \& Hedberg, 2007; Raudenbush, Martinez, \& Spybrook, 2007). Between-school differences are typically measured by the intraclass correlation $\rho$ :

$$
\begin{equation*}
\rho=\sigma_{B}^{2} /\left(\sigma_{B}^{2}+\sigma_{W}^{2}\right) \tag{1}
\end{equation*}
$$

where $\sigma_{B}^{2}$ represents the true variance observed between schools (e.g., achievement differences between schools at the mean level), and $\sigma_{W}^{2}$ represents the variance observed between students within schools (e.g., achievement differences between individual students within schools). The total variance between individual students (i.e., $\sigma_{T}^{2}$ ) is the sum of the betweenschool and within-school variances:

$$
\begin{equation*}
\sigma_{T}^{2}=\sigma_{B}^{2}+\sigma_{W}^{2} . \tag{2}
\end{equation*}
$$

The intraclass correlation varies between 0 and 1 . A value of $\rho=0$ implies that there are no between-school differences on a particular outcome measure; the total variance in the outcome is among individuals within schools. A value of $\rho=1$, on the other hand, implies that students within a certain school do not show any individual differences; the total variance in the outcome is between schools.

Estimates for $\sigma_{W}^{2}$ and $\sigma_{B}^{2}$ can be obtained from hierarchical linear models where the variance of an educational outcome $Y_{i j}$ is decomposed into the variance of individual students $i$ located at Level 1 (L1) and the variance between schools $j$ at Level 2 (L2).

$$
\begin{align*}
Y_{i j} & =\beta_{0 j}+e_{i j}  \tag{3}\\
\beta_{0 j} & =\gamma_{00}+u_{j} \tag{4}
\end{align*}
$$

where $e_{i j}$ represents the residual term of student $i$ in school $j$ (which is assumed to be normally distributed with mean zero and variance $\left.\sigma_{W}^{2}\right), \beta_{0 j}$ represents the intercept of school $j$, $\gamma_{00}$ represents the grand mean of the outcome $Y_{i j}$, and $u_{j}$ represents the residual term of school $j$ (which is assumed to be normally distributed with mean zero and variance $\sigma_{B}^{2}$ ).

Of note, the present article deals with between-school differences. In other words, this article does not provide, for example, variance estimates for mean-level differences between classes in the same school or differences between districts. Variance decomposition as well as variance estimates for these more complex multilevel designs can be found in Bloom et al. (2008), Schochet (2008), Spybrook and Raudenbush (2009), and Hedberg and Hedges (2014). It is notable that Zhu, Jacob, Bloom, and Xu (2012) showed that ignoring the class level in analyses hardly affects the planning or the analysis of two-level intervention studies with students at L1 and schools at L2.

As noted above, the values of $\rho$ are a vital element in the planning of group-randomized trials: $\rho$ enters the computation for the minimally detectable effect size (MDES; Bloom, 1995) because it determines (among other parameters) the precision of estimates of educational intervention effects (i.e., their standard error). A nontechnical description by Jacob, Zhu, and Bloom (2010), p. 165) conceives of the MDES as the smallest (standardized) intervention effect that a study with a certain sample size can detect with confidence. More technically, by convention, the MDES is defined as the smallest intervention effect that has an
$80 \%$ probability of being detected (i.e., statistical power is .80 ) with a two-tailed testing procedure and a level of statistical significance (an alpha level) of .05 (Bloom, 1995; Hedges \& Hedberg, 2007; Jacob et al., 2010; Schochet, 2008). Values of the MDES can be interpreted as any standardized effect size measure with the MDES standardized with reference to the total student-level standard deviation in the outcome (Jacob et al., 2010, p. 166). For example, an MDES of 0.25 represents a treatment effect of one quarter of a student-level standard deviation (see Bloom et al., 2007, p. 34). When no covariates are used and when educational interventions are assigned at the school level, the MDES of a group-randomized trial is computed as follows (Bloom, 2006, Equation 20):

$$
\begin{equation*}
M D E S=M_{J-2} \cdot \sqrt{\frac{\rho}{P \cdot(1-P) \cdot J}+\frac{1-\rho}{P \cdot(1-P) \cdot J \cdot n}} \tag{5}
\end{equation*}
$$

In Equation 5, $J$ represents the total number of schools randomized to treatment or control status; $M_{J-2}$ represents a multiplier that is based on $t$ distributions specific to the chosen value of statistical significance and power for $J-2$ degrees of freedom (see Schochet, 2008, Table 1 for $M_{J-2}$ as computed for various degrees of freedom), $P$ represents the proportion of schools randomly assigned to the educational intervention, and $n$ represents the harmonic mean of the number of students per school. Of note, $M_{J-2}$ equals approximately 2.8 when 20 or more schools are randomly assigned to the educational intervention and when 20 (different) schools are assigned to the comparison group, yielding $J=40$ (Bloom et al., 2008, p. 24; Schochet, 2008, Table 1).

Equation 5 shows that (everything else being equal) larger values of the intraclass correlation are associated with larger values of the MDES. Thus, to increase the precision of a study and to decrease the MDES, smaller values of the intraclass correlation are desirable. This can be achieved by using covariates to explain variance between or within schools. The proportion of explained variance $R_{L 1}^{2}$ at L1 and $R_{L 2}^{2}$ at L2 (each having a range from $0 \%$ to $100 \%$ ) is computed as:

$$
\begin{gather*}
R_{L 1}^{2}=\left(\sigma_{W}^{2}-\sigma_{W \mid C L 1}^{2}\right) / \sigma_{W}^{2}  \tag{6}\\
R_{L 2}^{2}=\left(\sigma_{B}^{2}-\sigma_{B \mid C L 2}^{2}\right) / \sigma_{B}^{2} \tag{7}
\end{gather*}
$$

with $\sigma_{W \mid C L 1}^{2}$ as the covariate-adjusted within-school variance at L 1 and $\sigma_{B \mid C L 2}^{2}$ as the covari-ate-adjusted between-school variance at L2.

Further, using covariates also yields an adjusted $M D E S_{a d j}$ that is (typically) smaller in size than the MDES that is obtained without covariates (Bloom, 2006, Equation 21).

$$
\begin{equation*}
M D E S_{a d j}=M_{J-g^{*}-2} \cdot \sqrt{\frac{\rho \cdot\left(1-R_{L 2}^{2}\right)}{P \cdot(1-P) \cdot J}+\frac{(1-\rho) \cdot\left(1-R_{L 1}^{2}\right)}{P \cdot(1-P) \cdot J \cdot n}} \tag{8}
\end{equation*}
$$

where $g^{*}$ represents the number of group-level covariates used. Of note, the number of indi-vidual-level covariates does not enter into the degrees of freedom computation for the multiplier $M_{J-g *-2}$ (Bloom, 2006, p. 16).

## Design Parameters to Plan Educational Intervention Studies

## The Need For Appropriate Normative Distributions

When planning a new intervention study, Equations 5 and 8 provide important insights. Specifically, once the desired level of $M D E S$ or $M D E S_{\text {adj }}$ is determined (see the Applications section), researchers need to decide which values of $\rho, R_{L 1}^{2}$, and $R_{L 2}^{2}$ should be entered into these equations to determine the required sample size. One good approach is to use existing estimates of these design parameters from a similar research context (i.e., similar outcome measures and target populations). To judge what constitutes a small, medium, or large value of a certain design parameter, researchers can draw on (so-called) normative distributions that summarize the values of design parameters as obtained in past research (see Cohen, 1988, pp. 12-13, 534; Lipsey et al., 2012, p. 4).

## Empirical Results On Design Parameters

Several studies have contributed to the empirical knowledge base on normative distributions of design parameters. Given the research focus of the present study, we summarize the results for $\rho, R_{L 1}^{2}$, and $R_{L 2}^{2}$ as obtained for two-level models (with schools at L 2 and students at L1) and when sociodemographic covariates are used. We focus on sociodemographic covariates because data for these covariates can be relatively easily obtained in cross-sectional research designs, whereas data for pretests, for example, require longitudinal designs. Using this focus, the extant body of research on design parameters for educational outcomes can be summarized as follows.

First, most previous studies have analyzed design parameters for domain-specific achievement as measured by standardized tests. We are aware of only a single systematic analysis of between-school differences in students' (self-reported) motivation: Martin, Bobis, Anderson, Way, and Vellar (2011) investigated between-school differences in students' mathematics motivation and engagement, drawing on student self-report data from 47 Catholic schools in Australia with students attending Grades 6, 7, and 8. Between-school differences ( $\rho$ ) in their study varied from .00 to .03 . These between-school differences were not further reduced when the authors adjusted for sociodemographic covariates. It is notable that a few other studies have also examined outcomes other than achievement. For example, Hedberg (2016) provided design parameters for teacher reports of kindergarten children's learningrelated or general behaviors, and Jacob et al. (2010) provided design parameters for parent and teacher reports of elementary school students' emotional and behavioral outcomes. Information on design parameters for health-related outcomes can be found in Murray, Varnell, and Blitstein (2004, Table 1), and Jacob et al. (2010).

Second, most studies on between-school differences in achievement have been based on student samples from the United States (Bloom, Richburg-Hayes, \& Black, 2005; Hedges \& Hedberg, 2007, 2013; Jacob et al., 2010; Schochet, 2008; Spybrook et al., 2016; Westine, Spybrook, \& Taylor, 2013; Zhu et al., 2012). Figure 1 shows the distribution of $\rho$ as reported in these studies. Despite some expected variation of $\rho$ across studies or samples, grade levels, and achievement domains, the results of previous research indicate that the variance in between-school differences in achievement in the United States is typically less than 25 (i.e., $\rho<.25$ ) for (a) all achievement domains and (b) grade levels. With one exception, all median values were about $\rho=.20(+/-.02)$.

Third, only a few studies systematically investigated between-school differences in achievement at an international level (e.g., Kelcey, Shen, \& Spybrook, 2016; Zopluoglu, 2012). The results of these international studies clearly show that between-school differences in achievement can vary widely across countries. Drawing on representative national samples of sixth graders in 15 sub-Saharan African countries, Kelcey et al. (2016) found that the range of between-school differences was $.08 \leq \rho \leq .60$ ( $M d n \rho=.30$ ) in reading achievement and $.08 \leq \rho \leq .55$ ( $M d n \rho=.26$ ) in mathematics achievement. Drawing on representative national samples of students attending Grade 4 or Grade 8, Zopluoglu's (2012) results also empirically underscored the wide range of between-school differences in reading, mathematics, and science achievement across countries at both grade levels. For example, in Grade 8, the range of between-school differences across 57 countries was $.08 \leq \rho \leq .60$ (average $\rho=.31$ ) in mathematics achievement and $.06 \leq \rho \leq .61$ (average $\rho=.29$ ) in science achievement.

Fourth, when sociodemographic covariates have been used, design parameters are again available mostly (a) for achievement measures and (b) from studies conducted in the United States (Bloom et al., 2005; Hedges \& Hedberg, 2013; Spybrook et al., 2016). At all grade levels, a substantial part of between-school differences in achievement can be explained by mean differences in students' sociodemographic characteristics between schools: Median values of $R_{L 2}^{2}$ were $M d n R_{L 2}^{2}=.64$ for reading achievement, $M d n R_{L 2}^{2}=.54$ for mathematics achievement, and $M d n R_{L 2}^{2}=.71$ for science achievement. At the individual student level, sociodemographic characteristics explained considerably smaller proportions of variance: Median values of $R_{L 1}^{2}$ were about $M d n R_{L 1}^{2}=.10$ for all three achievement domains. This general pattern of results was also supported by Kelcey et al. (2016) but with considerable heterogeneity across subSaharan countries. When they adjusted reading achievement for students' socioeconomic status by applying a composite measure of socioeconomic status, $R_{L 1}^{2}$ ranged from 0 to .13 with a median value of $M d n R_{L 1}^{2}=.02$ (mathematics achievement: range: $0 \leq R_{L 1}^{2} \leq .14$ with $M d n$ $R_{L 1}^{2}=.01$ ), whereas values of $R_{L 2}^{2}$ ranged from .06 to .74 with a median value of $R_{L 2}^{2}=.45$ (mathematics achievement: range: $0 \leq R_{L 2}^{2} \leq .68$ with $M d n R_{L 2}^{2}=.36$ ).

## The Present Study

To determine the sample size needed for group-randomized trials, researchers need (normative distributions of) design parameters that approximate key characteristics of the target student populations and educational outcomes under investigation (Lipsey et al., 2012). Our literature review of extant studies on design parameters showed that: (a) We have limited knowledge about between-school differences in vital educational outcomes other than achievement, including students' learning-related affect and motivation as well as their learning strategies, (b) The extent to which sociodemographic covariates help reduce between-school differences in students' affective and motivational student characteristics or learning strategies is a relatively open question, and (c) There is scarce empirical knowledge on the extent to which findings on the amount of variance explained by sociodemographic covariates at the student or school levels generalize to countries other than the United States or sub-Saharan African countries. This paper aims to fill these gaps by analyzing betweenschool differences in adolescent students' achievement, motivation, affect, and learning strategies for 81 different countries. We also provide examples of the application of these design parameters under various planning scenarios.

## Method

## Sample and Procedure

The data used in this study were obtained from the Programme for International Student Assessment (PISA) conducted by the OECD. PISA is a triennial international survey that assesses the achievement of 15 -year-old students at the end of compulsory education. Students from OECD and non-OECD countries or economic regions can participate in PISA. (For ease of presentation, we refer to both "countries" and "economic regions" as "countries" in this article). We reanalyzed data from the 2000, 2003, 2006, 2009, and 2012 cycles of PISA. PISA sets high-quality standards for collecting representative probability samples (OECD, 2014c). Specifically, at least 4,500 students in each country participated in each PISA cycle, or the full student population was included if it was smaller than this size. To this end, most countries applied a two-stage sampling design in all PISA cycles. At the first sampling stage, individual schools with 15 -year-old students were systematically sampled from a stratified list of all schools with sampling probabilities proportional to the number of 15 -year-old students enrolled. Strata were specific for each country and included, for example, geographic regions or school type. In each country, a minimum of 150 schools had to be selected; if a country had fewer than 150 schools, all schools were selected. Further, in most countries, around 35 students who were 15 years of age were randomly selected within schools; if a school had fewer than 35 students at age 15, all students in this age group were selected. Table 1 shows that 1,905,147 students attending 70,098 schools in 81 different countries participated in the PISA cycles from 2000 to 2012. The number of countries varied between PISA cycles, with a minimum of 41 countries in PISA 2003 and a maximum of 74 countries in PISA 2009.

## Measures

All PISA measures (i.e., standardized tests and self-report instruments) were developed on the basis of advice from substantive and statistical expert panels and the results of extensive pilot studies.

## Sociodemographic Covariates

Information on students' gender, immigration background, and socioeconomic background was collected by means of a student questionnaire. Immigration background was determined by asking each student about their own country of birth as well as that of their mother and father. An (interval-scaled) index on students' socioeconomic background summarized rich information on parents' education, occupational status, wealth, and cultural possessions (e.g., OECD, 2009).

## Achievement

Each PISA cycle focused on one of three domains: mathematics (PISA 2003 and 2012), reading (PISA 2000), and science (PISA 2006). Standardized achievement tests (comprising mul-tiple-choice as well as closed- and open-constructed response items) were administered to assess students' proficiency in applying their domain-specific knowledge and skills to solve

Table 1. Description of the PISA data: Number of participating countries, students, and schools.

| PISA cycle | Countries | Students |  |  |  | Schools |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Total | Min | M | Max | Total | Min | M | Max |
| 2000 | 43 | 228,784 | 314 | 5,321 | 29,690 | 8,526 | 11 | 198 | 1,117 |
| 2003 | 41 | 276,165 | 332 | 6,736 | 29,980 | 10,274 | 12 | 185 | 1,124 |
| 2006 | 57 | 398,750 | 339 | 6,996 | 30,970 | 14,365 | 12 | 252 | 1,140 |
| 2009 | 74 | 515,958 | 329 | 6,972 | 38,250 | 18,641 | 12 | 252 | 1,535 |
| 2012 | 68 | 485,490 | 293 | 7,140 | 33,810 | 18,292 | 12 | 269 | 1,471 |
| Total | 81 | 1,905,147 |  |  |  | 70,098 |  |  |  |

Participating countries/economic regions (number of times the country has participated in PISA, ISO 3166-1 ALPHA-3 code): Albania (3, ALB), Argentina (4, ARG), Australia (5, AUS), Austria (5, AUT), Azerbaijan (2, AZE), Belgium (5, BEL), Bulgaria (4, BGR), Brazil (5, BRA), Canada (5, CAN), Chile (4, CHL), Chinese Taipei (3, TAP), Colombia (3, COL), Costa Rica (2, CRI), Croatia (3, HRV), Czech Republic (5, CZE), Denmark (5, DNK), Estonia (3, EST), Finland (5, FIN), France (5, FRA), Georgia ( 1, GEO), Germany (5, DEU), Greece (5, GRC), Himachal Pradesh-India (1, QHP), Hong Kong (5, HKG), Hungary (5, HUN), Iceland (5, ISL), Indonesia (5, IDN), Ireland (5, IRL), Israel (4, ISR), Italy (5, ITA), Japan ( 5, JPN), Jordan (3, JOR), Kazakhstan (2, KAZ), Kyrgyzstan (2, KGZ), Latvia (5, LVA), Liechtenstein (5, LIE), Lithuania (3, LTU), Luxembourg (5, LUX), Macao (4, MAC), the former Yugoslav Republic of Macedonia ( 1, MKD), Malaysia ( 2, MYS), Malta ( 1, MLT), Mauritius ( 1, MUS), Mexico ( 5, MEX), Miranda-Venezuela ( 1, QVE), Montenegro (3, MNE), Netherlands (5, NLD), New Zealand (5, NZL), Norway (5, NOR), Panama (1, PAN), Peru (3, PER), Poland (5, POL), Portugal (5, PRT), Qatar (3, QAT), Republic of Korea (5, KOR), Republic of Moldova (1, MDA), Romania (4, ROU), Russian Federation ( 5, RUS), Perm region of the Russian Federation (1, QRS), Serbia (3, SRB), Shanghai ( 2, QCN), Singapore ( 2 , SGP), Slovakia (4, SVK), Slovenia (3, SVN), Spain (5, ESP), Sweden (5, SWE), Switzerland (5, CHE), Thailand (5, THA), Trinidad and Tobago (1, TTO), Tunisia (4, TUN), Turkey (4, TUR), United Arab Emirates (2, ARE), United Kingdom (5, GBR), Uruguay (4, URY), United States (5, USA), US: state of Florida (1, QUA), US: state of Connecticut (1, QUB), US: state of Massachusetts (1, QUC), Tamil Nadu-India (1, QTN), Vietnam (1, VNM), the former Yugoslavia (1, YUG).
Notes. Min / Max = Minimum/maximum number of students or schools within a certain country/economic region, respectively. Total = Total number of students or schools that participated in any of the PISA cycles from 2000 to 2012. The total number of countries represents the total number of different countries (and economic regions) that participated in any of the PISA cycles from 2000 to 2012. The ISO 3166-1 ALPHA-3 code is used in Tables S2 and S3 in the online supplement to identify countries.
problems of varying complexity (see OECD, 2014b, for sample test items). Students worked on paper-and-pencil tests from all three domains in every PISA cycle. To this end, in each PISA cycle, a so-called multimatrix design was applied where one of several test booklets was randomly assigned to students; test booklets varied in the test domains that were covered with most test items measuring the domain of focus (e.g., OECD, 2014c). The number of available data points on students' achievement varied somewhat between domains (see Table 2) due to the treatment of planned missing data as implied by the multimatrix designs. Specifically, in PISA 2000 (in contrast to all later PISA cycles), domain-specific achievement scores were estimated only when students worked on test booklets containing test items from that domain. In later PISA cycles, achievement scores were estimated for all students in all domains (e.g., OECD, 2014c). The achievement scores demonstrated at least satisfactory levels of internal consistency (see Table S1 in the supplementary material): The average/median reliability estimates ranged from .78 (science achievement; PISA 2000) to .92 (mathematics achievement; PISA 2012).

## Affect and Motivation

The self-report scales for affective and motivational outcomes (see Table S1 for example items) were used to assess constructs that were related to students' motivation and drive (e.g., perseverance, openness, interest, and instrumental motivation to learn), the beliefs they held about themselves as learners (e.g., self-efficacy, self-concept), as well as their affective experiences (e.g., enjoyment, anxiety) while learning in each domain (OECD, 2014a). We
Table 2. Between-school differences in educational outcomes by constructs and domains: Distribution of intraclass correlations ( $\rho$ ) and variance explained by sociodemographic characteristics at the individual student $\left(R_{L 1}^{2}\right)$ and school level $\left(R_{L 2}^{2}\right)$.

| Construct | Number of Values for $\rho$ | Students | Schools | $\rho$ |  |  |  |  | $R_{L 1}{ }^{1}$ |  |  |  |  | $R^{2}{ }_{L 2}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Min | P33 | Mdn | P66 | Max | Min | P33 | Mdn | P66 | Max | Min | P33 | Mdn | P66 | Max |
| Achievement |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Mathematics | 81 | 1,803,751 | 70,082 | . 06 | . 34 | . 41 | . 46 | . 61 | . 00 | . 05 | . 06 | . 08 | . 14 | . 01 | . 61 | . 66 | . 69 | . 95 |
| Reading | 81 | 1,899,536 | 69,932 | . 07 | . 35 | . 41 | . 47 | . 64 | . 03 | . 06 | . 09 | . 10 | . 21 | . 30 | . 64 | . 68 | . 71 | . 96 |
| Science | 81 | 1,803,599 | 70,085 | . 06 | . 32 | . 39 | . 44 | . 59 | . 01 | . 03 | . 05 | . 07 | . 14 | . 20 | . 62 | . 66 | . 70 | . 95 |
| Affect \& Motivation |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| General |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Control expectations | 34 | 144,164 | 5,598 | . 01 | . 02 | . 03 | . 04 | . 09 | . 00 | . 02 | . 02 | . 03 | . 07 | . 13 | . 37 | . 49 | . 60 | . 99 |
| Effort | 34 | 144,035 | 5,598 | . 00 | . 02 | . 03 | . 04 | . 07 | . 00 | . 01 | . 02 | . 03 | . 06 | . 00 | . 16 | . 28 | . 42 | . 99 |
| Instrumental motivation | 34 | 143,999 | 5,598 | . 00 | . 02 | . 02 | . 03 | . 14 | . 00 | . 00 | . 01 | . 02 | . 03 | . 00 | . 21 | . 26 | . 38 | . 80 |
| Openness | 68 | 312,766 | 18,108 | . 00 | . 02 | . 02 | . 03 | . 08 | . 01 | . 04 | . 05 | . 06 | . 20 | . 00 | . 40 | . 59 | . 64 | . 99 |
| Perseverance | 68 | 313,172 | 18,108 | . 00 | . 01 | . 02 | . 03 | . 08 | . 00 | . 01 | . 02 | . 03 | . 07 | . 00 | . 17 | . 32 | . 41 | 1.00 |
| Self-concept | 34 | 142,546 | 5,595 | . 00 | . 02 | . 02 | . 04 | . 07 | . 00 | . 01 | . 02 | . 04 | . 09 | . 00 | . 20 | . 34 | . 39 | . 78 |
| Self-efficacy | 34 | 144,314 | 5,598 | . 01 | . 03 | . 03 | . 04 | . 08 | . 01 | . 02 | . 03 | . 04 | . 11 | . 04 | . 35 | . 44 | . 60 | 1.00 |
| Mathematics |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Anxiety | 69 | 585,387 | 28,315 | . 00 | . 03 | . 03 | . 04 | . 09 | . 00 | . 02 | . 03 | . 04 | . 14 | . 00 | . 32 | . 44 | . 54 | . 97 |
| Attribution of failure | 68 | 314,448 | 18,111 | . 00 | . 02 | . 02 | . 03 | . 11 | . 00 | . 01 | . 02 | . 02 | . 12 | . 00 | . 11 | . 19 | . 27 | . 99 |
| Intention future career | 68 | 301,360 | 18,091 | . 00 | . 02 | . 03 | . 04 | . 12 | . 00 | . 01 | . 02 | . 03 | . 11 | . 00 | . 20 | . 28 | . 40 | 1.00 |
| Instrumental motivation | 69 | 587,280 | 28,338 | . 00 | . 03 | . 03 | . 04 | . 14 | . 00 | . 01 | . 02 | . 03 | . 17 | . 00 | . 14 | . 24 | . 33 | 1.00 |
| Interest | 69 | 586,923 | 28,337 | . 00 | . 04 | . 04 | . 06 | . 17 | . 00 | . 01 | . 02 | . 03 | . 12 | . 00 | . 15 | . 23 | . 33 | . 90 |
| Self-concept | 69 | 584,772 | 28,316 | . 00 | . 03 | . 03 | . 04 | . 12 | . 01 | . 03 | . 04 | . 05 | . 16 | . 00 | . 24 | . 31 | . 36 | . 82 |
| Self-efficacy | 69 | 586,658 | 28,335 | . 02 | . 07 | . 08 | . 11 | . 25 | . 02 | . 04 | . 06 | . 08 | . 15 | . 11 | . 52 | . 62 | . 66 | 1.00 |
| Work ethic | 68 | 314,501 | 18,110 | . 00 | . 03 | . 03 | . 04 | . 13 | . 00 | . 01 | . 02 | . 03 | . 12 | . 00 | . 10 | . 20 | . 34 | . 88 |
| Reading |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Enjoyment | 75 | 726,053 | 27,113 | . 02 | . 05 | . 06 | . 07 | . 18 | . 01 | . 06 | . 08 | . 10 | . 22 | . 00 | . 35 | . 56 | . 66 | 1.00 |
| Interest | 34 | 142,264 | 5,594 | . 01 | . 03 | . 04 | . 06 | . 12 | . 01 | . 04 | . 05 | . 07 | . 20 | . 00 | . 30 | . 56 | . 66 | 1.00 |
| Self-concept | 34 | 142,272 | 5,595 | . 00 | . 03 | . 05 | . 06 | . 11 | . 00 | . 02 | . 04 | . 05 | . 13 | . 01 | . 22 | . 31 | . 37 | . 85 |
| Science |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Enjoyment | 57 | 395,299 | 14,352 | . 02 | . 04 | . 05 | . 07 | . 16 | . 00 | . 01 | . 02 | . 03 | . 08 | . 00 | . 21 | . 28 | . 41 | 1.00 |
| Future orientation | 57 | 390,949 | 14,258 | . 00 | . 03 | . 05 | . 06 | . 19 | . 00 | . 01 | . 01 | . 02 | . 09 | . 00 | . 27 | . 33 | . 41 | . 99 |
| Value | 57 | 393,513 | 14,261 | . 01 | . 03 | . 04 | . 04 | . 08 | . 01 | . 02 | . 02 | . 03 | . 07 | . 00 | . 34 | . 47 | . 55 | . 99 |
| Instrumental motivation | 57 | 367,640 | 14,221 | . 00 | . 03 | . 04 | . 06 | . 12 | . 00 | . 01 | . 01 | . 02 | . 09 | . 00 | . 16 | . 21 | . 32 | . 95 |
| Interest | 57 | 394,586 | 14,352 | . 02 | . 03 | . 05 | . 06 | . 14 | . 00 | . 02 | . 02 | . 03 | . 05 | . 00 | . 19 | . 29 | . 37 | 1.00 |
| Personal value | 57 | 393,218 | 14,261 | . 00 | . 03 | . 03 | . 04 | . 08 | . 00 | . 01 | . 02 | . 04 | . 09 | . 00 | . 17 | . 29 | . 41 | . 93 |

Table 2. (Continued)

| Construct | Number of Values for $\rho$ | Students | Schools | $\rho$ |  |  |  |  | $R_{L 1}{ }^{1}$ |  |  |  |  | $R_{L 2}^{2}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Min | P33 | Mdn | P66 | Max | Min | P33 | Mdn | P66 | Max | Min | P33 | Mdn | P66 | Max |
| Self-concept | 57 | 368,405 | 14,238 | . 00 | . 03 | . 03 | . 04 | . 15 | . 00 | . 02 | . 03 | . 05 | . 12 | . 00 | . 16 | . 21 | . 28 | . 81 |
| Self-efficacy | 57 | 393,771 | 14,261 | . 01 | . 05 | . 05 | . 07 | . 13 | . 01 | . 03 | . 04 | . 05 | . 13 | . 01 | . 53 | . 59 | . 67 | . 99 |
| Learning strategies |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| General |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Control | 75 | 651,886 | 24,120 | . 01 | . 04 | . 05 | . 06 | . 18 | . 00 | . 03 | . 03 | . 04 | . 10 | . 00 | . 35 | . 50 | . 60 | 1.00 |
| Elaboration | 75 | 650,672 | 24,118 | . 01 | . 02 | . 02 | . 03 | . 10 | . 00 | . 02 | . 02 | . 02 | . 06 | . 00 | . 20 | . 26 | . 39 | . 96 |
| Memorization | 75 | 652,608 | 24,120 | . 00 | . 03 | . 03 | . 04 | . 15 | . 00 | . 01 | . 02 | . 03 | . 08 | . 00 | . 18 | . 26 | . 42 | . 92 |
| Mathematics |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Control | 41 | 270,606 | 10,220 | . 00 | . 02 | . 02 | . 03 | . 13 | . 00 | . 01 | . 02 | . 03 | . 08 | . 00 | . 14 | . 22 | . 31 | . 85 |
| Elaboration | 41 | 269,511 | 10,220 | . 00 | . 02 | . 03 | . 04 | . 08 | . 00 | . 02 | . 03 | . 03 | . 17 | . 00 | . 22 | . 38 | . 46 | 1.00 |
| Memorization | 41 | 269,042 | 10,220 | . 00 | . 02 | . 02 | . 03 | . 14 | . 00 | . 01 | . 01 | . 02 | . 05 | . 00 | . 15 | . 22 | . 32 | 1.00 |

[^2] differences represent the mean values for these statistics averaged across PISA cycles. Min $=$ Minimum. P33 $=33^{\text {rd }}$ Percentile. Mdn $=$ Median. P66 $=66$ th Percentile. Max $=$ Maximum.
examined a total of 26 different scales. Except for PISA 2000, we used scales that assessed educational outcomes in the focus domain only or domain-general outcomes. In contrast to previous PISA cycles where students worked on the same questionnaire form, PISA 2012 implemented a multimatrix design for the student questionnaire: Students worked on one of three questionnaire booklets; the booklets were randomly assigned to students and varied with regard to the constructs included. The scale scores of motivational and affective measures demonstrated at least acceptable levels of internal consistency (Table S1): The average/ median reliability estimates ranged from . 66 ("Attribution of Failure" in mathematics; PISA 2012) to .92 ("Enjoyment" in science; PISA 2006).

## Learning Strategies

Self-report scales for learning strategies were used to assess how students study mathematics or how they learn in general (OECD, 2004). Distinctions were made between three strategies: elaboration, memorization, and control strategies, with the last one referring to how students manage their learning (see Table S1 for example items). The scale scores for learning strategies demonstrated at least acceptable levels of internal consistency (Table S1): The average/ median reliability estimates ranged from .60 ("Memorization" in mathematics; PISA 2003) to .77 (domain-general "Elaboration"; PISA 2000).

## Statistical Analyses

To determine the various design parameters, we used multilevel models (as specified in Equations 3 and Equations 4) as well as a sociodemographic covariate model (as specified in 9 and 10) that we adapted from the seminal study by Hedges and Hedberg (2007) for each educational outcome in a certain country and a certain PISA cycle. More specifically, the sociodemographic covariate model that we used in this study included indicator variables representing gender $G(0=$ girls, $1=$ boys $)$, status as a student with a first-generation immigration background $I M_{1}(0=$ otherwise, $1=$ students and parents born outside the country of assessment), status as a student with a second-generation immigration background $I M_{2}$ ( $0=$ otherwise, $1=$ child born in country of assessment with parent(s) born in a foreign country), and the index representing students' socioeconomic status $S$. Further, each variable at L1 was group-mean centered, where $\bar{G}_{j}, \overline{I M}_{1, j}, \overline{I M}_{2, j}$, and $\bar{S}_{j}$ represent the respective mean values of these covariates in school $j$.

$$
\begin{gather*}
Y_{i j}=\beta_{0 j}+\beta_{1}\left(G_{i j}-\bar{G}_{j}\right)+\beta_{2}\left(S_{i j}-\bar{S}_{j}\right)+\beta_{3}\left(I M_{1, i j}-\overline{I M}_{1, j}\right)+\beta_{4}\left(I M_{2, i j}-\overline{I M}_{2, j}\right)+e_{i j}  \tag{9}\\
\beta_{0 j}=\gamma_{00}+\gamma_{01} \bar{G}_{j}+\gamma_{02} \bar{S}_{j}+\gamma_{03} \overline{I M}_{1, j}+\gamma_{04} \overline{I M}_{2, j}+u_{j} \tag{10}
\end{gather*}
$$

We used Mplus 8 (Muthén \& Muthén, 2017) to test the multilevel models; we used R ( R Core Team, 2017) for all remaining analyses and the R package ggplot2 (Wickham, 2009) to create Figures 1 and 2. In the multilevel analyses, we applied weights at both L1 and L2 to account for factors (at both levels) that led to unequal inclusion probabilities of students in the national samples. To this end, we followed the PISA analyses on school effectiveness (OECD, 2013, p. 221) and used the student final weights (W_FSTUWT). Specifically, the student final weights at L1 were rescaled so that, within each school, they would sum to the


Figure 2. Between-school differences in educational outcomes by construct clusters and domain: distribution of intraclass correlations ( $\rho$ ). Notes. Affective Motivational Constructs: General: $1=$ Control Expectations, $2=$ Effort, $3=$ Instrumental Motivation, $4=$ Openness, $5=$ Perseverance, $6=$ Self-Concept, $7=$ Self-Efficacy. Mathematics: $8=$ Anxiety, $9=$ Attribution of Failure, $10=$ Intentions Future Career, $11=$ Instrumental Motivation, $12=$ Interest, $13=$ Self-Concept, $14=$ Self-Efficacy, $15=$ Work Ethic. Reading: $16=$ Enjoyment, $17=$ Interest, $18=$ Self-Concept. Science: $19=$ Enjoyment, $20=$ Future Orientation, 21 $=$ General Value, 22 = Instrumental Motivation, 23 = Interest, $24=$ Personal Value, $25=$ Self-Concept, $26=$ Self-Efficacy.
school sample size (Mplus command: "WTSCALE = CLUSTER"). The weights at L2 were computed as the sum of student final weights within each school. In the analyses, these weights were then rescaled so that the product of the between and the within weights summed to the total sample size (Mplus command: "BWTSCALE = sample"; Muthén \& Muthén, 2017). When the same measures (e.g., achievement tests in mathematics) were
applied in several PISA cycles (see Table S1), we followed Spybrook et al. (2016) and computed country-specific values of a certain statistical parameter (i.e., $\rho, R_{L 1}^{2}$, and $R_{L 2}^{2}$ ) and the corresponding standard errors by averaging the country-specific values across PISA cycles. A small proportion of values for $R_{L 1}^{2}(1 \%)$ and $R_{L 2}^{2}(3 \%)$ were negative. This could be the result of estimation error, particularly when the estimate of the between-school variance $\sigma_{B}^{2}$ was close to zero (see Jacob et al., 2010, p. 177). Following Hedges and Hedberg (2013, p. 471), we truncated these negative values to zero in further analyses. To provide some empirical guidelines for what might constitute "small," "medium," and "large" values of a certain design parameter, we adopted the approach taken by Hemphill (2003) and Bosco, Aguinis, Singh, Field, and Pierce (2014): We computed the lower, middle, and upper thirds of each normative distribution, with the lower third comprising values up to the 33rd percentile, the medium third comprising values from the 33rd percentile to the 66th percentile, and the upper third comprising values above the 66th percentile.

## Results

In this section, we present normative distributions for the design parameters as obtained for each educational outcome (Table 2 and Figure 2). We further aggregated the results across specific measures to obtain normative distributions for three broad construct clusters (Table 3): (a) achievement, (b) motivation and affect, and (c) learning strategies. The distributions that underlie the results in Table 2 are broken down for each of the 81 countries in Table S2 in the online supplementary materials. Furthermore, Table S3 in the online supplement presents the country-specific distributions of all design parameters for the three construct clusters with the distributions based on all available values for a certain country (e.g., Germany participated in five PISA cycles with three values of $\rho$ obtained for achievement per cycle; combining these values across PISA cycles yielded a distribution with a total of 15

Table 3. Between-school differences in educational outcomes by construct clusters: Distribution of intraclass correlations ( $\rho$ ) and variance explained by sociodemographic characteristics at the individual student $\left(R_{L 1}^{2}\right)$ and school level ( $R_{L 2}^{2}$ ).

| Statistic | Achievement |  |  | Affect and motivation |  |  | Learning strategies |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\rho$ | $R_{L 1}$ | $R_{L 2}^{2}$ | $\rho$ | $R_{L 1}{ }^{2}$ | $R_{L 2}$ | $\rho$ | $R_{L 1}$ | $R_{L 2}^{2}$ |
| $k$ | 243 | 240 | 240 | 1,454 | 1,429 | 1,429 | 348 | 345 | 345 |
| Min | . 06 | . 00 | . 01 | . 00 | . 00 | . 00 | . 00 | . 00 | . 00 |
| P10 | . 19 | . 03 | . 48 | . 01 | . 01 | . 06 | . 01 | . 01 | . 05 |
| P20 | . 25 | . 04 | . 56 | . 02 | . 01 | . 13 | . 02 | . 01 | . 12 |
| P30 | . 32 | . 05 | . 62 | . 03 | . 02 | . 20 | . 02 | . 02 | . 19 |
| P33 | . 33 | . 05 | . 62 | . 03 | . 02 | . 22 | . 02 | . 02 | . 20 |
| P40 | . 37 | . 05 | . 64 | . 03 | . 02 | . 27 | . 03 | . 02 | . 23 |
| Mdn | . 40 | . 06 | . 67 | . 04 | . 03 | . 34 | . 03 | . 02 | . 31 |
| P60 | . 44 | . 08 | . 69 | . 04 | . 03 | . 41 | . 04 | . 03 | . 40 |
| P66 | . 46 | . 09 | . 70 | . 05 | . 04 | . 47 | . 04 | . 03 | . 45 |
| P70 | . 47 | . 09 | . 71 | . 05 | . 04 | . 51 | . 04 | . 03 | . 50 |
| P80 | . 50 | . 10 | . 74 | . 06 | . 05 | . 61 | . 05 | . 04 | . 60 |
| P90 | . 53 | . 12 | . 78 | . 08 | . 07 | . 73 | . 07 | . 05 | . 70 |
| Max | . 64 | . 21 | . 96 | . 25 | . 22 | 1.00 | . 18 | . 17 | 1.00 |

Notes. $k=$ number of values on which a certain statistic is computed. $P=$ Percentile. Min $=$ Minimum. $M d n=$ Median. $M a x=$ Maximum. The values of $k$ on which $R_{L 1}^{2}$ and $R_{L 2}^{2}$ are based are somewhat smaller than $k$ for $\rho$. This was due to the fact that in a small number of PISA cycles, information on some of the sociodemographic covariates was missing for some countries; in these cases, it was not possible to obtain estimates for $R_{L 1}^{2}$ and $R_{L 2}^{2}$.
values for the distribution of $\rho$ for achievement). In Tables S2 and S3, country names were coded according to the ISO 3166-1 ALPHA-3 classification, with a few exceptions (see Table 1 and OECD 2014c, p. 399).

## Achievement

We observed considerable between-school differences in student achievement, with highly similar results obtained for mathematics, reading, and science (Table 2 and Figure 2): Median values of $\rho$ were around $\rho=.40$ in all three domains, with considerable variation in between-school differences across countries. For example, between-school differences in mathematics varied from $\rho=.06$ (observed in Finland, see Table S2) to $\rho=.61$ (observed in the Netherlands). When we aggregated across domains, we found a normative distribution of between-school differences in achievement that was based on a total of $k=243$ values (Table 3). Between-school differences in achievement up to $\rho=.33$ were located in the lower third of the distribution, the range $.33<\rho \leq .46$ constituted the middle third, and values of $\rho>.46$ comprised the upper third. Sociodemographic characteristics explained a substantial part of the variance in between-school differences and a smaller proportion of the variance in within-school differences in most countries. This pattern of results was similar in all three domains, yet the amount of variance explained at L1 and L2 varied considerable across countries (see Tables 2, 3, and S2).

## Affect and Motivation

Compared with the achievement measures, between-school differences in the scales measuring students' affect and motivation were much smaller (Table 2 and Figure 2). Median values of $\rho$ varied from .02 (e.g., general openness) to .08 (mathematics self-efficacy). We also found some (but compared with the achievement measures, considerably less) variation between countries (see Table S2). When we aggregated across the affect and motivation measures ( $k=1,454$; Table 3), the between-school differences in students' affect and motivation up to $\rho=.03$ were located in the lower third of the distribution, the range $.03<\rho \leq .05$ constituted the middle third, and values of $\rho>.05$ comprised the upper third. For all measures of students' affect and motivation, we found that sociodemographic characteristics explained a larger proportion of the variance in between-school differences and a smaller proportion of the variance in within-school differences in most countries (see Tables 2, 3, and S2).

## Learning Strategies

The pattern of results obtained for students' learning strategies was quite similar to that obtained for measures of students' affect and motivation. As shown in Table 2 and Figure 2, median values of $\rho$ varied from .02 (e.g., memorization in mathematics) to .05 (general control). We also found some variation between countries (see Table S2). When aggregated across measures ( $k=348$, Table 3), between-school differences in students' learning strategies up to $\rho=.02$ were located in the lower third of the distribution, the range $.02<\rho \leq .04$ constituted the middle third, and values of $\rho>.04$ comprised the upper third. Again, sociodemographic characteristics explained a larger proportion of the variance in between-school
differences for all measures of students' learning strategies and a smaller proportion of the variance in within-school differences in most countries (see Tables 2, 3, and S2).

## Applications

In this section, we demonstrate various strategies for how the design parameters and their normative distributions can be used to plan group-randomized trials where educational treatment is assigned at the school level. We provide examples of these strategies under three scenarios targeting students' achievement, affect, and motivation as educational outcomes.

## Setting the Desired Level of the Minimally Detectable Effect Size

When planning the sample size of a new group-randomized intervention study, one of the major challenges is to set the desired level of MDES. To this end, researchers ideally take into account several perspectives (Bloom, 2006, p. 7; Schochet, 2008, pp. 64-67). First, from an economic perspective, the (monetary) benefits associated with the proposed effect of the educational intervention should outweigh the costs of the intervention itself (see Schochet, 2008, p. 66, for an example).

Second, from a political perspective, the chosen MDES should be considered to be policyrelevant. One way to address its policy-relevance is to compare the desired MDES with differences ( $\Delta$ ) between weak and average schools (with $\Delta$ being standardized in terms of the student-level standard deviations). For example, in the study by Hill, Bloom, Black, and Lipsey (2008, Table 5), the performance gaps between schools ranged from $.07 \leq \Delta \leq .43$ (Mdn $\Delta=.25)$ in reading achievement to $.14 \leq \Delta \leq .41$ ( $M d n \Delta=.23$ ) in mathematics achievement. An expected standardized effect size (ES) of the intervention of $E S=.25$ would close the typical (i.e., median) achievement gap between weak and average schools. Thus, an ES of .25 but even smaller $E S$ (in the range $.10 \leq E S \leq .20$ ) may be relevant to policymakers (see Bloom, 2006, p. 7; Bloom et al., 2007, p. 39; Schochet, 2008, pp. 64-67). It is notable that an $E S$ benchmark has yet to be established for students' motivation (e.g., in terms of mean-level differences between schools).

Third, from the perspective of an accumulated body of research evidence, the expected effects of the target intervention should lie in the range of what is known from previous research with similar interventions. To this end, researchers can draw on meta-analyses to determine the typical (e.g., mean or median) standardized $E S$ estimates of educational interventions. When doing so, they should consider a few issues: (a) If the implementation dosage of the target intervention (e.g., the duration of the treatment) is stronger or weaker than that reported in previous research, stronger but also weaker effects of the target intervention should be expected. (b) Recall that the MDES is defined in terms of the total student-level standard deviation of the outcome (Jacob et al., 2010, p. 166). It is notable that other standardization methods for computing the ES can be found in the literature (Olejnik \& Algina, 2000), for example, standardization with respect to the standard deviation in the control group or with respect to the pooled standard deviation across the experimental and comparison groups. Depending on the extent to which these standard deviations differ from each other, the very same effect (as measured in its original metric) may correspond to different $E S$ values. Unfortunately, most meta-analyses lack sufficient information to derive crosswalks between the ESs that are based on different standardization procedures. When
determining the MDES, we therefore recommend that researchers report how the $E S$ in a meta-analysis was computed to make these potential differences transparent. (c) Likewise, when countries differ in the total student-level standard deviation of the outcome measures, the very same effect (as measured in its original metric) as obtained in a certain country translates into different $E S$ values. For this reason, we also report student-level standard deviations for each outcome and each country in Table S2 (which also contains details about their computation) to facilitate cross-country comparisons of ES values when using these outcome measures in intervention studies.

## Scenario 1: Required Number of Schools

For all scenarios, we assumed that schools were randomly assigned to conditions: $50 \%$ of schools participated in the intervention (i.e., $P=50$ ), and the remaining $50 \%$ were in the comparison group. Furthermore, in all scenarios, we applied a two-sided testing procedure (with an alpha level of .05 ), and statistical power was set to .80 . The number of sociodemographic covariates was set to $g^{*}=4$ (see Equation 7). We used the software PowerUp! (Dong \& Maynard, 2013) to examine the sample size requirements or attainable values of the MDES for our scenarios.

Using these parameters, suppose Research Team A from Germany plans an educational intervention study involving a whole-school reform, with an intervention that is aimed at improving 15 -year-old students' mathematics achievement. (In the Discussion section, we give some recommendations for strategies that can be used when a country was not included in the present analyses.) The review by Hill et al. (2008, p. 176) showed that the typical standardized ES of educational intervention studies on achievement outcomes lies in the range of $.20 \leq E S \leq .30$ (with the $E S$ defined in terms of the total student-level standard deviation). For planning purposes, Team A considers the various perspectives noted above and uses $M D E S=.25$. Furthermore, Team A decides to sample $n=60$ students per school (e.g., because most German schools at the secondary level have at least 60 students who are 15 years of age). It is important to mention that drawing on the paper, by Jacob et al. (2010, p. 184), Team A wants to take into account the statistical uncertainty associated with the estimate of between-school differences in mathematics achievement (i.e., as reflected in the standard error of $\rho$ ). In doing so, Team A can obtain lower and upper bound estimates for $J$ given the specified conditions. To this end, Team A computes the $95 \%$ confidence interval of $\rho$ by using $t$ distributions with degrees of freedom computed as $d f=J-1$ (Jacob et al., 2010). For example, the point estimate of $\rho=.56$ for mathematics achievement in Germany with a standard error of 0.024 was based on $J=1,117$ schools (Table S2). Using these values, the lower bound of the $95 \%$ confidence interval of $\rho$ is computed as $.56-1.96^{*} 0.024=.51$; the upper bound of the $95 \%$ confidence interval is $.56+1.96^{*} 0.024=.61$. These design parameters show that Team A needs $J=262$ schools when considering the lower bound estimate of $\rho$; it needs $J=287$ for the point estimate and $J=312$ for the upper bound estimate. To increase statistical precision, Team A also takes into consideration assessments of students' sociodemographic characteristics: Table S2 shows that in Germany, sociodemographic covariates explain $9 \%$ of the variance in mathematics achievement at the student level ( $R_{L 1}^{2}=.09$ ) and $75 \%$ of the variance at the school level ( $R_{L 2}^{2}=.75$ ). Thus, when using the sociodemographic covariate adjustment, the required number of schools decreases considerably: $J=70$ schools are needed when considering the lower bound estimate of $\rho, J=76$ for
the point estimate, and $J=82$ for the upper bound estimate. To sum up, to achieve a statistical power of .80 for detecting a typical effect of educational interventions on achievement, Team A should use students' sociodemographic characteristics as covariates and draw a sample comprising (as a conservative upper bound estimate of $J$ ) 82 schools (with $n=60$ students per school).

## Scenario 2: Attainable MDES

In the second scenario, we assume that Research Team B from the United States is planning a group-randomized educational intervention study targeting students' mathematics selfefficacy. Design parameters are reported in Table S2. The research team plans the study with a fixed number of schools (i.e., $J=30$ schools with $n=60$ students per school), which is quite a typical situation because access to schools can be limited for pragmatic reasons (e.g., only a limited number of schools are within a reasonable distance) or due to budgetary constraints (see Spybrook et al., 2016). The primary interest of Team B is in whether the expected MDES lies in the range of the typical intervention effect on students' motivation. The meta-analysis by Lazowski and Hulleman (2016, Table 3) indicated that the typical standardized $E S$ of intervention studies on student motivation is $E S=.43$ (with experimental designs) and $E S=.54$ (with self-report measures). Both $E S$ estimates are based on the pooled standard deviation across experimental and control groups. When determining the MDES of their study design, Team B takes into account the statistical uncertainty associated with the point estimate of $\rho=.06$ (with a standard error of .011 ; see Table S2) obtained for betweenschool differences in mathematics self-efficacy. Doing so yields a lower bound estimate of the $95 \%$ confidence interval of $\rho=.04$ and an upper bound of $\rho=.08$. Using these parameters yields $M D E S$ values of $.25 / .29 / .33$ for the lower bound, point, and upper bound estimates of $\rho$, respectively. In addition, assuming the sociodemographic covariate adjustment (with $R_{L 1}^{2}=.09$ and $R_{L 2}^{2}=.62$; see Table S2), the estimated MDES values associated with the lower bound, point, and upper bound estimates decrease further, yielding estimates of MDES = $.18 / .21 / .23$, respectively. Obviously, the estimated upper bound of the MDES (particularly when assuming a sociodemographic covariate adjustment) is smaller than the typical intervention effect on students' motivation. Thus, Team B can be quite sure that the planned study design is sensitive enough to detect the intervention effect (if one exists).

## Scenario 3: Required Sample Size When the Intervention Targets a Broad Range of Educational Outcomes

In the third scenario, we assume that Research Team C wants to examine the effects of a whole school reform that is supposed to affect students' achievement, affect, and motivation in several domains by means of a group-randomized trial (e.g., Cook et al., 2000; West et al., 2015). To determine the sample size, Team C considers the various perspectives noted above and chooses values of the MDES that are known to be typical for educational interventions (i.e., $M D E S=.25$ for achievement; $M D E S=.45$ for affect and motivation measures). Team C then systematically examines the sample-size requirements (in terms of $J$ ) for both educational outcome clusters under several conditions. To this end, Team C consults Table 3 and uses values for the design parameters ( $\rho, R_{L 1}^{2}$, and $R_{L 2}^{2}$ ) that lie in the range of what constitutes "small" (i.e., the 20th percentile), "medium" (i.e., the median), and "large" values (i.e.,
the 80th percentile). In doing so, Team C obtains information about upper and lower bound estimates of the number of schools that are required to obtain a target MDES for measures of students' achievement or their affect and motivation under several conditions (Table 4). For example, when using covariates, sampling $n=30$ students within schools, and assuming "small" proportions of explained variance in student achievement at L1 and L2 (i.e., $R_{L 1}^{2}=$ .04 , and $R_{L 2}^{2}=.56$ ), Team C needs between $J=70$ schools (with $\rho=.25$ ) and $J=121$ schools (with $\rho=.50$ ). Table 4 also shows that increasing the number of schools rather than increasing the number of students per school is a (much) more effective way to increase statistical power for intervention studies when the treatment is assigned at the school level (see Bloom, 2006, pp. 16-17). As for achievement measures, for example, the total sample size, assuming "small" values of $\rho, R_{L 1}^{2}$, and $R_{L 2}^{2}$, ranges from $70^{*} 30=2,100$ to $62^{*} 90=5,580$ students. When targeting students' affect and motivation, a much smaller number of schools would be needed because the target MDES is larger, and the between-school differences are smaller. It is important to mention that under all conditions, the required sample size for achievement measures is (much) larger than those estimated for measures of affect and motivation. Team C's final decision, then, should focus on the sample size requirements for achievement as these estimates safeguard the MDES set for outcomes measuring students' affect and motivation. When doing so, Team C should balance the required sample size against budgetary constraints, the relative costs of sampling schools versus students, and pragmatic factors (e.g., access to schools). To determine the optimal sample allocation,

Table 4. Number of schools $(J)$ needed to achieve MDES $=.25$ for achievement and MDES $=.45$ for affect and motivation with and without a sociodemographic covariate adjustment for "small," "medium," and "large" values of design parameters.

| Number of students per school | Achievement |  |  | Affect and motivation |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & \rho=.25 \\ & \text { ("small") } \end{aligned}$ | $\rho=.40$ <br> ("medium") | $\begin{aligned} & \rho=.50 \\ & \text { ("large") } \end{aligned}$ | $\begin{gathered} \rho=.02 \\ (\text { "small") } \end{gathered}$ | $\rho=.04$ <br> ("medium") | $\begin{aligned} & \rho=.06 \\ & \text { ("large") } \end{aligned}$ |
|  | No covariate adjustment |  |  |  |  |  |
| $n=30$ | 140 | 213 | 262 | 11 | 14 | 16 |
| $n=60$ | 134 | 208 | 257 | 8 | 11 | 14 |
| $n=90$ | 132 | 206 | 256 | 8 | 10 | 13 |
|  | Sociodemographic covariate adjustment |  |  |  |  |  |
|  | "Small" amount of variance explained at student and school levels |  |  |  |  |  |
| $n=30$ | 70 | 100 | 121 | 12 | 14 | 16 |
| $n=60$ | 64 | 95 | 117 | 10 | 12 | 14 |
| $n=90$ | 62 | 94 | 115 | 10 | 11 | 13 |
|  | "Medium" amount of variance explained at student and school levels |  |  |  |  |  |
|  | $R_{L 1}^{2}=.06$ and $R_{L 2}^{2}=.67$ |  |  | $R_{L 1}^{2}=.03$ and $R_{L 2}^{2}=.34$ |  |  |
| $n=30$ | 56 | 78 | 93 | 11 | 13 | 14 |
| $n=60$ | 50 | 73 | 89 | 10 | 12 | 12 |
| $n=90$ | 48 | 72 | 88 | 6 | 10 | 12 |
|  | "Large" amount of variance explained at student and school levels |  |  |  |  |  |
|  | $R_{L 1}^{2}=.10 \text { and } R_{L 2}^{2}=.74$ |  |  | $R_{L 1}^{2}=.05 \text { and } R_{L 2}^{2}=.61$ |  |  |
| $n=30$ | 46 | 64 | 75 | 11 | 11 | 12 |
| $n=60$ | 41 | 59 | 71 | 6 | 11 | 11 |
| $n=90$ | 39 | 58 | 70 | 4 | 9 | 9 |

Notes. The values for $\rho, R_{L 1}^{2}$, and $R_{L 2}^{2}$ as shown for achievement as well as affect and motivation in this table represent the 20 th percentile, the median, and the 80th percentile taken from Table 3. The values for $J$ were computed with the PowerUp! software (Dong \& Maynard, 2013), assuming $\mathrm{g}^{*}=4, P=50$, a two-sided testing procedure with the alpha level set to .05 and statistical power set to 80 .

Team C may use the software Optimal Design (Spybrook et al., 2013), which allows the user to combine statistical power analyses with a cost perspective.

## Discussion

Results from group-randomized trials provide vital information for evidence-based educational policies and knowledge-based innovations in educational practice. To plan such studies, researchers need design parameters for between-school differences as well as the amount of variance that can be explained at the school or individual student level by means of powerful covariates such as sociodemographic characteristics. Capitalizing on representative samples from 81 countries, this study extended the empirical knowledge base on design parameters in three major directions.

First, we examined students' achievement, learning-related affect and motivation, and learning strategies. Most previous studies have provided design parameters for domain-specific achievement as measured by standardized tests. However, students' learning-related affect (e.g., enjoyment), motivation (e.g., interests), and (meta-cognitive) learning strategies are considered to be vital educational outcomes too (Durlak et al., 2011; OECD, 2004; Wang et al., 1993). Our results showed that between-school differences in achievement were considerably larger than between-school differences in students' affect and motivation or learning strategies: Median values for achievement were around $\rho=.40$, whereas median values fell between .02 and .08 for affect and motivation and between .02 and .05 for learning strategies. This pattern of results was found for measures in the domains of mathematics, reading, and science, as well as for domain-general measures. The small between-school differences in students' affect and motivation found for many countries in this study are thus wellaligned with the results of previous research (Martin et al., 2011). Although small in absolute size, the values of between-school differences in affect and motivation as well as learning strategies can be put into perspective by comparing them to other research fields that have a longer tradition in conducting group-randomized trials. More specifically, the betweenschool differences that we found for affect and motivation as well as learning strategies in the present study are comparable in size to important public-health-related outcomes (e.g., smoking, drinking, drug abuse), where between-cluster differences typically range from .01 to .05 for clusters such as communities, firms, hospitals, or schools (Bloom et al., 2007; Murray \& Blitstein, 2003).

Second, we investigated the extent to which sociodemographic covariates help to reduce between-school differences in educational outcomes at an international level. Previous research on design parameters when a sociodemographic covariate adjustment was applied has derived knowledge from achievement measures where most student samples came from the United States. This line of research showed that between-school differences in achievement (Hedges \& Hedberg, 2007; Schochet, 2008) were considerably reduced when sociodemographic covariates were controlled for. It is notable that we are aware of only a single study that examined the effects of a sociodemographic covariate adjustment on betweenschool differences in motivation (Martin et al., 2011). This previous study found no further reduction in (the already small) between-school differences. It is important to mention that the present study showed that sociodemographic covariates can reduce between-school differences in all three educational outcomes under investigation but to different degrees and at different levels. Specifically, sociodemographic covariates explained a considerably larger
proportion of variance at the school level than at the student level. We found this pattern for all three educational outcome clusters as well as for both domain-specific and domain-general measures. However, the values of $R_{L 1}^{2}$ and $R_{L 2}^{2}$ varied considerably between educational outcomes: The median values of $R_{L 1}^{2}$ were .06 for achievement, .03 for affect and motivation, and .02 for learning strategies. The median values of $R_{L 2}^{2}$ were .67 for achievement, .34 for affect and motivation, and .31 for learning strategies. Thus, adjusting for sociodemographic covariates has a considerably larger effect on improving statistical precision for achievement measures than for measures of students' affect, motivation, or learning strategies (see also Scenario 3 in the Applications section).

Third, we determined the extent to which findings on design parameters generalize across countries. Previous research on design parameters for achievement measures mostly used student samples from the United States. Furthermore, Zopluoglu (2012) and Kelcey et al. (2016) conducted the largest international studies (so far) on between-school differences in student achievement with student data from up to 57 countries from all over the world and 15 sub-Saharan countries, respectively. However, to date, no study has examined betweenschool differences in students' affect and motivation or learning strategies at an international level. Except for results from sub-Saharan countries (see Kelcey et al., 2016), empirical results on design parameters after sociodemographic covariate adjustment are lacking as well. The present analyses clearly indicated that countries vary considerably in all design parameters (i.e., $\rho, R_{L 1}^{2}$, and $R_{L 2}^{2}$ ) for all educational outcomes-students' achievement, affect and motivation, and learning strategies-as assessed by domain-specific (i.e., mathematics, reading, science) and domain-general measures. Thus, the results obtained for the United States do not generalize well to the large majority of other countries. For example, the 20th percentile of the normative distribution of between-school differences in achievement was .25 (Table 3). This value lies at the upper bound of what has been found for between-school differences in achievement in U.S. schools across achievement domains and grade levels (Figure 1b). In other words, this example shows that in about $80 \%$ of the countries that were included in the present analyses, between-school differences in achievement were (much) larger than those typically found for schools in the United States. It is notable that the median values for between-school differences in achievement were about $\rho=.40$ in the present study and thus larger than those reported by Zopluoglu (2012), where mean betweenschool differences in achievement ranged from .23 to .31 . Potential reasons for this discrepancy are manifold. They include the larger number of countries included in the present paper (representing a greater diversity of school systems), differences in the samples (e.g., grade-based sampling in TIMSS and PIRLS vs. age-based sampling in PISA), and differences in the nature of the achievement measures (Klieme, 2016; Wu, 2010).

Taken together, the present results empirically underscore the importance of the recommendations of leading scholars (see Cohen, 1988; Lipsey et al., 2012) to qualify the judgment of what constitutes "small," "medium," or "large" effects by taking into consideration the research context in question (e.g., target population or educational outcome). For example, conventional guidelines to interpret a value of $\rho=.10$ as "medium" (see LeBreton \& Senter, 2008) are not well-aligned with the empirical distributions we obtained for achievement (where $\rho=.10$ is below the 10th percentile at an international level) or the distributions we obtained for affect and motivation measures (where $\rho=.10$ is above the 90 th percentile). In planning educational intervention studies, educational researchers may therefore benefit
considerably from consulting Tables 2 and 3 in this paper as well as the country-specific Tables S2 and S3 in the online supplement.

## Limitations and Outlook

This study has several limitations. First, we provided design parameters for the outcome measures applied in PISA for student samples of 15 -year-olds, with most students attending either Grade 9 or 10. This has two implications for future applications of these parameters: (a) The present design parameters apply well to outcome measures that are identical or at least highly similar to the PISA measures (see Table S1). To the best of our knowledge, however, no studies have investigated the extent to which design parameters differ when different tests or self-report measures are applied to the very same student population. Given that estimates of students' academic growth depend to some extent on the standardized test that is used (see Bloom, Hill, Black, \& Lipsey, 2008, Table 1), this suggests that researchers should be cautious when using the present design parameters for planning purposes when outcome measures differ in content from those applied in PISA. (b) As indicated by our own literature review (Figure 1) as well as the study by Hedges and Hedberg (2007), there does not seem to be any strong systematic relation between design parameters and grade level. Yet, it is an open question whether this pattern of results obtained for the United States generalizes to other countries. Thus, the present normative distributions seem most appropriate for 15 -year-old students or students in Grades 9 and 10.

Second, the present results were derived from national probability samples. States within countries as well as districts within states may vary in their mean levels of educational outcomes. The between-school differences reported in this paper contain some variance that may be located at those higher hierarchical levels. Thus, the values for $\rho$ that we reported in this paper may be considered upper bound estimates rather than lower bound estimates (see also Hedges \& Hedberg, 2007, 2013).

Third, this paper described the variation in design parameters between countries but did not attempt to explain it. Table S2, which provides all country-specific results, may therefore be a fruitful research source for exploring how characteristics of school systems (e.g., the age when students are sorted into different academic tracks) are linked to the size of betweenschool differences or the amount of variance in educational outcomes that can be explained by sociodemographic covariates.

Fourth, we provided design parameters for two-level experiments in which students are nested in schools. Given the available data in PISA, it was not possible to provide design parameters that take into account, for example, mean-level differences between classes in the same school (Bloom et al., 2008). Yet, as shown by Zhu et al. (2012), even when ignoring this source of variance, the present design parameters are reliable for planning two-level intervention studies where educational treatments are assigned at the school level. Other study designs (e.g., a three-level intervention where students are nested within teachers, teachers are nested within schools, and treatment is assigned to teachers within schools), however, require additional information on the variance decomposition of educational outcomes (e.g., variance between classes within schools; see Jacob et al., 2010; Konstantopoulos, 2008).

Finally, we provided design parameters on the basis of a sociodemographic covariate model: We showed that sociodemographic covariates are powerful explanatory variables for increasing statistical precision across all educational outcomes (but particularly for achievement) in most countries. However, some studies have found that pretest data have even
stronger explanatory power for between-school differences in achievement than sociodemographic covariates in reducing variance at the school and student levels in the United States (Bloom et al., 2007; Hedges \& Hedberg, 2007). In particular, drawing on data from U.S. schools, the study by Bloom et al. (2007) indicated that the increase in statistical precision by the use of pretests (a) is similar in size when pretest data are available at only the school level (compared with pretest data that are available at both the student level and the school level), (b) decreases only slightly with increasing time lags between pretests and posttests, and (c) is considerable even when the pretest and posttest differ in content. Using data from the United States, Hedges and Hedberg (2007) as well as Bloom et al. (2007, Table 6) found that demographic covariates provided (almost) no incremental gain in explaining mathematics achievement or reading achievement. This held true at both the student level and the school level once pretest data were controlled for at these levels. Because pretest data were not available in the PISA data, it was not possible to examine the extent to which these findings from the United States generalize across countries in the present study. Nevertheless, in light of the extant research evidence, we think that researchers are well-advised to aim to use pretest data (particularly at the school level) whenever these scores are available (and when data protection regulations permit). In addition to sociodemographic characteristics or even as their replacement, the inclusion of pretest scores in the analytic model may substantially improve the statistical precision and thus reduce the required number of schools or students or the attainable MDES.

## Conclusion and Recommendations

This international study provides reliable design parameters for 81 countries across three vital outcomes (achievement, affect and motivation, and learning strategies) for a broad array of domain-specific (mathematics, reading, and science) and domain-general measures. These design parameters and their (country-specific) standard errors as well as normative distributions represent a rich source for planning two-level group-randomized educational interventions where schools are randomly assigned to experimental conditions. To this end, we provide the following recommendations.

1. When design parameters are available for a certain outcome and a certain country, researchers may refer to the corresponding design parameters and standard errors that are provided in Table S2. In doing so, they can take into account the statistical uncertainty associated with these parameters to determine upper and lower bound estimates of the sample size that is needed to achieve a certain MDES (see Scenario 1). They can also use this information to determine the attainable MDES that is associated with the planned sample size, for example, whether it lies in the range of typical intervention effects (see Scenario 2).
2. When design parameters are available for a certain outcome but not for a certain country, researchers may use one of two strategies: (a) They can use design parameters from the countries reported in Table S2 where the school system is similar in key parameters (e.g., the sociodemographic composition of the student body) to the school system of their home country (see Hedges \& Hedberg, 2013; Spybrook et al., 2016), or (b) They can consult the normative distributions for the outcome-specific design parameters presented in Table 2 and make informed choices for design parameters that constitute
"small," "medium," and "large" values to systematically examine the implications for the design of the planned intervention study.
3. When the intervention (e.g., a whole-school reform) targets a broad range of educational outcomes in several domains, informed estimates of what constitutes "small," "medium," or "large" effects for these outcomes are necessary (see Scenario 3). To this end, we recommend that researchers consult Table S3 when distributions of design parameters are available for the target country and when these distributions are based on a sufficient number of values. Alternatively, when the target country is not included in the present results or when the country-specific distribution of a certain design parameter is based on a rather small number of values, we recommend that researchers refer to Table 3.
In summary, we hope that the design parameters and the strategies for how to apply them that we provided in this paper will help other researchers to plan group-randomized trials that have the potential to provide rigorous evidence for the development of evidence-based educational policies and knowledge-based educational innovations.
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