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Synopsis



Introduction

1 Introduction

Prosody is a rich source of information in spoken language comprehension.
Encompassing the suprasegmental properties of speech—such as intonation,
rhythm, timing, and intensity—the prosodic structure conveys various aspects of an
utterance or a speaker’s intention: It marks types of utterance such as questions and
statements and is used to emphasize contrasting or new information and to focus
on relevant utterance contents. Moreover, it indicates sarcasm or the use of irony,
signals turn-taking in conversation, and may reveal the speaker’s emotional state or
attitude. In tonal languages (such as Mandarin Chinese, which is the most widely
spoken tonal language), prosody additionally has a strong lexical function in that

pitch information is used to encode lexical or grammatical meaning differences.

Above and beyond the aforementioned linguistic and communicative functions, the
pivot role of prosodic information is to divide the continuous speech stream into
chunks, so that each chunk sounds like a complete, self-contained section of the
utterance. This chunking or prosodic phrasing plays a critical role in language
processing (e.g., Cutler, Dahan, & van Donselaar, 1997; Frazier, Carlson, & Clifton,
2006) and spoken language acquisition (e.g., Gervain & Mehler, 2010; Morgan &
Demuth, 1996; Speer & Ito, 2009), because words are never arbitrarily chunked into
prosodic phrases, but instead the prosodic structure reflects the semantic and
syntactic properties of an utterance. Extra-linguistic factors (such as speech
planning or breathing) rarely interfere with this grouping of coherent utterance
parts. Thus, prosodic phrasing helps to convey the intended meaning of a string of

words.

Specifically, infants as well as adults benefit from a close syntax-prosody mapping,
that is, the edges of major prosodic phrases usually coincide with syntactic
boundaries (e.g.,, Downing, 1970; Selkirk, 2005; for German: Truckenbrodt, 2005).
Therefore, prosodic phrasing information enables the listener to draw inferences
about the underlying syntactic structure and hence largely contributes to auditory
sentence comprehension. Accordingly, numerous behavioral studies demonstrated
an influence of prosodic phrasing on syntactic analysis (for comprehensive reviews,

see Cutler et al., 1997; Wagner & Watson, 2010).
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In line with its central role in auditory language comprehension, prosodic phrasing
is also an important source of information in language acquisition, because it
enables infants to segment the continuous speech signal and to extract linguistically
relevant units. According to the concept of Prosodic Bootstrapping (Gleitman &
Wanner, 1982; Morgan & Demuth, 1996; see also Hohle, 2009), prosodic
information like stress, rhythm, and intonation helps young learners to acquire
syntactic and lexical knowledge of their native language. Correspondingly, young
infants have been shown to be highly sensitive to prosodic boundary information
and to use it for segmentation of clauses or words (for a review, see Speer & Ito,

2009).

While the importance of prosodic phrasing for language acquisition and auditory
language processing is evident, it is not yet well understood how the acoustic
correlates of prosodic boundaries are processed in order that infants and listeners
can interpret them linguistically. In other words, when a listener actually perceives
a prosodic boundary as such, the language processing system must have interpreted
acoustic features occurring in the speech stream as signaling the closure of a
prosodic phrase. Hence, successful prosodic phrasing depends on the on-line
classification of acoustic properties such as changes in the fundamental frequency,
segmental duration, and pause occurrence. To date, little is known about listeners’
cognitive processes for making sense of these cues in linguistic interpretation. The
current work thus seeks to shed light on the procedural mechanisms underlying

prosodic boundary perception. In particular, it tackles the following questions:

e How are prosodic boundary cues processed? Under which conditions is a

prosodic boundary perceived as such?

e What is the relation between the acoustic correlates encountered and the
perception of a prosodic boundary? Considering the set of acoustic features
known to correlate with prosodic boundaries, which of them are relevant to

cueing boundary perception?

e When and how does the ability to make use of prosodic boundary cues
develop during infancy?

To answer these questions, this dissertation deals with two factors considerably

affecting boundary perception: (1) contextual influence in terms of the phrase

length preceding the boundary and (2) the influence of specific boundary cues or
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cue combinations on infant and adult boundary perception. It encompasses three
independent studies. Study I (Chapter 7) explores whether adults’ perception of a
prosodic boundary is affected by its position within an utterance. It sheds light on
contextual effects on boundary perception, commonly referred to as an effect of
phrase length, by systematically varying the amount of prosodic context while
another factor, that is, the acoustic correlates signaling a prosodic boundary, was
kept constant. In contrast, in Study II (Chapter 8) and Study III (Chapter 9) the
boundary position was kept constant, but the concomitance of boundary cues was
systematically varied by means of acoustic manipulation. While a considerable
amount of research was aimed at describing the acoustic correlates of a prosodic
boundary and thus identifying the prosodic cues assumed to trigger boundary
perception (see 2.2), little is known about the impact of specific cues or cue
combinations and their interplay in perception. Hence, the current work puts special
emphasis on the systematic acoustic manipulation of prosodic cues to investigate
their specific role in boundary perception. The studies were carefully designed to
infer the role of specific boundary cues and cue combinations both in adult boundary
perception (Study II) and in the development of boundary perception by testing of
infants from two age groups (Study III).

Following this brief outline, the remaining part of the synopsis is divided into five
sections, each of them addressing core issues that underlie or result from the
empirical work presented in the peer-reviewed journal articles: The theoretical
considerations (Chapter 2) cover both the theoretical background regarding the
concept of prosodic phrasing as well as the relevant previous research on boundary
perception. In the methodological considerations (Chapter 3), I discuss two
outstanding characteristics regarding the experimental set-up, namely the
application of the event-related potential (ERP) technique to study boundary
perception and the nature of the stimulus material used throughout the five ERP
experiments included in Study I to III. The research questions are spelled out in the
subsequent Chapter 4 that also refers to the main arguments leading to hypotheses
and possible implications of the results. Finally, a summary of the main findings is
provided (Chapter 5); in the conclusions (Chapter 6), their significance is discussed

in reference to the research questions and hypotheses.
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2 Theoretical considerations

The current work is based on theoretic assumptions regarding prosodic phrasing
and on findings from previous research characterizing the acoustic correlates
signaling a prosodic boundary. This fundament is outlined in the following sections.
Subsequently, previous studies on the perception and weighting of prosodic
boundary cues both in adults and infants are reviewed, while the closing section

covers the question of contextual influence on prosodic boundary perception.

2.1 Prosodic phrasing

In the classic theory of suprasegmental phonology, it is assumed that utterances are
chunked into prosodic constituents of different strength that are hierarchically

organized (see, e.g., Nespor & Vogel, 1986; Selkirk, 1986) as reflected in(1):

(1) The prosodic hierarchy (following Selkirk, 1986):

Utterance (U)
I

Intonational Phrase (IP)

|
Phonological Phrase (PhP)

I
Prosodic Word (PW)

I
Foot (Ft)

|
Syllable (o)

According to the strict layer hypothesis (Selkirk, 1984, 1986), a prosodic unit of one
level of the prosodic hierarchy is exhaustively parsed into constituents of the next-
lower level. Moreover, the assumption of strict layering interdicts skipping of one
layer of representation (e.g., an Intonational Phrase cannot be parsed into a
Phonological Phrase and a Prosodic Word) and recursivity (e.g., an Intonational

Phrase cannot consist of a Phonological Phrase and another Intonational Phrase).

Intonational and Phonological Phrases are pivotal constituents with regard to the
syntax-phonology interface, as their boundaries typically fall together with phrasal

and clausal syntactic boundaries, respectively (e.g.,, Downing, 1970; Selkirk, 2005;
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for German: Truckenbrodt, 2005). Due to this mapping between prosodic and
syntactic units, prosodic boundary perception can be an important guide to the
syntactic structure of spoken language and thus contributes to sentence

comprehension and helps in acquisition.

However, the relationship between prosodic and syntactic structure is inconsistent,
as there is no strict association between a specific prosodic constituent and a
syntactic phrase (see, e.g., Cole, 2014). For instance, the postulated set of categorical
prosodic representations falls short of complying with production data where
different boundary strengths cannot be interpreted as categorical phonological
differences between boundary types (e.g., recursive phrasing found in coordinate
structures; Wagner, 2005). A related problem concerning the assumption of distinct
prosodic categories is that a phonetic definition of different types of prosodic phrase
categories is inconclusive, as different types of phrases (i.e., Phonological and
Intonational Phrase) often look phonetically similar. In other words, when
boundaries of different strengths can be discerned, the differences are quantitative

rather than qualitative.

Attempts to overcome this mismatch between syntactic and prosodic structure
involved postulating additional ad hoc categories (e.g., minor vs. major Phonological
Phrases, Selkirk & Tateishi, 1988; Intermediate vs. Accentual Phrase, Beckman &
Pierrehumbert, 1986) and, more recently, the admission of recursive prosodic
domains (Selkirk, 2005; Truckenbrodt & Féry, 2015), or—as an alternative to the
prosodic hierarchy—a recursive prosodic system (Selkirk, 2011; Wagner, 2005,
2010). In particular, beyond the categorical distinctions, Intonational Phrases of

different strengths should be distinguishable (see, for a discussion, Ladd, 2008).

The ongoing theoretical debate regarding the nature of prosodic representations
and their relation to syntactic structure (see, for a discussion, Wagner & Watson,
2010) notwithstanding, the prosodic structures examined in this work are classified
as Intonational Phrases and the respective boundaries are referred to as
Intonational Phrase boundaries. This classification is not uncontroversial, given the
syntactic nature of the experimental stimuli, namely coordinate structures instead
of clauses (see 3.2). However, bearing in mind that Intonational Phrases are not

exclusively aligned to clausal units (e.g., Watson & Gibson, 2004), the classification
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arises from the prosodic disambiguation instantiated in the current material (see
below). Moreover, the interested reader is referred to Petrone et al. (in press) for a

detailed evaluation of the prosodic structures under investigation.

[ will use the term major prosodic boundary (PB; also spelled out as “prosodic break”,
see Bogels, Schriefers, Vonk, & Chwilla, 2011) in what follows, given that a fine-
grained differentiation between higher level prosodic constituents such as
Phonological or Intonational Phrase is clearly beyond the scope of the present work.
Rather than representing a distinct prosodic category, a PB is defined by its acoustic
correlates occurring uttered speech signal. These acoustic correlates serve as cues
to (major) prosodic boundaries and are described in the following section. Further
on, the terms Intonational Phrase boundary (IPB) and major prosodic boundary (PB)
will be used interchangeably to denote the prosodic phrase boundaries under

investigation.

In sum, the hierarchical organization of prosodic phrases shows a systematic
relation to the lexico-semantic and syntactic structure, in that prosodic constituents
of different strengths are aligned with lexical and syntactic units. Major prosodic
boundaries thus play a crucial role in both sentence comprehension language

acquisition, allowing to infer the edges of syntactic phrases and clauses.

2.2 Prosodic boundary cues

The edges of prosodic phrases are phonetically marked. Across languages, various
acoustic phenomena pertaining to the domains of timing, fundamental frequency,
voice quality, and intensity are known to signal a PB (see, for a review, Cole, 2014;
Wagner & Watson, 2010). Despite a considerable range and interspeaker as well as
cross-linguistic variability in the use of acoustic correlates, the current work
addresses the three main boundary cues identified to signal a PB, namely pause, final
lengthening, and pitch change (for German see, e.g., Gollrad, Sommerfeld, & Kiigler,
2010; Kentner & Féry, 2013; Kohler, 1983; Peters, Kohler, & Wesener, 2005; Petrone

et al,, in press).

A pause, that is, the insertion of an interval of silence at prosodic phrase junctures,
and an increased duration of the segments immediately preceding the boundary

(i.e., final lengthening) are closely related durational PB cues. They have been argued
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to contribute to a single percept of a break (see Wagner & Watson, 2010) as listeners
may perceive a pause even if no interval of silence, but only lengthened phrase-final
segments are presented (e.g., Martin, 1970). Still, taking into account that the
acoustic correlates are ascribed diverging distributions and linguistic functions,
several experimental studies treat pause and final lengthening as two boundary
cues, contributing independently to PB perception (see below). Regarding the
dimension of fundamental frequency and its perceptual correlate pitch, pitch change
(i.e., a pitch rise or fall) clearly signals a PB by indicating the presence of a boundary
tone. Pitch change as a reflection of a boundary tone is usually followed by a pitch

reset at the left edge of the following phrase.

While the use of the prosodic cues is a universal phenomenon, the cue weighting,
that is, the relative importance of one cue (e.g., final lengthening) as compared to
another one (e.g., pitch change), assumedly develops as a function of exposure to the

ambient language and may thus differ across languages (see 2.2.2 below).

Regarding the distribution of prosodic boundary cues in German spontaneous
speech, a corpus study (Peters et al.,, 2005) found that although cue combinations
are frequent in production, 31.5% of all turn-internal boundaries were marked by
only one of the three phrase boundary cues (20.8% pitch change, 9.4% final
lengthening, 1.3% pause). Moreover, the combination of pitch change and final
lengthening occurred predominantly among the possible combinations of two
boundary cues: While 24.6% of all boundaries were marked by the combination of
pitch change and final lengthening, only 8.4% were marked by the co-occurrence of

final lengthening and pause, and only 4.9% by pitch change and pause.

Under the assumption that prosodic cue weighting in perception depends on—or is,
at least, mutually influenced by—the distribution of the cues in the ambient
language, the corpus data indicates that German PB perception does not necessarily
require the presence of all three boundary cues. Further, it suggests that pitch
change, final lengthening, and pause differ with regard to their role in PB perception
in that specific cues or cue combinations have a larger impact than others. However,
research regarding the contribution and the relative importance of prosodic
boundary cues is sparse, especially concerning German PB perception, as will be

outlined in the following section.
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2.2.1  Adult processing of prosodic boundary cues

The contribution of specific acoustic correlates to the perception of a PB has
predominantly been studied in English language comprehension. In a pioneering
study, Streeter (1978) used ambiguous algebraic expressions such as “(A plus E)
times O0” and “A plus (E times 0)” that were acoustically manipulated by
interchanging the pitch contour and the duration pattern (i.e., final lengthening) of
the two alternative phrasings. Participants were asked to render a grouping decision
by stating which of the above cited bracketings was conveyed by the speaker. Both,
duration pattern and pitch contour, provided as single cues affected the listeners’
judgments in that there was a higher tendency to opt for the alternative phrasing
when one of the cues was manipulated. However, only the combination of both cues
completely shifted the listeners’ decision from the original phrasing to the
alternative phrasing. Therefore, Streeter (1978) assumes an additive effect of the

two prosodic cues.

Unlike Streeter, who studied the role of pitch change and final lengthening, Scott
(1982) and Aasland and Baum (2003) focused on the impact of the two temporal
cues—final lengthening and pause—in a phrasal grouping task. Scott (1982) used
short English sentences containing an ambiguous string of three names separated
by different conjunctions (e.g., “Kate and Pat or Tony will come”), while Aasland and
Baum (2003) employed the phrase “pink and black and green”. The natural stimuli
were edited in a stepwise manner by systematically increasing or decreasing the

amount of final lengthening and/or pause duration at the boundary position.

Scott (1982) found the combination of final lengthening and pause duration to be an
effective boundary cue, increasingly shifting the listeners’ decision towards the
alternative phrasing. However, an extended pause provided as single cue was found
to be as effective as the combined occurrence of final lengthening and pause. The
impact of final lengthening as a single cue was not tested. Aasland and Baum (2003)
confirmed that the combined occurrence of final lengthening and pause effectively
triggers PB perception. Crucially, also a sufficiently large final lengthening cue
shifted the participants’ decision towards the alternative phrasing, whereas—in
contrast to the findings by Scott (1982)—even the longest pause cue was insufficient

to provoke PB perception in the absence of final lengthening.
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Presumably, the contradictory results can be traced back to the size of the presented
cues: The pause duration continuum for the manipulated stimuli in Scott (1982)
ranged from 0 ms up to 562 ms, whereas the longest pause cue used by Aasland and
Baum (2003) was only 160 ms long: Although pauses up to 256 ms had been found
in the natural speech stimuli, the experimental pause duration was manipulated
only along a 5-step-continnum with a step size of 40 ms. Thus, the diverging results
concerning the impact of pause as a single cue may reflect confounding differences

in the compilation of the stimulus material.

The same reasoning holds true for inconsistent results recently obtained for cue
weighting in Mandarin Chinese: Zhang (2012) compared the perception of pitch
change, final lengthening, and pause cues in English and in Mandarin Chinese. In
both languages, listeners’ grouping decisions reflected that final lengthening had the
smallest impact on PB perception. The remaining two cues were weighted
differently: English listeners relied more on pause than on pitch contour change,
while Chinese listeners’ decisions were more influenced by pitch manipulation than
by pause. The stronger reliance on pitch information was associated with the
phonemic status of pitch in the Chinese phonological system as compared to non-
tonal languages like English. In contrast, Yang, Shen, Li, and Yang (2014) claimed
pause to be the most powerful PB cue in Mandarin Chinese, while pitch and final
lengthening were assumed to be weaker and, in addition, perceptually equivalent
cues. The pause duration employed in this study represented the duration observed
in natural speech and averaged out at 270 ms, whereas Zhang (2012) inserted
pauses that lasted at maximum 80 ms, although pauses of more than 300 ms

occurred in naturally produced stimuli with PB.

Two recent studies addressed the perception of prosodic boundary cues in German.
Gollrad (Gollrad, 2013; Gollrad et al, 2010) investigated the role of prosodic
boundary cues in the resolution of syntactic case ambiguities. Two different
syntactic structures were examined in order to distinguish between Phonological
Phrase (here: occurring clause-internal) and Intonational Phrase (here: sentence-
final) boundaries (see 2.1). Initially, Gollrad found for clause-internal boundaries
that durational cues (i.e., combining final lengthening and pause) are perceptually

more relevant than cues pertaining to the pitch contour (Gollrad et al., 2010). From
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subsequent experiments aimed at disentangling the contribution of pause and final
lengthening, the conclusion was drawn that final lengthening had the largest impact
on clause-internal case ambiguity resolution. In contrast, as for sentence-final
boundaries, Gollrad (2013) found pitch information to be most decisive, indicating

that boundary tone information plays a major role in the perception of a PB.

Closely related to the current work, Petrone et al. (in press) studied prosodic
phrasing in German coordinate structures. As for the perception of prosodic
boundaries, three behavioral phrasal grouping experiments were carried out, each
focusing on one of the three main boundary cues. To that end, stimuli were used in
which the respective cue was acoustically manipulated in a stepwise manner, while
the other two cues were neutralized. Results were interpreted in terms of individual
contributions to PB perception, since for each single cue the acoustic manipulation
affected listeners' prosodic judgments and shifted their responses towards the
alternative phrasing. Notably, this shift in the grouping decisions was rather abrupt
for the pause cue, but occurred gradually in response to pitch change and final
lengthening cue manipulations. Hence, listeners exploit the pause cue in a
categorical fashion, while pitch change and final lengthening constitute rather

gradual cues to prosodic boundaries.

Apparently, methodological differences (including cue size, nature of the acoustic
manipulations, and experimental task) limit the conclusions that can be drawn from
the cited work that partly yields inconsistent results as to the relative importance of
the prosodic cues under investigation. However, several phrasal grouping studies
suggest that pause is a very salient boundary and seems to be a decisive PB cue, at
least in non-tonal languages. The pre-dominance of the pause cue is further
supported by Peters (2005) who found that the presence of a pause can mask effects
of other boundary cues in German boundary perception. Moreover, there is
consistent evidence that both final lengthening and pitch change contribute to the
perception of a PB. Yet, their specific role and effectiveness as single cues or in

absence of the optional pause cue remains unclear.

For this reason, the present work focuses on the contribution of pitch change and
final lengthening to German phrase boundary perception, both as single cues and in

combination. Abstracting from the apparently salient pause cue bears the advantage
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that light is shed on the two other, acoustically more subtle cues. In particular, it
allows to tease apart the role of final lengthening from the impact of the pause. In
addition, this thesis takes advantage of on-line measures (ERPs, see Chapter 3.1),
tracking the immediate impact of the prosodic cues during incremental boundary
processing. Since ERPs allow language perception studies independent of specific
task demands or an overt response performance, the use is all the more beneficial
as Study IIl investigates boundary cue processing in infants. The respective
background—sketching infants’ abilities to make use of prosodic information—is

given below.

2.2.2 Infant processing of prosodic boundary cues

One of the core aspects of the prosodic bootstrapping account (Gleitman & Wanner,
1982) is that an early sensitivity to prosodic boundaries facilitates the detection of
syntactic units such as clauses and syntactic phrases. Language acquisition research
concordantly demonstrates infants’ sensitivity to prosodic information signaling
clausal and phrasal boundaries (e.g., Hirsh-Pasek et al., 1987; Jusczyk et al.,, 1992;

see, for a review, Speer & Ito, 2009).

Moreover, several behavioral studies focused on infants’ use of prosodic boundary
information for speech segmentation and clause recognition. In particular, Nazzi,
Kemler Nelson, Jusczyk, and Jusczyk (2000), Soderstrom, Kemler Nelson, and
Jusczyk (2005), and Seidl (2007) tested six-month-old English-learning infants and
investigated their ability to recognize previously heard word sequences embedded
in continuous speech using the head-turn preference procedure (HPP, Hirsh-Pasek
etal., 1987; Jusczyk & Aslin, 1995). The studies employed similar crossed designs in
which each of two groups of infants was familiarized with a word sequence
presented in two prosodic versions: One was prosodically coherent, that is, the
critical sequence formed a clause and occurred as a single prosodic phrase, while
the other one was incoherent in that the sequence was a non-clausal unit that
contained parts of two prosodic phrases and spanned a prosodic boundary (see
Table 2.1 for exemplar stimuli). During the test phase infants heard text passages
that either contained the prosodically coherent or the incoherent word sequence.

Importantly, the test passage containing the coherent word sequence heard by the
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first group also contained the incoherent sequence used during familiarization of

the second group of infants and vice versa (see Table 2.1).

Table 2.1 | Exemplar stimuli presented during familiarization and test phase (adapted from Seidl, 2007).

Familiarization

Familiarization Clause Non-clause

groups

Group A [leafy vegetables taste so good] [leafy vegetables][taste so good]
Group B [rabbits eat leafy vegetables] [rabbits eat][leafy vegetables]

Test phase (passages presented to both familiarization groups)
I John doesn’t know what rabbits eat. Leafy vegetables taste so good. They

don’t cost much either.

II Many animals prefer green things. Rabbits eat leafy vegetables. Taste so good

is rarely encountered.

The studies concordantly yielded a preference pattern that depended on the
familiarization: Infants from both groups preferred to listen to the text passage that
contained the prosodically coherent word sequence they heard during
familiarization. This shows that infants recognize a word sequence better when it is
a prosodically coherent clausal unit and that they recognize the sequences on the
basis of the available prosodic boundary cues. Hence, the findings of these studies
do not only show that six-month-old infants are sensitive to prosodic phrasing
information, they further suggest that infants use this information to segment the

speech stream and to recognize clausal units.

Recent language acquisition research examined the development of a language-
specific weighting of prosodic cues. A core question is whether infants need all three
prosodic cues to perceive a PB or whether and at which age a subset is sufficient to
perceive a PB in the ambient language. To investigate the prosodic cue weighting in
English-learning infants, Seidl (2007) altered the difference between sequences
presented in the familiarization phase (see Table 2.1) by neutralizing either one or
two of the prosodic cues. She found that neither the absence of final lengthening nor
of the pause cue kept six-month-old English learners from recognizing the phrases
in continuous speech. In contrast, when the pitch cue was neutralized, the infants no

longer demonstrated successful clause recognition. This pattern of results suggests
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that by six months, English-learning infants are able to perceive a PB on the basis of

a subset of the three main boundary cues, as long as the pitch cue is present.

An extension of the study testing younger English-learning infants (Seidl & Cristia,
2008) revealed that four-month-olds—in contrast to the six-month-olds—need all
three prosodic cues for PB perception. This difference between the age groups is
interpreted in terms of a development in cue reliance, reflecting an attunement of
speech perception to the ambient language and presumably turning boundary cue
processing into an adult-like perception pattern. In order to investigate infants’
boundary cue weighting in a language other than English, the experimental design
was adapted to Dutch (Johnson & Seidl, 2008). Crucially, the pause cue proved to be
necessary for PB perception in six-month-old Dutch learners. As this finding
contrasts the results found for English learners, the diverging results are supposed
to display cross-linguistic variation, suggesting that at six months of age, infants’

prosodic cue weighting may already be affected by the ambient language.

Further evidence for an early development in PB perception stems from two recent
HPP studies with German six- and eight-month-old infants (Wellmann, Holzgrefe,
Truckenbrodt, Wartenburger, & Hohle, 2012, Wellmann, Holzgrefe-Lang,
Truckenbrodt, Wartenburger, & Hohle, submitted). Here, the stimulus material
consisted of short sequences of three coordinated names (similar to the stimuli used
in the present work, see Chapter 3.2). The sequences either formed a single major
prosodic phrase without internal PB, or they were made up by two phrases with an
internal PB. Eight-month-olds successfully discriminated the two prosodic patterns
not only when natural stimuli with fully marked PBs were employed, but also for
acoustically manipulated stimuli containing PBs that were only signaled by pitch
change and final lengthening. However, the stimuli could not be discriminated when
the PB was solely signaled by either pitch change or by final lengthening (Wellmann
et al., 2012). In contrast, for German six-month-olds, the combination of pitch and
lengthening was not sufficient (Wellmann et al., submitted); they needed a pause
cue to discriminate the prosodic patterns. Similarly to the results for English, this
indicates a developmental change in German infants’ PB perception and is

interpreted in terms of a shift from rather basic acoustic detection at six months that
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heavily relies on the pause cue towards a more sophisticated linguistic processing

of PB cues at eight months.

In sum, behavioral studies have demonstrated that infants are highly sensitive to
prosodic boundaries and use this prosodic information for speech segmentation, at
least within the second half of the first year of life. Moreover, results point to a
development regarding the infantile ability to make use of specific prosodic cues and
cue combinations for PB perception. Taking into account studies from three
different languages (English, Dutch, and German) suggests that this developmental
path reflects an attunement to the ambient language. However, neurophysiological
research on infantile boundary processing is sparse and has yielded inconclusive
results (see Chapter 3). Therefore, Study III investigates on-line processing of
prosodic boundary cues in infants using stimuli that allow a direct comparison to
adult cue perception (Study II) and to behavioral results from German learning
infants (Wellmann et al., 2012; Wellmann et al.,, submitted). A basic prerequisite to
investigate boundary perception using acoustically manipulated stimuli is to
evaluate the appropriateness of the original natural stimulus material. Hence, the
preceding Study I employed comparable natural stimuli containing a PB at varying
utterance position. It is aimed at exploring the influence of prosodic context on PB

perception, a crucial factor that is outlined in the following section.

2.3 Contextual influence on boundary perception

Numerous behavioral studies on adult spoken language comprehension
demonstrated an influence of prosodic phrasing on syntactic analysis (see, for a
review, Cutler et al, 1997 and, among others, Kjelgaard & Speer, 1999; Price,
Ostendorf, Shattuck-Hufnagel, & Fong, 1991; Sanderman & Collier, 1997; Schafer,
1997). However, nature and time-course of this interaction are not yet well-
understood. Although the prosody-syntax-mapping relies on the close alignment of
the edges of prosodic and syntactic units, prosodic information is not only present
locally at the boundary position. Instead, it unfolds globally throughout an
utterance. For instance, Clifton, Carlson, and Frazier (2002) argue against a solely
local interpretation of prosodic boundaries. They provide evidence that the prosodic
context in which a PB occurs plays a major role, as the listener determines on a

contextual basis whether a prosodic boundary is relevant for syntactic parsing
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decisions or not: The occurrence and the strength of a preceding boundary as well
as the length of the preceding phrase affected PB perception, irrespective of the
absolute strength of the PB. More recent evidence for this impact of relative PB
strength on boundary perception is provided by Snedeker and Casserly (2010) as
well as Wagner and Crivellaro (2010).

Phrase length, that is the amount of material processed within one constituent, has
been shown to affect prosodic phrasing in speech production and in the processing
of implicit prosody in silent reading (Fodor, 1998; Gee & Grosjean, 1983; Watson
& Gibson, 2004; Hwang & Schafer, 2009). Regarding the perception of prosodic
boundaries, Clifton, Carlson, and Frazier (2006) demonstrate that phrase length
affects the comprehension of syntactically ambiguous sentence structures. These
findings strongly suggest that globally distributed prosodic information is
integrated into the processing of prosodic boundaries as markers of syntactic
structure. However, based on the behavioral data it cannot be decided whether the
global prosodic structure has a direct impact on the perception of prosodic
boundaries or whether the observed effects occur later during the process of
sentence interpretation. Thus, on-line methods like the ERP technique (see below)
are needed to identify whether incremental prosodic processing leads to an
immediate impact of the prosodic context on PB perception. The application of ERPs
to study effects of prosodic context and boundary cue manipulation on PB

processing will be further illustrated in the next section.
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3 Methodological considerations

3.1 Using ERPs in the study of prosodic boundary perception

Behavioral studies make use of so-called off-line methods (e.g., judgment and
reaction time data, or unwitting reactions like head-turns or sucking rates in infants)
that yield the result of a complex perceptual operation. In addition, they require
participants to perform a task (or, in case of unwitting reactions, at least a motor
response) which involves several processing steps until the result can be measured.
This result is usually obtained only after the whole stimulus has been processed.
Even when behavioral measures are tried to be obtained instantly (e.g., via
keystroke during stimulus presentation), the responses have a low temporal
resolution, that is, they do not offer insights as to how and when processing has been
affected by the experimental manipulation. This is because off-line measures are not
obtained continuously, but only at one specific point in time (i.e., within or after

stimulus presentation).

The current work, however, sets out to study on-line perception of prosodic
boundaries by means of a well-established neurophysiological research method,
namely the event-related potential (ERP) technique (see, e.g., Luck, 2014 for a
comprehensive overview). In short, ERPs are ,electrical potentials generated by the
brain that are related to specific internal or external events” (Luck, 2012, p. 523,
emphasis in original). They are obtained non-invasively by continuously recording
participants’ electroencephalogram (EEG) while the experimental stimuli are
presented. Subsequently, a mean is taken for all trials of one experimental condition
to extract the ERPs specifically related to the presented stimuli by averaging out
non-related, random brain activity. An observed ERP waveform contains several so-
called ERP components that can be described in terms of the brainwave’s
morphology (i.e., polarity, amplitude, and latency) and with regard to the scalp
topography (i.e., the spatial distribution across electrode sites). Further, ERP
components are replicable and sensitive to a specific experimental manipulation—
and thus reflect specific underlying neural processes (see Luck & Kappenman, 2012

for a comprehensive discussion and a detailed review of the major ERP
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components). Therefore, ERP studies usually focus on specific ERP components to

address questions regarding the neurocognitive processing architecture.

Notably, using ERPs allows language perception studies independent of specific task
demands or an overt response performance (see Mannel & Friederici, 2008).
Moreover, since the ERP technique discloses the electrical brain activity directly
resulting from a specific event or stimulus, it captures the immediate impact of
(linguistic) information during on-line processing. Due to this high temporal
resolution, it is a useful tool to address questions on the integration of prosodic
information. Accordingly, studies on sentence processing using ERPs demonstrate
an early integration of prosodic information and thus an immediate influence on the
syntactic parsing process (see, e.g., Eckstein & Friederici, 2006). In particular, ERPs
can be employed to study the time course and underlying mechanisms of PB
processing (see, for a review, Bogels et al.,, 2011), since a Closure Positive Shift (CPS,

see below) signals the processing of a major PB perceived in the stimulus material.

Throughout this thesis, the CPS and the advantages of the ERP technique are used
to contribute to our understanding of prosodic boundary processing: First, in Study [
the high temporal resolution allows to investigate the immediate impact of
contextual prosodic information (i.e., phrase length) on the perception of prosodic
boundaries. Then, Study II benefits from the combined use of off-line and on-line
research techniques, namely a prosodic judgment task and ERP recordings, in that
the complementary results allow conclusions to be drawn on a methodological
refinement. Finally, Study III on infants’ processing of PB cue makes use of the ERP
technique by directly and task-independently investigating a population that, using
behavioral measures, could be assessed only very indirectly (e.g., via head-turn

orientation times).

3.1.1 The Closure Positive Shift (CPS)

Steinhauer, Alter, and Friederici (1999) conducted an ERP study comparing the
perception of German sentences that contained either one or two PBs. Brain
responses to prosodic violations (here, a prosodic boundary inserted at a non-
boundary position) indicated that syntactic processing was misled by prosodic

information at an early processing stage. Crucially, in response to each PB a broad
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positive deflection occurred in the ERPs, which was broadly distributed over the
scalp, but found to be largest at central and parietal electrode sites. Due to the co-
occurrence with the closure of a PB, the component was termed Closure Positive Shift
(CPS). To date, the CPS is a well-established indicator of adult PB perception in
various languages: in German (e.g., Mannel & Friederici, 2009; Pannekamp, Toepel],
Alter, Hahne, & Friederici, 2005), English (e.g.,, Itzhak, Pauker, Drury, Baum, &
Steinhauer, 2010; Pauker, Itzhak, Baum, & Steinhauer, 2011; Peter, McArthur, &
Crain, 2014), Dutch (e.g., Bogels, Schriefers, Vonk, Chwilla, & Kerkhofs, 2010;
Kerkhofs, Vonk, Schriefers, & Chwilla, 2007), Swedish (Roll & Horne, 2011),
Japanese (Wolff, Schlesewsky, Hirotani, & Bornkessel-Schlesewsky, 2008),
Mandarin Chinese (Li & Yang, 2009), and Korean (Hwang & Steinhauer, 2011).

Regarding the nature of the CPS, Pannekamp et al. (2005) provided evidence for a
truly prosodic origin by demonstrating that the CPS can be elicited in the absence of
semantic, syntactic, or segmental information, albeit with varying scalp
distributions. Moreover, the CPS has been elicited in the absence of the pause cue
(e.g., Mannel & Friederici, 2009; Steinhauer et al., 1999). This clearly shows that the
CPS is not a variant of an obligatory onset component signaling the detection of new
auditory input (e.g., after a period of silence). Thus, although the CPS may partly
overlap with so-called early auditory evoked potentials, it substantially differs from
this indication of lower level processing related to speech material following the PB.
Moreover, with regard to the impact of specific prosodic boundary cues, this

suggests that a pause is rather optional and not mandatory for PB perception.

Another argument against the CPS reflecting low level acoustic processing is that the
CPS can also be elicited during silent reading (e.g., at comma positions; Drury, Baum,
Valeriote, & Steinhauer, 2016; Steinhauer, 2003; Steinhauer & Friederici, 2001; but
see also Kerkhofs, Vonk, Schriefers, & Chwilla, 2008), indicating that implicit
prosodic phrasing plays a role in written language processing. In a silent reading
study on Korean, Hwang and Steinhauer (2011) found that only longer sentence-
initial constituents elicited a CPS, while no effect was found for short subject noun
phrases. Here, the CPS was considered to reflect the subvocal generation of an
additional prosodic boundary, which was only triggered by long constituents.

Notably, the study demonstrates an influence of constituent length on implicit
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prosodic phrasing and thus indicates that the CPS may be used to study the direct

impact of contextual (prosodic) information on prosodic phrasing.

In sum, there is compelling evidence that the CPS component reflects prosodic
boundary perception in auditory language processing, as the occurrence of the CPS
depends on prosodic information in the speech signal, that is, the prosodic cues
marking the closure of a PB, but not on other linguistic information or on mere
acoustic changes in the input. Furthermore, the occurrence of the CPS during silent
reading is supposed to reflect covert prosodic processing and indicates a sensitivity

to contextual effects on implicit prosodic phrasing.

3.1.2 The Infant CPS

To date, there is mixed evidence whether the CPS can also be found in infants or
whether it emerges only later in development. Pannekamp, Weber, and Friederici
(2006) tested eight-month-old German-learning infants and found a positive shift in
response to sentence stimuli containing an internal PB (versus stimuli without
internal PB). Although this shift was delayed as compared to the adults’ responses
(cf. Pannekamp et al., 2005, Steinhauer et al., 1999), the authors considered it as an

infant CPS reflecting their ability to perceive prosodic boundaries.

Mannel and Friederici (2009) intended to replicate the infant CPS for five-month-
old German-learning infants. Results showed indeed a positive shift in response to
the condition containing an internal PB. However, detailed data analyses revealed
that the effect could not be clearly attributed to the processing of the PB. Instead, it
seemed to derive at least partially from a so-called obligatory onset component (see,
e.g., Kushnerenko et al., 2002). This component signals low-level processing of
newly incoming acoustic input following an interval of silence, that is, after the
pause at the prosodic boundary under investigation. This would also explain the
delayed onset of the positive shift found by Pannekamp et al. (2006): Since the
obligatory onset component is a response to the acoustic input after the pause, it
usually starts later than the CPS signaling the perception of prosodic boundary cues

(though there may be a considerable overlap, see adult studies, above).

Testing of older children (Mannel & Friederici, 2011) indicated that only three- and

six-year-olds—but not 21-month-olds—showed an adult-like CPS in response to
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fully marked PBs. Hence, Mannel and Friederici (2009, 2011) questioned the
existence of an infant CPS and allocated the emergence of the CPS to the acquisition
of sophisticated syntactic knowledge gained within the third year of life. Regarding
the role of specific boundary cues, Mannel, Schipke, and Friederici (2013) found that
six-year-olds show an adult-like CPS when exposed to PBs marked by pitch change
and final lengthening only, while 3-year olds needed the combination of final
lengthening and a pause (Mannel & Friederici, 2016). This finding was interpreted
in terms of a larger impact of durational cues (i.e.,, the combination of final
lengthening and a pause) on German toddlers’ PB processing than pitch cues, which

is in line with results obtained for German adults (Gollrad et al., 2010).

Still, it remains unclear how this neurophysiological development in toddlers and
preschoolers relates to the remarkable competencies that infants possess in terms
of an early sensitivity to prosodic phrasing information (e.g., Hirsh-Pasek et al,,
1987; Jusczyk et al., 1992). Behavioral studies clearly show that already six-month-
old infants use PB cues to segment the speech input and to extract meaningful units
(e.g., Gout, Christophe, & Morgan, 2004; Nazzi et al., 2000; Seidl, 2007; Soderstrom,
Seidl, Kemler Nelson, & Jusczyk, 2003; Shukla, White, & Aslin, 2011). It seems
reasonable to assume that this early use of prosodic boundary cues for segmentation
is also reflected in infants’ brain responses. Moreover, this raises the question
whether the developmental shift in PB cue weighting observed within the first year
of life (Seidl, 2007; Seidl & Cristia, 2008; Wellmann et al., 2012; Wellmann et al,,

submitted) can also be evidenced on the neurophysiological level.

3.2 Using coordinate structures

In contrast to previous ERP studies using long sentence material, the current work
takes advantage of stimulus material that consisted of lists of coordinated names.
More precisely, in each experiment the participants were presented lists of three
German names conjoined with und (‘and’) or oder (‘or’), as illustrated in the
following examples (bracketing indicates the alternative internal groupings, the

respective PB position is marked by a hash mark):
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(2)a. (Mona) # (oder Lena und Lola)
b. (Mona oder Lena) # (und Lola)

(3)a. (Moni und Lilli und Manu)
b. (Moni und Lilli) # (und Manu)

The stimuli were syntactically ambiguous in that a possible subgrouping of the three
names depended on the presence and position of an internal PB: In Study I, the
stimuli contained a PB either after the first or after the second name as in (2),
whereas in Study II and III, the stimuli either contained no internal PB or a PB after
the second name (3) that was signaled by different prosodic cues or cue

combinations, depending on the experimental condition.

Although the current stimulus material deviates from the sentence material
commonly used in ERP studies on PB perception (see 3.1.1), using coordinated lists
bears several advantages. First, the limited range of linguistic material facilitates a
careful control of the phonetic and phonological characteristics of the material. For
instance, only disyllabic, trochaic names were used. The names were composed of
four sonorants to allow a thorough acoustic analysis and—in case of Study II and
[II—manipulation of the stimulus material. Second, the simple structures facilitate
a fine-grained temporal analysis of the material which is of special importance in
ERP studies: Due to the high temporal resolution, stimuli from different conditions
usually need to be temporally aligned (i.e., time-locked to a crucial position within
the stimulus) before one can reasonably compare them. Finally, using short lists
instead of clausal stimuli is advantageous in testing infants (Study III), since shorter
and less complex stimuli are easier to access for a population with a short attention

span and low processing capacities.

Moreover, comparable stimuli have already been used in behavioral studies on
boundary perception (e.g., Aasland & Baum, 2003; Streeter, 1978; see above) testing
the impact of prosodic boundary cues and cue combinations. Thus, the coordinate
structures have proven suitable to unravel fine differentiations in boundary
perception. In addition, production studies with English and German speakers found
that the crucial prosodic boundary cues yielding the intended subgroupings are

produced in coordinate structures. This has been shown for lists of short sentences

23



Synopsis

(e.g., Féry & Truckenbrodt, 2005; Ladd, 1988) and for lists of names (e.g., Kentner

& Féry, 2013; Petrone et al., in press; Wagner, 2005) as used in the current work.

On these grounds, the chosen material is considered most suitable to investigate PB
perception using ERPs, both in infants and adults. However, care has to be taken
when drawing inferences from different studies since the apparent methodological
variety—also with regard to the stimulus material—may distort the picture and at

least complicates direct comparisons.
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4 Research questions and hypotheses

Despite the importance of prosodic phrasing for both language acquisition and
comprehension, little is known about the procedural mechanisms underlying
prosodic boundary perception. In order to specify factors that play a crucial role in
perceiving a prosodic boundary as such, the present work investigates both
contextual influences as well as the impact of specific prosodic cues and cue

combinations on PB perception in German.

Study I addresses the role of the prosodic context and explores whether adults’
perception of a prosodic boundary is affected by its position within an utterance.

Specifically, the ERP experiment is aimed at answering the following questions:

e Is a CPS—indexing PB perception—elicited in response to PBs occurring in
coordinated lists of names, irrespective of the boundary position within the

coordinate structure?

e Does the previously processed prosodic context directly impact on the
perception of a PB?

To answer these questions, Study I features systematic variation of the position of

an utterance-internal PB and compares stimuli that contain an early PB, that is, a PB

after a short phrase, with stimuli that contain a late PB which is thus preceded by a

larger amount of prosodically structured speech material. Crucially, the local

acoustic correlates of the prosodic boundaries do not differ across the two positions.

Given that coordinated lists of names have already been used to study PB perception
behaviorally and that the relevant prosodic cues were evidenced in the production
of comparable stimuli (see 3.2), | hypothesize that a CPS will be elicited in response
to the PBs presented. Under the assumption that PB perception is solely based on
the local occurrence of specific acoustic cues in the signal (e.g., Marcus & Hindle,
1990), I would expect a CPS in both conditions, with the latency of the component
varying as a function of the boundary position (early vs. late). If, in contrast, PB
perception depends on contextual factors such as the position of a prosodic
boundary within an utterance, this should be evident in differences in the
occurrence of the CPS between the two conditions that go beyond the presupposed
latency difference. Hence, in Study I, the comparison between the ERPs in response

to an early PB with those in response to the late PB is expected to shed light on
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potential processing differences that are due to the amount of previously processed

speech material, that is, prosodic context information.

Study II examines the processing of specific prosodic boundary cues and cue
combinations to specify their role in adult PB perception. In particular, two
experiments collecting ERP and prosodic judgment data address the following

questions:

e Do adult listeners perceive a PB in acoustically manipulated speech material

that contains only a subset of the established prosodic cues?

e More precisely, is a CPS—indexing PB perception—elicited in response to
PBs that are signaled by a) pitch change only, b) final lengthening only, or c)
a combination of pitch change and final lengthening, but no pause cue?

e Do the ERP results match the prosodic judgments? That is to say, to what
extent does the occurrence of the neurophysiological marker known to signal
PB perception (i.e., the CPS) relate to the behavioral results?

Study II uses stimulus material that is systematically manipulated to determine the
impact of the two single cues and the combined cue occurrence. With regard to the
CPS, the reasoning goes as follows: If pitch change and final lengthening are
sufficient to trigger boundary perception as sole cues or in combination, a CPS will
be elicited for the respective experimental conditions as compared to a baseline
condition containing no prosodic boundary cues. Based on previous behavioral and
ERP research (see above), [ hypothesize that a CPS occurs when pitch and final
lengthening cues are jointly presented. If, in contrast, no CPS is elicited in response
to the joint cue presentation, this would hint at an essential role of the third prosodic
cue, namely the pause between two major prosodic phrases. Concerning the impact
of the single prosodic cues, empirical evidence so far is inconsistent and, especially
with regard to ERPs, very sparse. A CPS elicited in response to the respective
condition would hence point to the single cue being sufficiently effective to trigger
PB perception, while the absence of a CPS would indicate that pitch change and/or
final lengthening are not effective as single cues. Crucially, if a CPS is elicited for
more than one condition, CPS amplitude differences may shed light on an additive
functioning and the relative importance of the prosodic cues. Moreover, with regard
to the evaluation of on-line versus off-line methodological approaches, I expect both

behavioral and ERP data to reflect PB perception concordantly. That is to say, I
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assume that the occurrence of the CPS will be reflected in the prosodic judgments
given in response to the respective condition. Nevertheless, the two methodological
approaches complement one another in that ERPs may provide additional insights
into prosodic boundary cue processing when behavioral results are inconclusive

(i.e., responses at floor or chance level).

Analogously, Study III examines the development of prosodic boundary cue
perception in infants. To that end, six- and eight-month-olds are presented with
stimuli containing either no boundary cues, only a pitch cue, or a combination of
pitch change and final lengthening. Using ERPs, the study avoids the need for an

overt (motor) response and seeks to clarify the following research questions:

e Is PB perception in six- and eight-month-old infants already reflected by a

brain response similar to the adult CPS?

e Do German-learning infants perceive a PB either signaled by the co-
occurrence of pitch change and final lengthening or by a pitch cue presented

in isolation?

e (Canthe developmental path suggested by behavioral studies be traced on the
neurophysiological level, that is, are there differences between the two age
groups that can be interpreted in terms of an attunement in prosodic
boundary processing?

To date, there is mixed evidence regarding the existence of an infant CPS (see
Chapter 3.1.2). However, infants’ ability to make use of prosodic boundary cues for
segmentation has been demonstrated in numerous behavioral studies; it thus seems
likely to be reflected in the infants’ brain responses. In contrast to previous studies,
using stimuli that do not contain a pause cue will allow to clearly tease apart a

possible infant CPS from the occurrence of an obligatory onset component.

Under the assumption that previous behavioral results (Wellmann et al., 2012) will
be reflected in the ERP data, I hypothesize that eight-month-old infants show a
specific brain response indicating PB perception in response to stimuli that contain
both pitch change and final lengthening. In contrast, the brain response to stimuli
containing only the pitch cue will presumably not differ from that to stimuli without
PB cues. Given that six-month-old infants only recognized PBs containing the pause

cue (Wellmann et al., submitted), I assume that this age group will not show a
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specific brain response signaling PB perception in response to either of the
conditions containing prosodic boundary cues. Hence, the developmental shift
occurring behaviorally between six and eight months of age should be traceable in
the ERP data. However, this assumption needs to be qualified by mentioning that a
specific brain response may precede the corresponding behavioral response in the
course of development (see, e.g.,, Mannel & Friederici, 2008, for a methodological
discussion) resulting in accordant but time-shifted observations at the behavioral

and the neurophysiological level.
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5 Summary of the major results

In Study I, adult participants were presented with coordinated lists of names that
contained a PB either after the first (EARLY condition) or after the second name
(LATE condition). Visual inspection of the ERP data suggested that a CPS is elicited
in response to stimuli from the LATE condition, whereas no such positive shift
occurred in response to the stimuli with a PB after the first name. Given that
auditory ERPs are highly susceptible to acoustic changes and latency differences in
the stimulus material (see, e.g., Steinhauer & Drury, 2012), three different
approaches to a statistical data quantification were pursued in order to account for
possible confounding stimuli differences: Two analyses assessed differences in the
ERP data relative to stimulus onset, using different baselines and time windows, and
a third analysis compared the ERP data time-locked to the boundary position. All
analyses yielded statistically significant results that reflect differences in processing
an early as compared to a late PB. Moreover, the very first broad analysis as well as
the analysis relative to the boundary position statistically confirmed the occurrence
of a CPS corresponding to the PB at the late boundary position. The third, most fine-
grained analysis revealed a fronto-central distribution of the CPS effect. In contrast,
no CPS occurred in response to the PB at the early boundary position. This positional
effect—yielding a CPS in response to the LATE condition, but not in response to the
EARLY condition—shows that PB perception depends on contextual factors such as
the position of a boundary within an utterance. It follows that the prosodic cues,
which were unequivocally present in both conditions, were processed in different
ways. Given that the crucial difference caused by the manipulation of the boundary
position was the length of the major prosodic phrase preceding the boundary, the
results presumably reflect an immediate impact of this preceding prosodic context
on PB perception. Despite this influence of prosodic context, the results of Study I
clearly demonstrate that coordinate structures are suitable to investigate PB

perception, as a CPS was reliably elicited for the PB after the second of three names.

Given the results of Study I, Study II focused on the late boundary position and
examined the role of pitch change and final lengthening in German PB perception.
In two experiments that combined ERP and behavioral measures (i.e., a prosodic

judgment task), I investigated whether adult listeners perceive a PB in acoustically
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manipulated speech material that contained either no, one, or two prosodic
boundary cues. Both the ERP and the behavioral results suggest that pitch change
and final lengthening cues need to occur in combination to trigger PB perception:
Concerning the neurophysiological findings, only the experimental conditions with
a combined occurrence of both cues provoked a CPS response. Correspondingly, on
the behavioral level these stimuli were predominantly judged as containing a PB.
Pitch change and final lengthening presented as single boundary cues, in contrast,
did not elicit a CPS nor did they shift the listeners’ judgments towards perceiving a
PB. This pattern of results was obtained regardless of the two types of pitch cue
employed in the experiments (i.e., local vs. global pitch manipulation, see 8.2.2).
Hence, behavioral and ERP data from Study II consistently show that German adult
PB perception is evoked by the combination of pitch change and final lengthening,

but not by pitch change or final lengthening alone.

Study III was aimed at investigating the development of prosodic cue perception in
German-learning infants. Based on the findings from Study II, six- and eight-month-
olds were—due to the lower attention span—presented with a subset of the
established experimental conditions of Study II, that is, with stimuli containing
either no boundary cues, only a pitch cue, or a combination of pitch change and final
lengthening. For both age groups, the ERP results featured a positive deflection in
response to the latter condition. Given that the statistical analyses revealed
significant differences compared to the control condition without boundary cues,
this suggests the presence of an infant CPS signaling PB perception provoked by co-
occurring pitch change and final lengthening cues. In contrast, the ERP wave forms
elicited in response to stimuli containing only the pitch cue resembled the ERPs
obtained for the control condition; correspondingly, the two conditions did not
significantly differ from each other. Overall, the findings of Study III indicate that
both six- and eight-month-old infants perceive a PB when it is signaled by a co-
occurrence of the two examined cues. Accordingly, PB perception at these ages does
not appear to require the presence of a pause cue. Further on, in line with the results
for adults, a pitch cue presented in isolation is insufficient for PB perception in both

age groups.
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6 Conclusions

This dissertation encompasses three ERP studies investigating factors that
potentially impact on PB perception: contextual influence and the role of specific
boundary cues and cue combinations. The experimental findings shed light on the
procedural mechanisms underlying prosodic boundary perception. In what follows,
[ will first summarize what can be inferred from the respective results and how the
findings relate to the research questions formulated in Chapter 4. To conclude, I will
illustrate how the current work contributes to a better understanding of the role of
prosodic boundary perception in language comprehension and acquisition, also

considering potential limitations and open questions for future research.

6.1 On the role of prosodic context in PB perception

With regard to the influence of prosodic context on PB perception in coordinate
structures, Study I revealed that prosodic boundaries are not processed locally in
the sense that a PB is perceived whenever the relevant prosodic boundary cues are
present. Instead, PB perception—as indexed by the occurrence of a CPS—was
shown to be affected by the preceding prosodic context in that a CPS was only
elicited in response to a late PB, but not in response to an early PB following a very

short phrase.

To begin with, it should be noted that the stimuli in previous ERP studies on PB
perception usually consisted of long sentences (e.g., Bogels et al.,, 2010; Mannel
& Friederici, 2009; Pannekamp et al,, 2005; Steinhauer et al., 1999). Study I is the
first work demonstrating that the CPS can be elicited in response to prosodic
boundaries in short, non-sentential sequences, such as coordinated lists of names.
In line with behavioral studies using this kind of coordinated structures to
investigate prosodic phrasing in production and perception (e.g., Kentner & Féry,
2013; Lehiste, 1973; Wagner, 2005, 2010), this result of Study I provides further

evidence for the CPS as an indication of PB perception.

Crucially, the observed pattern of results points to a direct contextual influence on
PB perception: While the CPS indexes PB perception in the LATE condition, the

absence of the CPS in response to a PB occurring at the early boundary position
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strongly suggests that the encountered acoustic boundary correlates—a pitch rise,
final lengthening, and a pause—were not processed as PB cues when they followed
a very short phrase early in the utterance. This processing difference suggests that
at the early position, PB perception was not warranted by the preceding prosodic
context. Two possible accounts explain the results either in the light of relative

boundary processing or from a cognitive resource viewpoint (see also 7.4):

First, the acoustic correlates may not have been processed as PB cues because there
was not enough previous prosodic information available serving as a benchmark to
evaluate the acoustic changes as PB cues. This reasoning is in line with behavioral
studies highlighting the importance of the relative strength of a PB compared to
other nearby boundaries (e.g., Carlson, Clifton, & Frazier, 2001; Clifton et al., 2002;
Wagner, 2005, 2010). Such a benchmark (i.e.,, in terms of a preceding weaker
boundary) was not available within the first short constituent. Moreover, not only
previous boundaries, but also contextual prosodic information in general may serve
as a reference system for boundary perception. Due to the shortness of the first
constituent, no such or not enough previous context (e.g., information on segmental
duration and pitch variation) was available to interpret the prosodic boundary cues

as such during on-line processing.

Second, the absence of the CPS may result from an unnecessity for chunking at the
early boundary position. As outlined above, prosodic boundaries enable the listener
to chunk the incoming auditory signal into larger units and may thus help to reduce
processing costs. In the EARLY condition, the boundary cues are encountered when
listeners have only perceived a minor part of the utterance (in fact, only two
syllables). Therefore, there may simply be no need to chunk this word into a larger
(prosodic) unit. Notably, it is likely that the cognitive process underlying prosodic
chunking is reflected in CPS occurrence. Therefore, the unnecessity to chunk

information leads to the absence of the CPS at this early position.

Indeed, both the notion of unnecessary chunking as well as the suggested account of
lacking prosodic context maintain the core assumption that the CPS is not only
mirroring lower level perceptual processes such as the encounter or detection of
prosodic cues. Rather, it has a linguistic or cognitive relevance signaling the use of

prosodic boundary information during on-line processing.
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In sum, the results of Study I are in line with a non-local account of boundary
processing (e.g., Clifton et al., 2002) assuming that prosodic boundaries are
processed relative to previous prosodic information. Importantly, implications from
previous behavioral results are extended by demonstrating that the impact of global
prosodic context is not restricted to subsequent processes of sentence
interpretation, but that it immediately influences the perception of a prosodic

boundary.

6.2 Pitch change, final lengthening, and pause cues in adult and
infant PB perception

The role of specific boundary cues and cue combinations in adult and infant
boundary perception was investigated in Study II and III. In particular, four ERP
experiments explored the impact of pitch change and final lengthening presented as
single boundary cues and in combination, respectively, allowing for conclusions to
be drawn concerning also the third main PB cue, namely, a pause. As for the infants,
testing two different age groups aimed at exploring the developmental path of

boundary cue perception in the course of language acquisition.

Concerning the contribution of specific prosodic cues to PB perception in adults,
Study II revealed that listeners perceive a PB in acoustically manipulated speech
material that contain a combination of pitch change and final lengthening, but no
pause cue. Further, pitch change and final lengthening need to occur in combination,
because the single cues were found to be insufficient to trigger PB perception. This
pattern of results was obtained both at the behavioral and at the neurophysiological
level, confirming that CPS occurrence closely relates to listeners’ judgment of having
perceived a PB: Only the experimental conditions containing a combination of pitch
change and final lengthening gave rise to the occurrence of a CPS and,
correspondingly, significantly shifted the listeners’ judgments towards perceiving a

PB.

With regard to the nonattendant pause cue, Study II confirms that—albeit being an
especially salient cue—it is not a necessary cue to PB perception. This finding is in
line with previous ERP studies (Mannel & Friederici, 2009; Steinhauer et al., 1999)

showing that a CPS is elicited even if the pause was cut out of the stimulus material.
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Further, it matches a corpus study on the occurrence and distribution of prosodic
phrase boundary cues in German spontaneous speech (Peters et al., 2005) which

found pause to be optional and rather infrequent at turn-internal PBs.

As for the role of the single cues presented, the results seem to conflict with earlier
behavioral studies postulating an impact of pitch change and final lengthening on
PB perception, albeit being presented as single cues (e.g., Streeter, 1978; Yang et al.,
2014). Crucially, this conclusion was drawn from the observation of a higher
tendency to accept an alternative phrasing. Also in the current study, listeners
showed significantly larger proportions of trials judged as containing a PB for the
single cue conditions in comparison to the baseline condition without boundary
cues. Thus, the current judgment results actually match previous behavioral
findings in that the acoustic manipulations affected the judgment even when only

one cue was manipulated, that is, presented in the stimulus material.

However, labeling the single prosodic cues tested here as “effective” in the sense that
they may be sufficient to trigger PB perception would be misleading, since the larger
proportion of judgments observed for the single cue conditions are still below or at
chance level; notwithstanding that the acoustic differences between experimental
conditions affect the participants’ response behavior (e.g., resulting in a higher
degree of uncertainty or guessing). In contrast, only the conditions containing both
pitch change and final lengthening yielded results that were significantly above the
chance level, reflecting consistent or at least predominant PB perception for these
conditions. The interpretation that only the combined occurrence of pitch and
lengthening is sufficient to trigger PB perception is also strongly supported by the
neurophysiological data, that is, the absence of a CPS for the respective single cue
conditions. Hence, combining behavioral and neurophysiological measures suggests
a methodological refinement in the sense that a significant increase in the prosodic
judgments towards perceiving a boundary or an alternative prosodic phrasing must

not necessarily be reflecting consistent PB perception.

Moreover, differences in the experimental designs (i.e., using categorical vs. gradient
boundary cue manipulation) and in the magnitude of the boundary cues provided
may explain diverging results in previous studies. The current work used categorical

cue manipulations (i.e., a cue was either absent or present) that were based on
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values found in the natural productions of the particular speaker. The aspired
benefit of this design is to create stimuli that contain PBs that are as natural as
possible while being able to control the impact of particular prosodic cues.
Admittedly, the experimental outcome may depend on exactly such choices
regarding the experimental design (see, e.g., Aasland and Baum, 2003; Petrone et al,,
in press, for stronger effects of single prosodic cues obtained using a gradient

paradigm).

Finally, Study III examined the development of prosodic boundary cue processing
within the second half of the first year of life. The ERP results suggest that PB
perception in six- and eight-month-old infants is already reflected by a brain
response similar to the adult CPS. Clearly, the observed effects cannot be attributed
to low-level processes triggered by newly incoming acoustic material after silence.
This explanation has previously been used by Mannel and Friederici (2009) to
account for a CPS-like deflection in eight-month-old infants’ brain response to fully
marked PBs (Pannekamp et al., 2006). Instead, the results of Study III support the
idea of a CPS-like infant ERP component as proposed by Pannekamp et al. (2006):
In eight-month-old infants, this brain response was elicited in response to stimuli
containing a combination of pitch change and final lengthening but no pause cue.
Thus, the ability to perceive a PB marked by this subset of prosodic cues, which has
previously been demonstrated in behavioral studies on English and German (Seidl,
2007; Wellmann et al., 2012), is also reflected on the neurophysiological level.
Accordingly, no CPS was elicited in response to stimuli containing only one of the
boundary cues, that is, the pitch change cue. Hence, the infant CPS reflects the
sensitivity to prosodic boundary information exploited in language acquisition.
Presumably, it should also mirror the attunement of prosodic cue processing

abilities related to the ambient language.

Surprisingly, however, six-month-olds showed the same pattern of results, namely
a CPS in response to the combination of pitch change and final lengthening, but not
in response to pitch change as a sole PB cue. This finding deviates from the
hypotheses (see Chapter 4) based on behavioral results indicating that six-month-
old German learners only recognize PBs that involve a pause cue ((Wellmann et al.,

submitted) Thus, the developmental shift observed behaviorally between six and
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eight months of age (Wellmann et al., 2012; Wellmann et al., submitted) is not
reflected in the present ERP results. As explicated in Chapter 9.4, this discrepancy
presumably originates from different cognitive demands associated with behavioral
versus neurophysiological test procedures. Thus, a certain acquisition step may first
be evident in ERPs, and, more indirectly assessed, only later observable in a
behavioral response. For instance, ERPs indicate the recognition of the ambient
language’s dominant stress pattern in four-month-old German learners (Friederici,
Friedrich, & Christophe, 2007) while the corresponding behavioral preference is
evident only at six months (Hohle, Bijeljac-Babic, Herold, Weissenborn, & Nazzi,
2009). Therefore, the same pattern of results (i.e.,, a younger age group relying
heavily on the pause cue while older infants perceive a PB on the basis of pitch
change and final lengthening only) potentially occurs when comparing ERPs of even
younger, for instance four-month-old infants with the data obtained for the six-

month-olds.

Although the developmental shift—presumably grounded in a decline of reliance on
the pause cue—is not apparent in the present ERP results, they still shed light on
young learners’ ability to make use of rather subtle, gradient prosodic cues. While
there is much evidence for infants’ particular sensitivity to pauses (e.g., Hirsh-Pasek
et al., 1987; Morrongiello & Trehub, 1987; Schmitz, 2008), the current finding that
German-learning infants consistently perceive a PB despite the lack of a pause hints
at an early adult-like usage of relational prosodic cues, seeing that the pattern of

results also resembles the adult results obtained in Study II.

6.3 General conclusion and future directions

This dissertation offers new scientific knowledge that highlights the role of prosodic
context and evaluates the prosodic cues under investigation. Moreover, it provides
methodological implications concerning research on the integration of prosodic

information both in language comprehension and acquisition.

Regarding the methods applied, this dissertation reinforces previous studies on the
functional significance of the CPS. In several respects, it yields evidence that the
occurrence of a CPS does not merely reflect a brain response to acoustic changes

(which in turn may indicate a PB). Instead, the CPS mirrors the integration of
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available prosodic boundary information into the parsing process. In other words,
it signals the use of prosodic boundary cues for sentence comprehension. Hence, the
CPS constitutes an excellent tool to investigate the cognitive mechanisms underlying
prosody perception and the interplay of prosodic and syntactic as well as semantic
processing. This insight is strengthened by the correspondence of ERP and
behavioral data in Study II. Importantly, the present work is the first to show that
this holds true also for rather short, non-sentential stimuli like coordinate
structures. Therefore, future studies may also benefit from using this kind of

consolidated and well-controlled stimulus material.

Moreover, the present work expands the potential scope of ERP studies focusing on
the CPS, as it supports the notion of an infant CPS that reflects early linguistic
processing of prosodic boundary cues. Making use of the infant CPS may allow future
research to study boundary perception and the integration of prosodic information
in a population that can otherwise (e.g., using behavioral measures) be assessed
only very indirectly. However, given that previous studies came to contradictory
conclusions with regard to the existence of an infant CPS, future work should also
substantiate the concept of an infant ERP component signaling the use of prosodic

information in language acquisition.

Beyond the methodological implications, the present work sheds light on the
processing mechanisms underlying prosodic boundary perception and, more
generally, the integration of prosodic information. First, it affirms previous work
demonstrating the immediate integration of prosodic information as signaled by the
CPS. Second and most notably, the results of Study I suggest an immediate impact of
the preceding prosodic context on PB perception. In particular, they reveal that the
supposed influence of global prosodic context exerts during primary boundary

processing, and not or not only during subsequent sentence interpretation.

Hence, the findings point to a crucial role of prosodic context, one of two factors
affecting PB perception that were investigated here. However, because phrase
length and the presence of an additional boundary were both varied in the
experimental manipulation (i.e., in the LATE condition the critical PB occurred after
a longer phrase, but was also preceded by an additional weaker boundary), future

research is needed to disentangle which specific characteristics of the prosodic
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context impact on PB perception. Hence, it may well be that the strength of a
boundary is not only defined relative to other nearby boundaries (as proposed by
theories assuming relative boundary strength, see, e.g., Snedeker & Casserly, 2010;
Wagner & Crivellaro, 2010), but also or rather with respect to preceding prosodic
context which provides information, for instance, about segmental durations and
pitch variation also at non-boundary positions. Notably, the current work suggests
that in excess of a mere contextual influence, the perception of a PB needs to be
warranted by the preceding context. Whether this mechanism primarily originates
from perceived prosodic benchmark information, or whether a need for chunking
affects PB perception—determined, for instance, by cognitive resource limitations
or linguistic expectation (see, e.g., Brown, Salverda, Dilley, & Tanenhaus, 2011)—

should be a matter for future research.

Future research on boundary processing elaborating the idea of relative boundary
strength will also relate to the second factor investigated in this dissertation, namely
the role of specific prosodic boundary cues and cue combinations. In adult PB
perception as well as in acquisition, the prosodic boundary cues pitch change and
final lengthening seem to be highly interrelated. Presented in combination, they

consistently trigger PB perception, while single cues are insufficient.

Presumably, this outcome relates at least partly to remarkable dependencies in the
perception of pitch and duration: Clearly, pitch change information has to unfold
over time to be perceivable. Beyond that, the pitch contour has also been found to
affect the perception of (vowel, syllable, or non-speech sound) duration across
different languages (see, e.g., Cumming, 2011; Lehiste, 1975; Pisoni, 1976; Yu, 2010;
but also Lehnert-LeHouillier, 2007 for a failure to replicate the findings for German,
Thai, and Spanish). Specifically, participants perceived stimuli as longer that had a
dynamic fundamental frequency (