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Fig. 10: Gyrocopters
carrying the double-tube
CRS1000 neutron detec-
tor. Credit: Photos by L. Ban-
nehr. Second gyrocopter (sky) in-
serted by own montage.
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But, there is time enough to learn of the task which faces the 
Fantastic Four! First, let us discover more about their origin--
let us go back to that momentous day when an angry Ben Grimm 
confronted Dr. Reeds Richards...

Ben: (to Reed)

...[ ]

Before the guard can stop them, the mighty ship which Reed Richards 
had spent years constructing is soaring into the heavens... towards 
outer space!

Reed:

Ben:

If you want to fly to the stars, then you pilot
the ship! Count me out!

You know we haven‘t done enough research into
the effect of cosmic rays! They might kill us all 
out in space!

She‘s behaving like a baby! Everything is perfect!

Yeah, except the cosmic rays!

No one knows what they‘ll do...

Fig. 10.1: The Fantas-
tic Four meet airborne
cosmic rays.
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Fig. 10.2: Double-tube
detector system assem-
bled from two CRS1000.
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Fig. 11: Surveying spa-
tial patterns of neutrons
(inside rover) and natu-
ral gamma rays (trailing
sled) in the Schäfertal.
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Abstract

Water scarcity, adaption on climate change, and risk assessment of droughts and
floods are critical topics for science and society these days. Monitoring andmodeling of
the hydrological cycle are a prerequisite to understand and predict the consequences
for weather and agriculture. As soil water storage plays a key role for partitioning
of water fluxes between the atmosphere, biosphere, and lithosphere, measurement
techniques are required to estimate soil moisture states from small to large scales.

The method of cosmic-ray neutron sensing (CRNS) promises to close the gap
between point-scale and remote-sensing observations, as its footprint was reported
to be ∼ 30ha. However, the methodology is rather young and requires highly in-
terdisciplinary research to understand and interpret the response of neutrons to
soil moisture. In this work, the signal of nine detectors has been systematically
compared, and correction approaches have been revised to account for meteorological
and geomagnetic variations. Neutron transport simulations have been consulted
to precisely characterize the sensitive footprint area, which turned out to be ∼ 6–
18ha, highly local, and temporally dynamic. These results have been experimentally
confirmed by the significant influence of water bodies and dry roads. Furthermore,
mobile measurements on agricultural fields and across different land use types were
able to accurately capture the various soil moisture states. It has been further
demonstrated that the corresponding spatial and temporal neutron data can be
beneficial for mesoscale hydrological modeling. Finally, first tests with a gyrocopter
have proven the concept of airborne neutron sensing, where increased footprints are
able to overcome local effects.

This dissertation not only bridges the gap between scales of soil moisture measure-
ments. It also establishes a close connection between the two worlds of observers and
modelers, and further aims to combine the disciplines of particle physics, geophysics,
and soil hydrology to thoroughly explore the potential and limits of the CRNS method.
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Zusammenfassung

Wasserknappheit, Anpassung an Klimaveränderungen, und Gefahrenabschätzun-
gen von Dürren und Fluten sind heutzutage dringende Themen für Forschung und
Gesellschaft. Vorallem um die Auswirkungen auf Wetter und Landwirtschaft zu ver-
stehen und vorherzusagen, ist es wichtig, denWasserkreislauf der Erde zu beobachten
und zu simulieren. In diesem System spielt Bodenfeuchte eine Schlüsselrolle, welche
den Wasseraustausch zwischen Boden, Luft, und Pflanzen bestimmt. Daher sind
ausgeklügelte Messtechnologien erforderlich, welche Bodenfeuchte von kleinen Ack-
erschlägen bis hin zu großen Gebieten erfassen können.

Die neuartige Methode, Neutronen aus kosmischer Strahlung zu messen (CRNS),
ist eine vielversprechende Technologie um die Lücke zwischen Punktmessungen
und Fernerkundungen zu schließen, da der Einflussbereich des Sensors bei ca.
30ha liegen soll. Allerdings ist intensive interdisziplinäre Forschung nötig, um
die Beziehung zwischen Neutronen und Bodefeuchte zu verstehen. In dieser Arbeit
wurden erstmals verschiedene Sensoren systematisch miteinander verglichen, und
die bisherigen Korrekturen für meteorologische und geomagnetische Einflüsse näher
untersucht. Darüber hinaus wurden Simulationen der Neutronenphysik herangezo-
gen, um den Einflussbereich des Sensors genauestens zu charakterisieren. Demnach
ist der Sensor je nach Umgebungsfeuchte hauptsächlich in der Fläche von ca. 6–
18ha, sowie besonders im Nahbereich, sensitiv. Diese Resultate konnten durch
Experimente nahe Gewässern und Straßen bestätigt werden. Dennoch ist die Meth-
ode nachwievor sehr gut in der Lage, die Bodenfeuchte in Ackerflächen, Grasland
und auch Wäldern zu erfassen. Zudem wurde gezeigt, dass sich die räumlichen
und zeitlichen Neutronen-Daten gut für die hydrologische Modellierung eignen. Ab-
schließend wurde eine neue Möglichkeit untersucht, um Neutronen aus der Luft mit
einem Traghubschrauber in noch größeren Gebieten zu messen.

Diese Dissertation untersucht die CRNS-Methode auf verschiedenen Skalen, und
verknüpft dabei Beobachtung mit Modellierung. Außerdem verbindet diese Arbeit
die verschiedenen Disziplinen der Teilchenphysik, Geophysik, und Bodenhydrologie,
um das Potential und die Grenzen der Methode ganzheitlich zu beurteilen.



Fig. 1:
Water ponds on clay soil
during a summer drought
in the Schäfertal.



Water & Soils

1.

The role of subsurfacewater in the environment

Near-surface water content is a remarkable variable in environmental sciences, as it
controls plant growth, water infiltration, and the regional climate. For example, soil
moisture is a key quantity that decides between flood or drought, effective or absent
groundwater recharge, and finally, fruitful agricultural yield or hunger crisis.

Computer models have been developed in all fields of research to deal with water
scarcity and weather prediction. The level of precision is often crucial for hazard
warnings or risk management. However, validation with real-time observations is
strongly needed in order to improve the prediction performance.

In the course of the last decade, creative methods have been developed to efficiently
measure soil moisture at various spatial scales. Unfortunately, near-surface water is
highly heterogeneous, so point-scale measurements are not representative enough to
support hydrological models at the regional scale. Remote-sensing observations are
the method of choice for larger scales, however, they only account for water in the
first 0–5 cm below the surface.

Since 2008, environmental scientists have investigated a new measurement
method using reflected neutron counts above the soil as a proxy for subsurface
water content. The so-called cosmic-ray neutron sensor (CRNS) is a detector which
operates non-invasively, passively, and requires low maintenance. These advantages
have led to major investments in the last years, resulting in hundreds of sensors
around the globe.
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1. Water & Soils

1.1. The water cycle in a changing world
The life cycle on Earth is naturally related to the water cycle (Budds et al. 2014).
Animals, plants, and humans usually settle close to water reservoirs, as constant
availability of drinkable water is highly appreciated. The water bodies further set
along topographical gradients by forming streams that can cross hundreds of miles
through countries and continents, and finally discharge into the ocean. Meanwhile, a
fraction of water can escape into the atmosphere and form clouds at various heights
above ground. Those accumulations of water drops may travel even longer distances,
thereby exchanging water with different regions across the globe. Clouds typically
spend most of their time preventing terrestrial heat from escaping into space and
solar radiation from entering the atmosphere. However, sometimes clouds rearrange
to form awful hurricanes, or condense to gently release their droplets above thirsty
lifeforms. While strong rain events are able to quickly revive arid regions, they can
also cause highly destructive floods elsewhere. Finally, precipitation and snowfall
lead to refilling of the groundwater and surface reservoirs, thereby nourishing life
and starting the cycle all over again.

The rising number of people on Earth will increase the demands on food and
freshwater resources, and further increase the reliance on groundwater (Mekonnen
and Hoekstra 2011). As approximately 40% of the global food production come
from irrigated agriculture, the problems of water scarcity can be directly connected
to food security, especially in arid regions (Postel et al. 1996; Mekonnen and
Hoekstra 2011). According to Mueller and Zhang (2015), anthropogenic processes
are suspected to be responsible for longer periods without precipitation, such that
droughts are becoming one of the major global risks for water availability and food
security in the next decades (World Economic Forum 2016).

Therefore, effective water resource management is one of the major challenges
for humanity, which can be supported by monitoring, modeling, and forecasting
of the hydrological cycle (Wood et al. 2011; Beven and Cloke 2012). Similar to
other countries, Germany is highly vulnerable to climate change with regards to the
high agricultural dependence on water availability, strong coupling between shallow
groundwater and the root zone, expected decrease of summer precipitation, and
consequently, risk of summer droughts (Samaniego et al. 2013; Zink et al. 2016),
and flooding (Petrow and Merz 2009).

1.2. The role of soil moisture
Interestingly, soil plays an important role in this intriguing game, as it stores and re-
tains water from immediate infiltration. The storage in the subsurface layer appears
like a memory of precipitation and works as a spongy reservoir, from which water and
heat is made accessible to plants and the atmosphere. Consequently, soil moisture
governs the partitioning of water into surface runoff, infiltration, evaporation, and
groundwater recharge. As water is a great conductor for heat and solute, it further
supports atmospheric cooling and the diffusion of chemicals or radioactive gases
(Iskandar et al. 2004). In agricultural management, soil moisture is an important
information to estimate the accessibility of fields with heavy equipment, and for
real-time estimation of water deficit of crops (Smith et al. 2002) and consequent
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1. Water & Soils

optimization of irrigation rates in water scarce regions (Vereecken et al. 2008).
In the light of land surface hydrology, soil moisture controls the efficiency of water

exchange with the atmosphere, groundwater, and rivers (Brutsaert 2005). Accurate
description of both, energy balance as well as water balance of regional catchments
are a prerequisite for reliable hydrological predictions, in which soil water storage
plays a key role. If soil moisture states were known, direct implications could be drawn
for flood risk assessment (Norbiato et al. 2008), real-time estimation of water deficit
in agriculture (Smith et al. 2002), or drought forecasting and analysis (Sheffield
2004; Samaniego et al. 2013; Ceppi et al. 2014; Zink et al. 2016). Consequently,
there is a huge demand for such information from models that describe hydrological
discharge (Brocca et al. 2012; Kumar et al. 2013b), land-surface energies and fluxes
(Jung et al. 2010), and atmospheric circulations (Koster et al. 2004). However, there
is a lack of soil moisture observations at the scales from 100m to kilometers, at
which most models operate (see section 1.7), such that validation and calibration
of these models remain one of the key challenges in hydrology and climate science
(Vereecken et al. 2007).

Moreover, soil moisture states are actually able to influence the regional weather.
In fact, Findell and Eltahir (1997) found lagged correlation between soil saturation
and precipitation patterns in Illinois. The water in soil from earlier precipitation can
be made accessible to the atmosphere by evaporation and transpiration processes.
This “recylcing” feature can drive subsequent precipitation events, modify downwind
structures, and generate large scale circulations (Taylor 2015). As a consequence,
knowledge of the soil moisture state in late spring can support flood or drought
prediction in the summer months (Findell and Eltahir 1997; Koster et al. 2004).
The so-called feedback mechanism between soil moisture and precipitation is now
generally accepted (Tuttle and Salvucci 2016), however, its characteristics greatly
depend on the spatial scale (Taylor et al. 2013).

1.3. Intensive monitoring networks
With improved infrastructure for environmental monitoring, the causation mecha-
nisms of soil moisture and the impact of climate and land use change could be studied.
In this regard, the Terrestrial Environmental Observatories (TERENO) have been set
up in four specific parts of Germany (Zacharias et al. 2011), to understand and
predict the behavior of the environment in response to changing climatic conditions,
to support decisions for environmental management, and to provide data for early
warning systems.

Also other interdisciplinary research groups around the globe developed long-
term monitoring strategies and established intensive research sites at large scales,
e.g., the Mesonet in Oklahoma (Illston et al. 2008), or research sites supported
by the International Soil Moisture Network Initiative (ISMNI, Dorigo et al. 2011).
However, interpretation and interpolation of soil moisture data across scales must
be taken with care. Gruber et al. (2013) concluded from analysis of ISMNI data that
there is a strong need to find representative sites and sensors for reliable large-scale
measurements (see also Ochsner et al. 2013).

The most relevant methods to estimate soil moisture across scales are described
in section 1.7.
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1. Water & Soils

1.4. Flow and transport from soil physics to hydrology
The previous sections have introduced water and soil moisture as important factors
for climate and society. But what causes changes of water storage in the environment?
How and why does water move in soils?

Flow mechanisms usual follow the concept of the flux φ, which depicts the amount
of mass passing a certain area in a certain amount of time (Landau and Lifshitz
1966). Under static conditions, however, continuous gases or liquids obey the law
of inertia and have little motivation to move through imaginary interfaces. Still,
air molecules in the atmosphere as well as water in the ocean or underground
seem to be permanently on the move. In order to set water in motion, external forces
F ∝ ∇p are required, which tell the water molecules to move along a certain pressure
gradient ∇p. This generates the flux φ = −K · ∇p towards the downhill direction of
that gradient, which further depends on the conductivity K of the medium passed.
Typical macro-scale pressure gradients occur due to gravitation along the vertical
axis, pgrav = �g · z, while micro-scale gradients are typically related to capillary
forces, pcap ∝ 1/rpore, where rpore is the radius of the pore volume. Other processes
like drainage or evapotranspiration can also induce pressure gradients, forcing soil
water to either move downward or upward (Or et al. 2013).

In contrast to saturated zones (e.g., groundwater), unsaturated pores are not
completely filled up, such that p(θ) and K(θ) become dependent on the fraction
of available water, the so-called soil moisture θ. Following the logical principles
of mass conservation, water content in the pores changes if the transporting net
fluxes φin − φout through the considered volume changed, ∂tθ = −∇φ. This leads to
the famous Richards equation (Richardson 1922; Richards 1931), describing the
dynamics of soil moisture in the pores:

Richards: ∂tθ = ∇[K(θ)∇p(θ)] . (1.1)

Unfortunately, the relations for K and p are highly non-linear in θ, while those
quantities further depend on the complex and heterogeneous distribution of grain
size and other soil properties (Rudiyanto et al. 2015, and references therein). The
elaborated equations are thus only valid at the centimeter to meter scale. Vereecken
et al. (2007) presents a wide range of approaches to extend the applicability of
those equations to larger scales, which often tend to result in the determination of
effective parameters Keff, Θeff (porosity), among others. According to Vereecken,
identification of those parameters is highly scale-dependent, and their validation is
almost impossible due to the lack of data at the required scales. Samaniego et al.
(2010) presented a regionalization scheme to design effective parameters at any scale,
which is described in more detail in chapter 9.

Considering average water fluxes in a hydrological unit (e.g., a grid cell), a scale-
independent formulation of soil moisture dynamics can be given, which is inofficially
known as the law of hydrology or water balance equation:

∂tθ
soil water
dynamics

= P
precipitation

− ET
evapotranspiration

− I
infiltration

− Q
discharge

runoff, interflow

. (1.2)

Similar to eq. 1.1, the formulation above is based on the conservation of mass and
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fluxes in a domain, and any hydrological model is well advised to obey (see Coron
et al. 2014, for a critical perspective). The main processes involved in the water
partitioning at the land surface are

1. precipitation (or rain) as the main input of water into the system,
2. evapotranspiration, which removes water from soil (evaporation) or plants

(transpiration) depending on solar radiation, wind speed, among others,
3. infiltration and percolation of soil water into deeper reservoirs (e.g., groundwa-

ter),
4. discharge, including (1) surface runoff when the soil water capacity is reached,

(2) lateral interflow when the infiltration is hindered by dense soil or bedrock,
or the capacities are reached, and (3) groundwater flow.

The water balance equation can also be used, for instance, to “do hydrology
backwards”. Brocca et al. (2013) infers rainfall from soil moisture variations, where
θ is non-linearly related to P under several assumptions. However, the approach
fails when rain events overwhelm the field capacity of soil layers.

1.5. Patterns and controls
Primary physical controls for soil moisture are precipitation, soil properties, vege-
tation, and topography (Grayson et al. 1997; Western et al. 2004). According to
Gaur and Mohanty (2013), soil texture is one of the dominant controls for mois-
ture patterns at the field scale, which can be confirmed by hydrological modeling in
chapter 9, and which is also observed at even larger scales (Cosh and Brutsaert
1999; Jawson and Niemann 2007). Vegetation is particularly important under dry
conditions, while topography controls patterns under wet conditions when the con-
ductivity K(θ) is highest (section 1.4). As topography is further related to hill slopes,
the corresponding exposition to sunlight may support evaporation processes. At
the larger scales > 1 km, soil moisture patterns are driven by precipitation pattern
which in turn may exhibit remarkable heterogeneity. Interestingly, Famiglietti et al.
(2008) found that soil moisture variability even follows a fractal power law across
spatial extents from meters to kilometers.

Geology is a controlling factor that can be important in catchments with irregular
bedrock formation below the surface. For example, Fig. 1 shows contact springs in
the Schäfertal catchment, where the groundwater table becomes shallow enough to
permanently saturate the surface layer even under drought conditions. Moreover,
vegetation can have a strong dynamic impact on the vertical flow of water in the
soil system, and thus determines partitioning between infiltration, evaporation and
runoff. Leaves can also intercept precipitation water which evaporates before it
reaches the soil. Especially forests can thereby dampen the groundwater recharge
efficiency of rain or snow events. All those processes strongly depend on the type
of vegetation, strength of the roots, size of the leaves, etc. (see e.g., Mohanty et al.
2000)

The temporal stability of patterns is typically governed by precipitation events,
or by variations of evapotranspiration due to temperature, wind, sunlight, and other
weather conditions (see e.g., Allen et al. 1998; Or et al. 2013).
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1.6. Soil properties
As water fills the pore space of the soil, the subsequent dynamics are related to soil
properties (e.g. bulk density, texture, porosity, among others). Those quantities are
an important information in agriculture, for instance, as the grain size distribution
determines the capillary pressure and thus the wilting point for plants. Hydrological
applications rely on knowledge about the pore space to estimate partitioning between
infiltration and runoff. And knowledge about the bulk density is of particular impor-
tance to translate gravimetric measurements of water content (e.g., with neutrons)
to a quantity related to pore saturation.

The bulk soil material usually consists of SiO2 and Al2O3, aggregated to grains
of a variety of sizes. Macroscopic accumulation of grains of certain size are classified
under the term soil texture, which encompasses sand, silt, clay, and their mixtures
(FitzPatrick 1980). Further classifications are commonly used that account for the
relationship between soil types, soil genesis, and suitability for particular applications
(IUSS Working Group 2014). Fig. 1.1 shows measurements of soil properties in
the Schäfertal catchment, which were used for sensor calibration and hydrological
modeling (chapter 9).

Fig. 1.1: One of 30 locations during a soil sampling campaign in the Schäfertal.
An auger is pushed up to 80 cm into the soil and subsequently pulled out. The soil
colors and texture reveal insights into the composition of the vertical soil profile.

The bulk density �bulk is expressed in units grams of oven-dry soil per cubic
centimeter of soil material (Klute et al. 1986). Typical values range from from about
1.0 g/cm3 (fine-textured soils) to 1.4 or 1.7 g/cm3 (coarse-textured soils). Tillage or
humus can reduce the bulk density, while cows or vehicles contribute to compaction
(Brady and Weil 1996).

bulk density �bulk =
mbulk
Vsoil

RRRRRRRRRdry
.
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1. Water & Soils

The particle density describes the solid part of the soil that excludes the pore space.
As the mineral content of typical soil particles does not vary significantly, the quantity
can be approximated with the density of quartz (2.65 g/cm3), which is the dominant
mineral in most soils (Brady and Weil 1996),

particle density �p =
mbulk
Vbulk

RRRRRRRRRdry
≈ 2 .65 g/cm3 .

Consequently, the porosity Θ expresses the relative amount of pore space in the
soil. It can either be determined from laborious saturation experiments, or from the
particle density and bulk density information (which in turn is easily determined by
oven-drying and weighting of soil samples):

porosity Θ = 1 − �bulk
�p
= 1 − Vbulk

Vsoil
.

Following the concepts above, soil moisture is usually measured in percent of the
volumetric water capacity, Vwater/Vsoil [%v ≡ m3/m3] or percent of the gravimetric
weight, mwater/msoil [%g ≡ kg/kg].

1.7. Experimental methods to estimate soil moisture
The remarkable horizontal heterogeneity of soil patterns requires highly resolved
measurements at the meter-scale, while areal coverage of hundreds of meters is
necessary for regional modeling and agricultural applications. Additionally, soil
moisture profiles can be highly stratified, such that detailed examination of the
vertical distribution is necessary to support predictions for evaporation, infiltration,
and root-water uptake. With regards to those requirements, Western and Blöschl
(1999) and Famiglietti et al. (2008) conclude that single measurements at the
local scale (cm to m) are usually not representative and unusable for large-scale
applications. Schelle et al. (2013) investigated this problem theoretically in a virtual
environment and had to conclude with the following withering assessment:

“ Our results showed that measurements, particularly those of water
contents, varied strongly with measuring position. [. . .] As a consequence,
the correct calculation of the water balance is rather a lucky coincidence
than the rule. ”On the other hand, remote-sensing techniques have evolved in the last decade

that promised to deliver soil moisture at much larger scales and to solve the problem
of representativeness. However, shallow integration depth (0–5 cm) and too coarse
resolution (0.1–40km) are the major disadvantages of satellite and airborne products
(Fang and Lakshmi 2014). Under these circumstances, Robinson et al. (2008) gave
the following statement about the current status of the observation methods:

“ There is currently a gap in our ability to routinely measure soil moisture
at intermediate scales (subwatershed or catchment or vegetation stands)
for hydrological, ecohydrological, and biogeochemical studies. ”
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Robinson further argued that this gap has historical reasons, as soil moisture
measurements where either used for small-scale agriculture, or large scale under-
standing of soil-atmosphere interactions. One of the solutions to bring the local
measurements towards larger extents are the Soil Moisture Monitoring Networks
(Bogena et al. 2010), although a huge number of devices is required to cover large
areas (Pan and Peters-Lidard 2008). A different perspective has been elaborated
by Dong et al. (2016), who suggested to use distributed temperature sensing (DTS)
with long cables as a proxy to upscale local soil moisture measurements. Moreover,
new instruments have been developed in the last years that promise to fill the gap by
providing an average signal over larger radii, e.g., gravimetry (> 100m), GPS (30m),
or cosmic-ray neutron sensing (CRNS) which covers radii of 150–240m on its own
and can be extended towards areas of ∼ 100km2 in a mobile mode.
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Fig. 1.2: Scales of soil moisture measurements covering invasive (brown), non-
invasive (black), and remote-sensing (blue) methods. The CRNS technology
promises to fill the scale gap (gray) which is relevant to agricultural, hydrological,
and modeling applications. Typical correlation lengths of soil moisture patterns
reported by Western et al. (2004) are indicated.

1.7.1 Remote Sensing
In general, remote-sensing techniques rely on the electromagnetic interaction of
photons with the ground medium. Depending on their frequency (or wavelength),
photons may get absorbed or scattered by specific electrons and shell configurations
in all kinds of atoms or molecules. One advantage of this principle is that different
properties of the material can be examined by different photon frequencies (e.g.,
photosynthesis of plants or reflectivity of rocks). However, since atomic envelopes (or
at least the area of influence) fill up almost the whole space between densely packed
atoms, the photons typically may not penetrate dense soil material much deeper
than a few centimeters. Lower frequencies (longer wavelengths) may increase the
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penetration depth, but they are typically accompanied by lower signal strength and
increasing noise.

Apart from the high costs, low temporal resolution, interfering cloud coverage,
and significant influence of surface conditions, the shallow penetration is the major
disadvantage of remote-sensing products (Entekhabi et al. 2004; Wagner et al. 2007;
Chang and Hong 2012). Current research focuses on extrapolations down to deeper
soil layers (e.g., Ford et al. 2014), however, with rather poor statistical success.

For applications where surface moisture is relevant, remote-sensing products
became a widely accepted and well-established data basis. One of the first satellite
missions for soil moisture estimation was the passive microwave imaging radiometer
SMOS (Kerr et al. 2001; Kerr 2007), with spatial resolutions of about 40km and
full coverage of the globe at least twice every three days. Later, the SMAP satellite
mission was launched with revised technology that is able to observe the microwave
domain passively and actively at resolutions down to 10km (Entekhabi et al. 2010).
New hope has been set to the upcoming Tandem-L satellite, which promises to deliver
changes of soil moisture at resolutions of only a few tens of meters (Moreira et al.
2015). In contrast to satellite techniques, airborne remote-sensing can achieve much
higher spatial resolution and is thus able to use longer wavelengths for deeper soil
penetration. For example, Tabatabaeenejad et al. (2015) evaluated first results from
AirMOSS surveys to estimate root-zone soil moisture with the help of sophisticated
extrapolation strategies. Although this technology is promising to estimate soil
moisture in the first decimeters (Cuenca et al. 2013), airborne campaigns are usually
expensive and are not conducted at a regular basis.

As a general remark, the lack of comparable data at the surface complicates the
analysis and validation of remote-sensing products. While first validation approaches
were tested using large-scale precipitation patterns (Tuttle and Salvucci 2014)
or distributed soil moisture networks (Jackson et al. 2012), the method of mobile
cosmic-ray neutron sensing could serve as a promising tool to validate remotely
sensed soil moisture in the future (Chrisman and Zreda 2013), see also chapter 10.

1.7.2 Local measurements

Soil sampling, gravimetry, EMI/ERT, gamma-rays, NMR, and GPS

The most direct method to measure soil moisture in the field uses destructive soil
sampling, where parts of the soil can be weighted in a laboratory before and after
oven-drying, to determine the soil water content that escaped during that process.
Although this method appears to be highly accurate, it can be exhausting for larger
fields, unfeasible for deep horizons, and unreliable for stony soils (Western et al.
2002; Bogena et al. 2010).

The “local” method of gravimetry is a modern relative to gravimetric sampling
(Kazama and Okubo 2009) and very similar to the (highly non-local) GRACE satellite
technique that is used for groundwater and surface water applications (Jiang et al.
2014). A gravimeter measures the variations of the Earth’s gravitational field due the
change of mass (e.g, change of water) in an integrative volume. The footprint extents
beyond a few hundred meters, because the whole mass below (and slightly besides)
the device is considered in the integrated domain (Creutzfeldt et al. 2010). However,
since researchers aim to detect tiniest gravitational changes with this instrument,
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the device uses super-conducting material that demands enormous cooling efforts.
It is further believed that soil moisture can also be estimated from measurements

of electrical properties of the soil, either by electromagnetic induction (EMI) or
electrical resistivity tomography (ERT), for water is a good conductor. However, under
field conditions the signal intensity and its spatial sensitivity are complex variables
that depend on porosity, soil texture, and other conducting materials (Callegary et
al. 2007). The method of soil moisture estimation by gamma ray attenuation exhibits
similar limits with regards to soil texture, as the detected photon signal depends on
the soil density. However, the number of radioactive photon emitters (e.g., uranium,
thorium, potassium) is usually site-specific, such that temporal variations at a single
location could be related to soil moisture dynamics in the first few centimeters
(Schmugge et al. 1980).

The method of nuclear magnetic resonance (NMR) is a modern technology that is
able to perform non-invasive measurements at the point scale (Walsh et al. 2011,
2013). The instrument generates external magnetic fields that motivate the spins
of hydrogen nuclei to align and relax, thereby leaving specific signatures in the
measured field attenuation. The resonance signal’s amplitude is directly proportional
to water content, while the spin relaxation time is proportional to the pore size. The
sensor is thus able to directly provide volumetric water content without lithology
calibration, and even to distinguish between mobile and immobile water. Although
the footprint is only a few tens of centimeters, specific soil horizons can be sampled
directly depending on the frequency of the magnetic fields.

Another promising method relates soil moisture to ground-reflections of signals
from the global positioning system (GPS) (Chew et al. 2016). The modern technology
is able to cover representative areas of a few tens of meters and a few centimeters in
depth (Larson et al. 2008), while advances in vegetation corrections are on their way
(Small et al. 2016). Compared to the other “local measurements” presented here,
the GPS method ventures a promising step from point observations towards more
representative, areal averages.

Permittivity sensed by TDR, TDT, FDR, GPR, and SoilNet

As soil and water molecules tend to align their dipols along external electromagnetic
fields, the generation and propagation of such fields is affected depending on the
medium’s dielectric permittivity ε (where εwater � εsoil). This principle is exploited by
many geophysical methods, e.g., time-domain reflectrometry (TDR), frequency-domain
reflectrometry (FDR), time-domain transmissometry (TDT), or ring oscillators (see
Romano 2014, for a review). Those devices send electromagnetic pulses through
metallic sticks/rings, and measure the travel time of the reflected/transmitted pulse
(TDR/TDT), or the according frequency change (FDR). As the sticks are inserted
into the soil, the pulse propagation depends on the permittivity of the surrounding
medium (Topp et al. 1980). A non-invasive alternative is the ground-penetrating
radar (GPR), which transmits microwave pulses several meters deep into the ground
(Huisman et al. 2003). Themethod can visualize spatial changes of permittivity by the
reflected signal, but its performance varies across soil types (see Dobriyal et al. 2012,
and references therein). Nevertheless, recent studies conclusively demonstrated the
value of GPR measurements for soil water estimation in the horizontal (Qin et al.
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2013) and vertical dimension (Schmelzbach et al. 2012).
The measured permittivity in the field, ε, is actually a compound quantity of the

individual media εi and their volumetric fraction fi (Brovelli and Cassiani 2008):

εκ =∑
i

fi ε
κ
i ,

where κ is a structural parameter of the porous medium. For soil with porosity Θ,
volumetric soil moisture θv, and randomly aligned microscopic structures, κ = 0 .5,
this relation reveals the individual soil compartments: the bulk soil matrix, water,
and air.

√
ε = (1 − Θ)

√
εsoil + θv

√
εwater + (Θ − θv)

√
εair ,

where εsoil ≈ 4 .6 (quartz) , εwater(T) ≈ 78 .35 · e−(T−25)/220 , εair ≈ 1 , [F/m].

If ε, Θ, and water temperature T were measured in the field, the volumetric soil
moisture θv could be deduced. This so-called CRIM formula is based on a complex
refractive index model (Roth et al. 1990), which is applicable to all kinds of geophys-
ical instruments that determine electrical permittivity. The official measurement
uncertainty of ring oscillators and TDRs, 1–2%v, can vary from wet to dry conditions
and is highly dependent on proper calibration against water and soil. Kögler et al.
(2013) recommends a sensor-specific calibration procedure against reference media
of well-known electrical permittivity (e.g., glass beads and ethylene glycol).

TDR measurements are a quick and easy way to assess integral soil moisture the
first soil layers (depending on stick length). They were used in chapter 8 to conduct
surveys in the Schäfertal, and in chapter 10 for ground-truthing of the neutron
gyrocopter.

The distribution of multiple permittivity sensors in an area of a few tens to
hundreds of meters is called a soil moisture monitoring network (SoilNet, Bogena
et al. (2010)). SoilNets are intended for permanent use and typically consist of several
ring oscillators (“spades”) sampling the soil profile (Hübner et al. 2009), and an
above-ground device to store and transmit the data. Three of those networks are
operated in the TERENO research sites Schäfertal, Großes Bruch, and Hohes Holz,
which were consulted in chapters 5, 7, 8, and 9. Variants of this systemwere developed
by Mollenhauer et al. (2015) and Bumberger et al. (2015), to allow for more flexible
and mobile applications. The so-called Wireless Soil Moisture Networks use spades of
type Truebner SMT100 and require less installation and technical efforts. Chapter 4
utilizes the system for a short-term application.

Active neutron sources

Neutrons can be used estimate water content in the field due to their extraordinarily
high sensitivity to hydrogen (see chapter 3). During the last decades, researchers
successfully applied the technology of active neutron generation (∼ 105/sec at ∼
14MeV) with radioactive sources like Americium and Beryllium (Troxler Model 3440).
The ratio of detected to emitted neutrons mostly depends on the amount of effective
neutron moderators in the soil (e.g., hydrogen), while being almost insensitive to soil
texture. Active neutron probes have been used in a wide range of applications, e.g.,
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for the detection of water flow in rocks (Hall 2013), soil contamination by petroleum
(Mercer et al. 2007), or landmine detection (Obhođaš et al. 2004; Masoudi and
Ghashami 2014), while Monte-Carlo simulations have supported those research
activities (Pazirandeh et al. 2006).

IAEA (2008) concluded that active neutron probes are the most accurate method
to estimate soil moisture profiles in the field and as such exhibit unique capabilities
to provide water balance information for agricultural and irrigation management
(see also Hignett and Evett 2002). However, the main disadvantages of active
neutron sources constitute (1) high radioactivity, (2) soil destruction (invasiveness),
and (3) footprints of less than a few decimeters in soil.

1.7.3 Cosmic-Ray Neutron Sensing (CRNS)

Cosmic radiation is permanent and omnipresent on Earth and has attracted attention
to researchers since the beginning of the 20th century. Besides the charged and
ionizing component, measurements of neutrons have become a promising tool to
examine atmospheric and solar processes (see Dorman and Dorman 2014, for a
historical review). After Hendrick and Edge (1966) considered near-surface water
a nuisance for cosmic-ray neutron observations, Kodama (1980) discovered a relation
of snow water equivalent to neutrons below ground. In a subsequent study with
below-ground neutron detectors, Kodama et al. (1985) was even able to relate the
measured cosmic radiation to soil water content. Then, space satellites discovered
water on Mars with reflected cosmic-ray neutrons (Mitrofanov et al. 2002) which
led Dorman (2004) to suggest to use albedo neutrons for soil water estimation also
in environmental sciences. Soon afterwards, Zreda et al. (2005) and Desilets et al.
(2007) jointly presented first measurements and simulations at two international
conferences, where they tried to relate water content to neutron observations above
the ground. By their first publication, Zreda et al. (2008) initiated a new field of
research at the interface between hydrological and geophysical sciences.

The method of cosmic-ray neutron sensing above the ground is based on the
extraordinary sensitivity to hydrogen nuclei, while most of the atoms appear almost
invisible for fast neutron moderation (see section 3.2 for details). As a consequence,
the fast moving particles carry their information almost unhindered along their path,
which manifests itself in two most-exciting advantages compared to other techniques:

1. detected neutrons penetrated the soil down to 90 cm depth, and
2. detected neutrons diffused quickly in air across distances of hundreds of meters,

as was shown by Köhli et al. (2015) using Monte Carlo simulations (chapter 6).
A single cosmic-ray neutron detector, installed just 1–2m above ground, can sam-
ple the largely homogeneous neutron density at one location, thereby providing an
area-average soil moisture signal of tens of hectares and tens of decimeters depth.
Admittedly, hydrogen sources that are unrelated to soil moisture are visible in the
integral CRNS signal, too. Most of them can be easily identified with additional,
independent measurements (e.g., Baroni and Oswald 2015), while correction ap-
proaches exist to further address static and meteorological influences (sections 3.5
and 3.6).
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Since the research field is still rather young, the question of sensor comparability
has not been studied yet (chapter 4), while some of the correction approachesmay need
further improvement (chapter 5) or additional experimental verification (chapters
7, 8). Moreover, advances in detector technology (chapter 10) are logical steps to
improve the method even further. Nevertheless, cosmic-ray neutron sensing has
become a well-established alternative to non-representative point measurements
(Franz et al. 2012a; Pang et al. 2016), with increased accuracy under dry conditions
(see also Figures 3.6b, 3.8b).

The “global coverage” of such monitoring stations started with the COSMOS network
in the United States (Zreda et al. 2012), and since then further networks have been
evolved all over the world (Fig. 1.3 and Table 1.1). As many studies already have
indicated, the CRNS method could be most beneficial in future applications linked to
agricultural management (e.g., Rivera Villarreyes et al. 2011; Coopersmith et al.
2014; Franz et al. 2016, among others) and hydrological/land-surface modeling (see
chapter 9 and references therein).

Germany
France

UK

Italy

Spain

Poland

Hungary
Austria

Czech Republik

Switzerland

Slovakia

Denmark

Netherlands

Belgium

CRNS stations: single, clusters  COSMOS stations: 0-5% 5-15% 15-25% 25-35% >35%

Fig. 1.3: Existing CRNS stations around the world: (left) stations listed in the
COSMOS online platform1, (right) European stations and clusters (> 2 stations).

Table 1.1: List of large networks for soil moisture monitoring with cosmic-ray
neutron sensors.

Network Country Reference Website
COSMOS USA Zreda et al. (2012) cosmos.hwr.arizona.edu
TERENO Germany Zacharias et al. (2011) teodoor.icg.kfa-juelich.de
COSMOS-UK UK Fry et al. (2014) cosmos.ceh.ac.uk
CosmOz Australia Hawdon et al. (2014) cosmoz.csiro.au

1cosmos.hwr.arizona.edu
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Messengers from Space

2.

Origins and Impact of Cosmic-Rays

As early as 1054, people on Earth witnessed a supernova event by its intensive
luminosity at the night sky. Then in 1912, Victor Hess discovered cosmic radiation
for the first time and was awarded the Nobel Prize in physics. Since that time,
scientists have been curious about the origins of cosmic radiation and have conducted
measurement campaigns from the deepest caves of the Antarctic to the farthest
places of the solar system.

To understand the cosmic-ray signal at the Earth’s surface, it is beneficial to
know about the paths it took all the way down. Knowledge about incident energies
as well as spatial and temporal variations has been collected over the years, and
it is astonishing to see to what extent cosmic radiation has determined and still
determines our everyday life.

Astrophysicists, space scientists, and radiologists have laid a profound basis in
the last decades, and it is now for us to make use of this knowledge on behalf of
hydrology, environmental science, and society.
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For years, I believed that the cosmic rays alone 
gave the fantastic four our incredible powers.

Yet since those days when we pioneered space travel, 
there have been dozens of space explorers.

Reed: (thinks)

It was a chain of events that were repeated only 
once since that time-- and if I can recreate every 
link of that chain precisely as it was--

It‘s taken years to prove my hunch-- that the 
cosmic rays that showered us were slightly altered 
by heightened sun spot activity, by a flaring of the 
van Allen belt-- there was even an abnormal 
increase of neutron activity that fateful day we 
became F.F.

Fig. 2.1: Cosmic rays gave the Fantastic Four their power due to abnormally high
neutron activity; quoted from "Fantastic Four" Vol. 1, by S. Lee, J. Kirby, G. Klein,
and C. Rule (1961), ISSN: 0274-5291, Marvel Comics. (Lee et al. 1961).

2.1. Mechanisms in outer space

2.1.1 Senile stars give birth to cosmic rays
Due to their high gravitational pressure, stars are able to induce fission reactions
in their inner shells, thereby generating deuterium, carbon, oxygen, and all the
other elements below the atomic mass of A = 56 in the universe. However, fission
is energetically unlikely for heavier elements. Nuclei of lead, uranium, or gold, for
instance, were produced under inconceivable pressures that typically occur during a
supernova: the final event in the life of a star, after gravitation has turned to dominate
over the outward radiative pressure. In a blink of an eye (at time scales of solar
evolution) all the massive layers of a star collapse to the center, where nuclei merge
with larger nuclei, and even protons merge with electrons. The rapidly increasing
density of the core abruptly repels the collapsing material, which turns to an outward
directed, super-fast shock front.

Fig. 2 shows a photograph of such supernova remnants in the top right corner
(credit: NASA/ESA, J. Hester). The so-called Crab Nebula has the size of 5–6·1016 m
and is still extending. The historic supernova event was witnessed by humans in
the year 1054, as the star imploded and blew out high-energy gamma radiation and
charged particles, as well as its shell full of hydrogen, oxygen, and other elements.
A compact neutron star was left behind, spinning so fast that it ejects additional
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charged particles into the interstellar medium and forms a strong rotating magnetic
field. The latter interacts with the galactic magnetic fields of the interstellar medium,
and both become tightly bonded in shock regions of the supernova remnants. The
strong density gradients therein introduce immensely steep magnetic gradients that
motivate passing charged particles to accelerate to energies of several hundreds of
GeV, allowing them to leave local structures, to cross the galaxy, and to finally end
up at our beloved solar system.

2.1.2 Cosmic rays require tremendous acceleration

Vink et al. (2006), among others, suggested that supernova remnants could be
efficient cosmic-ray accelerators, because they exhibit regions of extremely dense
matter, dense magnetic fields, and high temperature. And in fact, these “origins
of cosmic rays” have been recently confirmed with two independent observational
approaches (Ackermann et al. 2013; Nikolić et al. 2013).

The main acceleration processes of cosmic rays take place in so-called diffusive
shocks (Blandford and Ostriker 1978; Malkov and Drury 2001), which usually
occur in supernova remnants (Hillas 2005). As thermal cosmic-rays pass the dense
shock region, the strong magnetic gradient forces them to spin around the shock
multiple times. Each turn accelerates the particle further until enough energy is
reached to leave the structure. Therefore properties of the shock determine the
exponent of the cosmic-ray energy spectrum (Blasi 2013), which has been observed
to peak at about 1 GeV and quickly decreases logarithmically (Fig. 2.2). As this
peak energy is too low for intergalactic distances, most cosmic rays are expected to
originate in our galaxy. The fraction of particles with energies beyond 1015 eV must
have extragalactic origins, where long-living jets and outflows from active galactic
centers can contribute to post-acceleration of cosmic-rays (Dorfi and Breitschwerdt
2012). Those shock-forming winds can also be generated in our galaxy by heavy
stars, while outflows generated during star formation are rather unlikely to meet
the criteria of sharp and well-heated shock fronts (e.g., Federrath et al. 2014). Just
recently, Abramowski et al. (2016) showed that high-energy cosmic-rays can also be
accelerated by gravitational forces in the vicinity of black holes at the heart of our
galaxy.

2.1.3 Cosmic rays are mostly positive

As observed by Lacki et al. (2010), the ratio between protons and electrons is esti-
mated to 10:1, where significant uncertainties must be taken into account as a result
of measurements at the far-infrared end of the radio spectrum. Protons not only
portray the majority of cosmic-ray particles, they also carry most of the corresponding
energy (as protons are much more massive than electrons).

As a result the net charge of cosmic rays on Earth appears to be highly positive,
although no discrimination of charges is made in shock regions or outflows. Sources
of cosmic-rays are therefore generating a neutral net amount of protons, electrons,
and positrons. However, on their way through the galaxy cosmic-rays interact with
the microwave background by the so-called inverse Compton scattering (Sarazin and
Lieu 1998). This effect transfers energy from particles to photons, which is most
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efficient for low-mass particles and thus leads to under-representation of galactic
electrons and positrons in our solar system.
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Fig. 2.2: Galactic cosmic rays: a particle acceleration by disturbedmagnetic fields
in dense shock regions of supernova remnants, b energy spectrum of observed
cosmic rays with typical energies of 1 GeV, and an indication of extra-galactic
processes beyond the “knee”. Credit: both figures from Cronin et al. (1997).

2.1.4 Cosmic rays are almost isotropic
Cosmic radiation undergoes several non-linear processes and scattering effects, pre-
venting it from streaming freely through the interstellar medium (see Breitschw-
erdt et al. 2002; Zweibel 2013). Furthermore, the charged particles are deflected
by magnetic fields, which are omnipresent in space. The motion can be described
as “random walk”, which is governed by the laws of diffusion. However, diffusion
along magnetic field lines requires energy-dependent diffusion coefficients, making
accurate prediction of their pathways a complex challenge for theoretical physicists.
Simulations suggest that this diffusion process is almost isotropic on the scale of
the Milkyway (Strong et al. 2007). Although supernovae happen only every few
decades in our galaxy, the time scale of particle diffusion through the magnetic field
structures is of the order of thousands of years. Therefore, the incoming radiation
in the solar system is almost uniform and isotropic with intensity variations of less
than ≈ 0 .1 %.

2.1.5 Our sun as a protector and perpetrator
The solar magnetic field contributes to deflection and spatial smoothing of incoming
galactic cosmic rays (GCR). For example, in periods of high solar activity, its stronger
magnetic field reduces the GCR intensity to a minimum (see Fig. C.1). The sun also
produces solar cosmic rays (SCR) itself, which usually have minor influence on Earth
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due to their low energy (see section 2.1.2). However, large solar-plasma releases,
so-called coronal mass ejections (CME), are able to reach the Earth and to cause
ground level enhancements (GLE) of cosmic ray intensity (Moraal and McCracken
2012). Alternatively, CMEs can strengthen the solar magnetic field for a short time,
which translates to GCR reduction from a few hours to days. These so-called Forbush
decreases (FD) were investigated by Belov (2008), among others, and are also visible
to CRNS data (Mar 2012 in Fig. C.3, and Sep 2014 in Fig. 5.6). During periods of
high solar activity, CMEs can occur three times per day, while only occuring every
fifth day in quiet periods.

2.1.6 Periodicity
The most prominent temporal variation of incoming cosmic radiation is the 11-year
oscillation of the solar magnetic field, which periodically prevents more or less galactic
cosmic rays from entering the solar system. To be accurate, our sun reverses its
magnetic polarity every 11 years, resulting in a full cycle period of actually 22 years.

Daily, monthly, and seasonal oscillations can be observed in various energy bands
of the incoming signal (Rühm et al. 2012). For example, the famous 27-days cycle
can be explained by the sun’s rotation around its own axis, while the corresponding
amplitudes may increase due to the growth of the atmosphere as it gets warmer
(Dorman 2004). In fact, a manifold of other periodicities (e.g., 9 days, 154 days, 1.7
years, among others) were found using wavelet analysis (Zarrouk and Bennaceur
2009; Mavromichalaki et al. 2003), and indicate more complex mechanisms in outer
space ranging from solar activity to planetary interactions (see Kudela 2012, and
references therein).

2.2. Mechanisms on Earth

2.2.1 Deflection by the magnetic field
In contrast to the complex magnetic field of the sun, the Earth’s magnetic field
exhibits a simple dipole structure and spreads cosmic rays slightly anisotropically
across the atmosphere. This shape, combined with its slight shift of the magnetic
angle compared to the Earth’s rotational axis, is able to effectively shadow or favor
individual particle trajectories depending on their charge and energy. Consequently,
incident cosmic rays exhibit a slight day-night effect, while arriving at the Earth’s
atmosphere from different directions. According to Cooke et al. (1991), the viewing
directions on Earth can be classified as (1) a cone of allowed incident angles, (2) a
cone of forbidden angles, and (3) a Penumbra region where incident particles are
possible depending on their energy. For example, positively charged particles from
the eastward direction exhibit much higher cutoff rigidities, which manifests itself
in the so-called East-West effect, given the fact that the allowed cone is aligned to the
West at any place on Earth (Jacklyn and Fenton 1957).

Since most of the primary cosmic rays are charged particles, their paths are
governed by the Lorentz force FL = q~v× ~B, which strongly depends on local magnetic
field conditions ~B, and the inclination angle ](~B ,~v) between ~B and the incident
particle velocity ~v. The related quantity is called rigidity, Rmag = m/q · ~v/~B (also
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known as P or r), its connection to the particle energy is given by E = ~p2/m, where
~p = m~v. The rigidity can also be interpreted as the spinning radius of a particle
around themagnetic field line. The higher the rigidity, themore likely is the deflection
of the cosmic ray. As a consequence, particles that arrive orthogonally onto the Earth,
~v ⊥ surface, are more likely to be rejected at the equator, where ~B || surface ⇒
](~B ,~v) = 1 (maximal rejection force FL). On the other hand, the dipole field is
almost orthogonal to the surface at the poles, leading to ~B ⊥ surface ⇒ ](~B ,~v) = 0
(no rejection) and thus allowing more primary cosmic rays to arrive on Earth at low
latitudes. This concept is energy-dependent, where particles above a certain cutoff
rigidity Rcut are rejected, depending on the shape of ~B and the particle’s momentum
~p (see also contour lines in Fig. 5.1). In other words, the intensity of cosmic rays that
made it through the magnetic field can be estimated with:

N(R > Rcut) = ∫
∞

Rcut

dN
dR dR .

The term −dN/dR is the differential response function (DRF), which is proportional
to the primary cosmic ray intensity Iprim(R , t) and the local yield function Y(R , zatm).
The DRF can be estimated by latitude surveys or by comparing signals of multiple
neutron monitors (Krüger et al. 2008). Based on this concept, Dorman et al. (1970)
developed an approximate function for the DRF in order to relate incoming neutron
radiation depending on the vertical cutoff rigidity Rcut:

N = Nbase (1 − e−αR−kcut) ,

where Nbase ≈ 5 .17 · 104 cph, α ≈ 9 .0212, and k ≈ 1 .05 are sufficient fitting parame-
ters to neutron monitor data (Usoskin et al. 1999). Following this approach, the base
neutron intensity can drop below 50% at the equator, while the location of Leipzig
(Rcut ≈ 3.06GV) suffers from a reduction of neutron radiation by ≈ 7 %.

Fig. 2.3: Dose rate over altitude for various cosmic-ray particles. Neutrons (blue)
show a maximum at zatm = 50–100 g/cm2 atmospheric depths (Pfotzer 1936), and
decrease towards sea level (≈ 1020 g/cm2). Credit: Figure taken from Sato (2015), Fig. 20.
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2.2.2 Reactions in the atmosphere
Hess et al. (1961) has laid the basis for research on incoming cosmic-ray neutrons and
further explored their tendency to form isotopes in the atmosphere or to leak out and
decay. As soon as primary cosmic rays touch the first layers of the Earth’s atmosphere,
their reactions with the molecules start to generate particles like neutrons, among
others, that reach a maximum intensity at zatm = 50–100 g/cm2 atmospheric depths
(Pfotzer (1936), see also Fig. 2.3). To be accurate, the charged particles collide with
air nuclei, generating hadrons (i.e., neutrons, protons, pions, kaons) that induce
additional hadronic showers until they reach the surface (compare Fig. 2). The
following processes and particles are involved:

• neutral pions ]0 decay into photons that can induce electron-positron showers,
• charged pions ]± decay into neutrinos ν and charged muons µ±,
• also charged kaons K± can be involved in the generation of muons and pions,
• charged muons µ± are able to penetrate the Earth’s surface up to several tens

of meters and can be detected with scintillators or cameras,
• hadrons (]± , p+ , n0) collide with air nuclei and create additional showers.

Especially the collision of hadrons with nuclei leads to a wide spreading of neu-
trons and muons. A single interaction can therefore cover a large surface area with
secondary particles.

2.2.3 Creation of cosmogenic nuclides
Since the Earth has formed, cosmic rays bear the major responsibility for nuclear
transformations (i.e., isotope generation and radioactivity) in the Earth’s atmosphere,
hydrosphere, and lithosphere (Lal 1991). The corresponding products are widely
used for dating (age determination) in environmental sciences (Phillips et al. 2016).
One of such isotopes is tritium, which has been applied in oceanic research as a tracer
for ocean circulation and ventilation (Doney et al. 1997). The following list shows the
most famous isotopic products of cosmic-ray interactions with air molecules, depicted
in the isotopic notation of elements containing a number of protons p and neutrons
n: n+p

pelement.

Tritium 3H, created by 14
7N + n

spallation
−−−−−−→ 12

6C + 3
1H ,

Beryllium 10Be, created by 14
7N + n

spallation
−−−−−−→ 10

4Be + 4
2α + p ,

Carbon 14C, created by 14
7N + n

activation
−−−−−−→ 14

6C + p ,

The radio nucleids 14C and 10Be were produced from collisions of cosmic rays with
atmospheric nitrogen and oxygen (Masarik and Beer 2009). 14C then combines
to CO2 and enters the global carbon cycle, where it falls out in tree rings or other
organic material that contributes to CO2 exchange. On the other hand, 10Be attaches
to aerosols and with them is removed very quickly from the atmosphere, falling out
in polar ice sheets, for instance (cmp. Fig. 2).

From analysis of these “natural neutron monitors”, Steinhilber et al. (2012)
were able to identify historic cosmic-ray modulation of the past 9 400 years. In the
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light of this enormous time series it can be concluded that the current intensity
N of cosmic-rays on Earth has reached its global minimum since 7390 B.C.. The
corresponding solar maximum generates significant temporal variations, while the
relative measurement error

√
1/N (section 3.7) of cosmic-ray neutrons contributes to

maximum uncertainty for any measurement on Earth (see also Appendix C).
It is thus venturesome to do research of neutron radiation in such a late period

of the Quaternary, and it will be a challenge to conduct scientific experiments that
allow for accurate conclusions on soil moisture despite all the other sources of errors
involved.

2.2.4 Neutron Monitors
Since a few decades, scientists examine the temporal variation of primary cosmic-ray
showers with so-called neutron monitors (NM), large helium detectors surrounded by
lead in order to extent its sensitivity towards primary protons (Mavromichalaki
et al. 2011). More than 60 stations exist around the globe, out of which Table 2.1 lists
the most relevant for this work, with special regards to chapter 5 and Appendix C.

Table 2.1: Neutron monitor stations that are geomagnetically
close to Leipzig (cutoff rigidity around Rcut ≈ 3.06GV).

station location altitude Rcut

KIEL Kiel (Germany) 54m 2 .36GV
NEWK Newark (USA) 50m 2 .40GV
JUNG Jungfraujoch (Switzerland) 3570m 4 .49GV
IRKT Irkustk (Russia) 475m 3.64GV

2.2.5 Mostly harmless?
Neutrons can actually do have impact on organic materials by kicking hydrogen out
of a molecule (e.g., DNA), or by being captured, exciting the target nucleus, and
forcing it to perform spallation or to release highly energetic protons. Following this
argumentation, Astbury (2005) discovered that cancer mortality and cosmic-ray
dose share similar geographical dependence. Juckett (2007) also found a relation
between cancer deaths and cosmic radiation by analyzing historical datasets. Their
measurements (e.g., 10Be) demonstrated remarkable correlation not only to temporal
variations from solar activity, but also to the geomagnetic cutoff rigidity (i.e., to
latitude).

However, the corresponding molecular alteration must not necessarily lead to
significant damage. On the contrary, those reactions also contributed to biological
mutation, and finally to evolution on Earth (Erlykin and Wolfendale 2010; Atri
and Melott 2014). Moreover, cosmic radiation is even suspected of influencing tree
growth by biological interactions at the molecular scale (Sax 1963) or by altering
available sunlight due to aerosol formation (Dengel et al. 2009), which is however
still under critical discussion (Kulmala et al. 2009).
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The Moderate Life of a
Neutron

3.

Physics from generation to detection

This chapter discusses the unique properties of neutrons, introduces the CRNS
detector system, and presents the transfer functions for soil moisture. Following
the generation of high-energy neutrons in the atmosphere (chapter 2), their journey
towards the Earth’s surface, through the soil, and into the detector, is accompanied
by progressive energy loss (i.e., moderation). The following short story outlines the
relevant processes from a personal, metaphoric point of view:

“ Unlike most particles, a neutron is born with a maximummotivation and
spends its life to get rid of it. To make a long story short, its ever-positively
thinking brother is especially good at dragging the neutron down. Every
interaction, every rebuff turns poor neutron down even more. Before it
ends up slam-dancing in a troubled graveyard. This is the only place
where short-term euphoria can occur.
But watch out, there are dark shapes lingering around the tombs, which
are hungering for these depressive little neutrons. In a fraction of a second,
poor neutron gets bound to a group of excited nucleons. But eventually
some day, an accidental collision, a senile decay, or divine external force
may induce its reincarnation. Great to have you back, little pilot, reborn
with whatever motivation the prior event has left.
There are stories about a neutron that grew lonely by the absence of
interaction, vanished within a few minutes, and has never been seen ever
since. Some scientists say that it managed to divest its negative ego and
turned to something more cheerful, sprightly enjoying the rest of its life
until the end of the universe.
But this is not the story about protons. ”
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3. The Moderate Life of a Neutron

3.1. Birth and decay

It is very unlikely to generate neutrons out of nothing just from quantum foam.
Heisenberg’s uncertainty principle, ∆E ∆t ≥ ħ/2, offers to loan neutrons, E = mn c2,
for less than 10−22 seconds, which is just too short for most applications, particularly
for environmental monitoring (Brocca et al. 2010, 2012).

Fortunately, most neutrons evolve from precursors like protons, p+, either by
radioactive decay inside heavy nuclei, or by external pressure during the Big Bang
or super novae, where electrons and protons can merge to form the neutral particle:

p
decay
−−−→ n + e+ + νe (inside a nucleus)

e− + p
capture
−−−−−→ n + νe (under high pressure)

n
decay
−−−→ p + e− + ν̄e (free)

Free neutrons in vacuum decay with a halflife of ≈ 10min (Christensen et al. 1972)
to protons, electrons, and neutrinos. Once decayed, the resulting free protons have
never been observed to decay before 1035 years (which is a matter of speculation).
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Fig. 3.1: Typical neutron energy spectra at the surface represent incident
and reflected neutrons. The figure shows; measurements by Goldhagen
et al. (2002) (grey line), simulations by Sato and Niita (2006) (dashed),
and pure incoming component by Köhli et al. (2015) (black line) which is
used as the source spectrum in URANOS (chapter 6). Colors illustrate initial
high-energy neutrons (red), which interacted with heavy atoms and turned
to evaporation neutrons (green), which in turn collided elastically with light
atoms in the detector-sensitive regime (blue), and finally thermalized (light
grey). Credit: Figure adapted from Köhli et al. (2015)
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3.2. Processes down the path of energy loss

Neutrons have an electrical charge of the factor 10−22 smaller than that of an electron,
and can thus be considered as entirely neutral with regards to the measurement
uncertainties (Olive and Particle Data Group 2014). As a consequence, there is no
interaction with electrons or atom shells, which fill up a factor of ≈ 1015 more volume
of space than a single nucleus. In strong contrast to experiments in chemistry or
optics, for instance, neutron interactions are extremely rare compared to the number
of particles present, and are thus hard to detect.

However, the constituent quark particles do have electrical charge, individual
spins, and are orbiting the potential well of the strong force. Thereby creating
a total spin s = 1/2 and angular momentum S ∝ √s(s + 1) of the neutron, and
consequently provoking a tiny magnetic moment µ ∝ S · q/m (Beane et al. 2014).
However, electromagnetic interactions are negligible in environmental situations,
where (quantum-)mechanical collisions are the main process for neutron interaction.

Chapter 2 explained that primary cosmic-rays of energies around 1 GeV induce
secondary showers of high-energy neutrons in the atmosphere at ≈ 100MeV. The
responsible reactions often lead to spallation and incorporate pre-equilibrium pro-
cesses and intranuclear cascades, as the deBroglie wavelength λdB = h/

√
2mE of the

incident projectile is short enough to interact with individual nucleons inside the
nucleus (see Gudima et al. 1983, and references therein).

The resulting high-energy neutrons (red in Fig. 3.1) may further collide with
atoms in air or soil. As the captured neutron hesitantly “jumps down” in the nuclear
energy shells, the excited nucleus releases gamma rays or decides for radioactive
decay or spallation. The latter processes may release neutrons around 1–2 MeV, as
this is the average binding energy in nuclei. The process is also called evaporation
and manifests itself at the green peak in Fig. 3.1.

The processes described above can be interpreted as inelastic collisions, while
the sub-MeV regime is governed by elastic collisions (blue in Fig. 3.1). Neutrons in
this regime are typically referred to as fast neutrons, and their energy loss is roughly
correlated with the mass of the target nucleus (eq. 3.1). Following the principles
from classical mechanics, hydrogen as the lightest atom is most suited for neutron
moderation in this regime, and thus responsible for the success of the cosmic-ray
neutron sensing (CRNS). However, this rule does not set along, because neutrons
belong to the group of fermions, just like electrons, which prefer to pair up. The
best neutron absorbers are therefore isotopes that need just one neutron to fill their
nuclear energy shells. Good examples are 3He, 6Li, and 10B, which are consequently
used to design neutron detectors (see section 3.3.2).

Depending on the moderation potential of the environment (e.g., the number
of hydrogen atoms), fast neutrons slow down below the elastic regime, which was
detectable by moderated counters (see section 3.3), and enter the thermal equilibrium
with the environment (grey in Fig. 3.1). Here, the atoms of the surrounding material
exhibit similar energies as the neutron, which is Eth = kB T ≈ 25meV at 25 ◦C, and
the corresponding collisions contribute to permanent acceleration and deceleration
around the average energy.
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The benefit of thermal neutrons for CRNS research and hydrology has never been
elaborated consistently in literature. However, hints to other research fields like
earthquake detection have been published (e.g., Alekseenko et al. 2009; Salikhov
et al. 2013). The accepted theory is that earthquakes open up fissures in the Earth’s
crust, through which radioactive gases can escape and quickly decay to α particles and
neutrons. Moreover, variations of the thermal neutron signal may highly depend on
individual site conditions, as many elements in the subsurface are efficient absorbers
for thermal neutrons, e.g., Cl, Fe, Gd, Mn, or Ti. As chlorine is highly abundant in
most soils, a chlorine-equivalent is often determined in planetary science to assess
soil composition (e.g., Litvak et al. 2014; Mitrofanov et al. 2014).

3.2.1 Interaction probability (cross sections)
The probability of a neutron interaction with a target can be expressed by the term
cross section, [ [b, barn]. Just like the target disk in archery, the unit 1 b = 10−28 m2

can be interpreted as the geometrical area of the target particle with regards to the
deBroglie wavelength λdB = h/

√
2mE of the incident neutron. As such, [(E) is a

function of neutron energy and depends on the target composition, for which the
circular geometry is a rather ragged picture.

Cross sections published in theEvaluatedNuclear Data File (ENDF, www.nndc.bnl.gov)
were determined either experimentally or by complex calculations. Unfortunately,
experiments with high-energy neutrons exhibit uncertainties of up to 50% and are
usually extrapolated with theoretical models, however, progress has been made to
narrow the results (Salvatores et al. 1994; Palmiotti et al. 2007). In order to
minimize the issues with high-energy interactions in neutron transport simulations,
Köhli et al. (2015) recommend to use verified near-surface spectra as model input.
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Fig. 3.2: Comparison of elastic neutron cross sections of hydrogen (red), nitrogen
(green), oxygen (blue), carbon (black), silicon (ocher), and aluminum (grey) for
kinetic energies between 5meV and 1000MeV, data taken from JENDL/HE-2007
(Shibata et al. 2011). Credit: Figure and caption from Köhli et al. (2015).
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3. The Moderate Life of a Neutron

Different (microscopic) processes can be arranged in different cross sectional
categories. For example, the scattering cross section [sct of a target quantifies its
probability to scatter incident neutrons, either inelastically or elastically. On the
other hand, the absorption cross section [abs denotes the probability to perform
neutron capture (absorption). There are nuclei that are talented in both, for example
hydrogen. For applications of the CRNS technology, scattering cross sections are
most relevant, as they determine the efficiency with which a material (e.g., soil or
water) moderates fast neutrons, i.e., removes neutrons from the detectable energy
regime. Fig. 3.2 shows elastic/scattering cross sections of the six most relevant
elements in everyday life. While the exceptional position of hydrogen is evident,
decreasing probability and resonances occur for most elements at higher energies.

3.2.2 Practical quantities for neutron moderation
With the help of the microscopic cross sections [sct and [abs of individual elements,
the macroscopic response to neutrons can be derived for certain materials. The
macroscopic cross section Σ = [ · � denotes the interaction probability of a material
with neutrons, where � is the number density (elements per volume) therein. For
example, the cross section for Gadolinium is many orders of magnitude higher than
that of hydrogen, however, its abundance in soil is so low that neutrons still exhibit a
higher macroscopic cross section for soil water.

Moreover, the mean logarithmic reduction of the neutron energy E per collision, ξ,
is an important quantity in slow down theory that describes the rate of energy loss
per interaction in the elastic scattering regime (Dobrzynski and Blinowski 1994):

ξ := ln E0
E = 1 + (A− 1)2

2A ln ( A− 1
A + 1) ≈

2
A + 1 , (3.1)

where A is the atomic mass number of the considered element. It can be directly
linked to the number of collisions ncoll necessary to slow a neutron of energy E0 down
to E1: ncoll = ln(E0/E1)/ξ .

Following these equations, it can be estimated that fast neutrons (≈ 106 eV) need
≈ 18 collisions with hydrogen to get thermalized below 10−5 eV, whereas collisions
with large nuclei like iron take more than 500 collisions. This is the reason why the
effect of metallic cases is negligible, as the CRNS detector is often used in cars and
aircrafts (chapters 8 and 10).

The energy loss per collision and the macroscopic cross section both constitute
the stopping power Ξpow = ξ · Σsct of a material. Zreda et al. (2012) exhaustively uses
this quantity to argue that hydrogen has by far the highest stopping power in soils,
thus its impact on fast neutrons is most dominant among relevant elements.

Finally, the so-called moderating efficiency Ξeff = ξ · Σsct/Σabs incorporates the
material’s capabilities to absorb neutrons. For example, Stacey (2007) explains that
heavy water, D2O, needs twice as much collisions to thermalize a neutron compared to
light water, H2O. However, hydrogen is also a much better absorber than deuterium,
such that the moderating efficiency of heavy water becomes larger by a factor of 80.
This property to moderate, but not to absorb neutrons is highly appreciated for root
water experiments using neutron tomography (Oswald et al. 2008), or in nuclear
reactors.
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Depending on the macroscopic cross section, the mean free path λ = 1/Σ through
a material describes the distance a neutron can travel without an interaction (e.g.,
collision). Consequently, fast neutrons may travel hundreds of meters in air between
collisions, while they cannot freely pass the soil in more than a few tens of centimeters.
This is the reason why the proper choice of the neutron source is important to
calculate the CRNS footprint (chapter 6), as fast neutrons released in the soil will
have completely different trajectories (towards their way out) than fast neutrons
entering the soil.

3.2.3 Spatial neutron transport

As illustrated in Fig. 3, neutrons that arrived from the atmosphere penetrate the soil
in different depths. Due to the high bulk density �bulk of the ground, the macroscopic
cross section Σ is large, and thus the penetration depth, ∼ λ, is just a few decimeters.
High-energy neutrons can travel longer distances into the soil (red in Fig. 3), because
they come upon lower cross sections (Fig. 3.2). Their interaction with heavy nuclei
leads to isotropic evaporation, and some of the resulting fast neutrons may find their
way back to the surface.

One of the major advantages of the CRNS technology is the huge representative
footprint, within which neutrons of different origins have elaborated an almost
homogeneous density. Why do neutrons mix like a gas in the air, and what is the
reason for its “footprint length”? The following mono-energetic approximation can
provide first insights, which is described in more detail in famous textbooks like
Glasstone and Edlund (1952) or Williams (1966).

Thermal neutrons are a rewarding source for first-order estimations, because
their average energy ⟨Eth⟩ ≈ 25meV at 25 ◦C is in equilibrium with the environment
and thus does not change during collisions. The neutron density N(~x) at a location ~x
is then determined by the production rate P (e.g., from moderated fast neutrons),
the absorption rate = Nv/λabs (e.g., due to hydrogen), and the leakage by diffusion,
−D∇2 N. Here, the diffusion coefficient D = 1

3 vλsct is determined by the average
neutron velocity v and λsct is themean free path for neutron transport (e.g., scattering
processes).

∂t N
neutron
dynamics

= P
production

− Nv/λabs
absorption

+ D∇
2 N

leakage
(3.2)

Considering the steady state, ∂t N = 0, the solution of this equation provides the
neutron density at the distance r from a point source. Famous textbook examples
further expand this to an infinite plane source, e.g., the Earth’s surface:

point source: N(r)∝ P
λsct
·
1
r · e

−r/L , plane source: N(r)∝ PL
λsct
· e−r/L . (3.3)

where L ∝
√
λsctλabs is called the diffusion length of neutrons in a specific material.

In the case of an infinite planar source, L equals the distance r at which the neutron
density was reduced by 1/e. Desilets and Zreda (2013) found L ≈ 150m for fast
neutrons in air, and defined the footprint cutoff radius as R = 2L, within which
1 − e−2 ≈ 86 .5 % of detected neutrons originated.
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As argued in Köhli et al. (2015), actual neutron transport in the environment is
way more complex, as (1) a whole spectrum of different neutron energies E ∝ v2 are
involved, (2) mean free paths λ(E) depend on neutron energies, (3) the neutron source
is on top of the atmosphere, (4) soil and air have different densities and introduce
interface effects, and (5) more inelastic and resonance effects occur, depending on
energy. One of the major challenges is, that neutrons loose energy with every collision
during diffusion. The Fermi age theory (e.g., applied by Barkov et al. 1957) offers a
first-order approach to that problem, by letting neutrons diffuse also in the energy
space. Finally, Monte-Carlo codes (e.g., MCNP or URANOS, chapter 6) are the only way
to account for all the mentioned issues involved in the process of neutron transport
through a complex environment.

3.3. Detection and counts
Due to the absence of electrical charge, neutrons can only be detected “the hard
way”, through nuclear reactions. As most natural abundant elements exhibit highest
interaction cross-sections in the thermal energy regime of neutrons (Fig. 3.2), it is
preferred to slow down fast neutrons beforehand, and then to detect their nuclear
interaction process.

3.3.1 Shielding
As fast neutrons are the quantity of interest, but only thermal neutrons can be effi-
ciently detected, moderator materials were introduced to surround the bare detector
tubes. Polyethylene (PE) is a famous plastic and solid material which is sensitive
to fast neutrons due to the chemical composition (C2H4)n. Simultanuously, PE
shields thermal neutrons from entering the tube, which turns the moderated detec-
tor tube to be sensitive only to fast neutrons. The popular CRNS probes delivered by
Hydroinnova come with a 1 inch PE shield. Although this thickness was known to
be insufficient to completely exclude thermal neutrons (Desilets and Zreda 2008;
McJannet et al. 2014), it has been a good compromise between efficient moderation
and low absorption probability.

Another famous detector shield is lead, which can be used to protect the detector
from high-energy photons. This is especially useful when active neutron measure-
ments are performed, e.g., in DAN campaigns on Mars (Litvak et al. 2014). Neutron
monitors also use lead as a surrounding material, although for different reasons.
Lead is able to support multiplicity, i.e., the generation of multiple neutrons from
one incident neutron or proton, and thus is able to increase the probability to detect
hadronic radiation. The use of lead batteries for CRNS stations might introduce
such effects, too, which should be kept in mind when data is interpreted (especially
on a lake where tubes are all alone with eight batteries, chapter 5).

Other detectors on Mars use cadmium enclosure with 1 mm thickness in order to
absorb thermal neutrons, while it can also help to reduce X-ray contamination. On
Earth, cadmium shielding is not recommended for environmental research, because
the material is highly toxic. Still, experiments under strict control were performed
by Andreasen et al. (2017) in forests in order to learn about thermal contribution on
moderated CRNS detectors.
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Fig. 3.3: Left: The CRS1000 detector houses a bare and a shielded tube
of 1 inch thickness. Right: Bonner spheres at the Schneefernerhaus
exhibit various thicknesses of shielding. In November 2015, one sensor
CRS07 was added to their “Kugel-Alm” in order to learn more about the
energy sensitivity of the CRNS detector system.

3.3.2 Popular detector gases

An appropriate detector gas should (1) have a large cross section, (2) its reaction
product should lead to an easily detectable signal, and (3) the signal should be
distinguishable from other radiation sources.

The lighter isotope of helium is highly sensitive to thermal neutrons due to its
large cross-section of ≈ 5330 b, while a captured neutron induces the reaction n +
3He −−→ 3H + p + E. The released energy of E ≈ 764keV is distributed between the
tritium nucleus (triton, 191 keV) and a proton (573keV) as indicated by their inverse
masses. To be accurate, the 3He nucleus has an additional option to turn into the
stable element 4He. However, creation of pure helium is very unlikely with thermal
neutrons, because its lowest energy state is at ≈ 20MeV.

Many other materials exhibit high cross sections for thermal neutron capture,
one of such popular elements is the boron isotope 10B. Its cross section for thermal
neutrons is about 4000b and drops rapidly with 1/E. The corresponding reaction
follows 10B + n −−→ 7

3Li + α + E, where E = 2 .8MeV is the released kinetic energy,
which can be also E = 2 .3MeV if Litium got excited (94% probability). The detector
gas 10BF3 is widely used in proportional counters, because it is highly ionizable by
bypassing charged particles if operated at pressures from 0.5 to 1 bar. In contrast to
helium reactions, the heavy α particle is usually not able to loose its entire energy
before reaching the wall. Thus, 10BF3 tubes have to have large physical dimensions to
be efficient (see section 3.3.3). The toxic fill gas further degrades quickly, resulting in
significant changes of performance after 1010–1011 neutron interactions, depending
on the detector configuration (Pellegrin et al. 2010).
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As one of the lightest elements, litium is also well suited for neutron capture.
However, only 6Li has appropriate cross sections of ≈ 940 b, while cross sections for
7Li are less by a factor of ≈ 5 · 10−5. Unfortunately, the separation effort for both
abundant isotopes limits the feasibility of litium detectors.

Appendix A addresses the question whether detectors containing the toxic gas
BF3 are suited for applications in Germany, and concludes that its concentration
exceeds the minimal allowed limit by a factor of 103. Due to the planned activities
using mobile neutron detectors in cars and aircrafts (chapters 8 and 10) as well as
on lakes (chapter 5), the decision was made in favor of the more expensive but less
problematic helium gas.

3.3.3 Counting gas collisions with a Pulse Height Spectrum (PHS)

Common to all considered detector gases, the primary reaction product ionizes the
surrounding gas as it passes the tube, thereby releasing electron showers that follow
the applied electrical gradient. Without such an external voltage (≈ 1000V), the
charged particles would not show any endeavor to reach the detector wall. However,
accumulation of charge in the wall is the only indication of the antecedent reaction
with the neutron. As the reaction products and showers reach the electrode (wall),
a small measurable current is invoked which is directly related to the number of
charges received. As the energy of the reaction product is well known, a characteristic
current (or bin number) can be expected and translates to a prominent peak in a
so-called pulse height spectrum (PHS), see for example Figures 4.3 and B.1. However,
sometimes the reaction product reaches the wall of the tube before it had the chance
to completely release all of its energy into electronic pulses. The so-called wall effect
is then visible in the PHS as a number of pulses at smaller bins. As such, the typical
shape of the pulse height spectrum is independent of the neutron energy, it is rather
a function of the reaction kinematics and the amplifier used in the detector (Crane
and Baker 1991).

Finally, gamma rays can also induce pulses in the instrument which are mainly
located in the lower end of the PHS. As the PHS is integrated to give the total number
of neutrons counted, most detectors introduce a cutoff parameter to discriminate for
gamma rays. Such radiation is often related to other hydro-meteorological effects
(Balabin et al. 2013) or neutron interactions with cadmium. Thus, special care is
recommended to exclude this information from the neutron count rate, for example
by reducing the discriminator at the cost of efficiency (Appendix B), or by choosing
modern detector designs (e.g., Chandra et al. 2010).

An irregular PHS can have multiple reasons, for example collapsing voltage
supply, gas leakage, or impurity in the detector tube, while variations at the lower
end are an indication for electronic noise. Some of those effects were observed in pulse
height spectra of CRNS stations in the Schäfertal, and efforts have been presented
in Appendix B to resolve these issues.
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Antenna (GSM)
Horizontal hole
to allow monitoring of air pressure inside

Neutron Pulse Module (NPM)
generates high-voltage inside the detector tube
and counts electronic pulses from neutron capture 

Datalogger including SD and SIM cards,
also inside: temperature and pressure sensors
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Helium gas inside is sensitive to thermal neutrons
Moderated tube 
the polyethylene shield slows down fast neutrons
Solar Charger
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to the battery and to the datalogger 

Battery (55 Ah)

Fig. 3.4: Description of the components inside the cosmic-ray neutron sensor (here:
the first sensor installed at UFZ in Jan 2014).

3.4. The CRNS probe CRS1000 and the rover system

Modern neutron detector devices were tailored to the needs of hydrologists and
environmental scientists by the company Hydroinnova (Albuquerque, New Mexico)
and the manufacturer of the tubes, Quaesta Instruments (Tucson, Arizona). Fig. 3.4
describes the main components of sensor system housing, hermetically sealed in a
robust metal case. The data logger is able to receive SDI-12 information from two
neutron pulse modules (NPM), which generate the high voltage while communicating
with the detector tubes. For experimental reasons, standard CRS1000 systems exhibit
one bare and one moderated tube, as the benefit of thermal neutrons is expected to
crystallize in the near future. The logger additionally handles digital I/O signals
from the Campbell CS215 temperature/humidity sensor, rain gauges, GPS, among
others. The attached antenna is able to transmit data via the GSM network to FTP
servers or email accounts. On top of the mounting stick a 100W solar panel ensures
permanent power supply even during three weeks of snow coverage. By the way, the
slight inclination of the panel politely motivates any snow accumulation to slip off
after a little while.

The CRNS rover system is constructed in a very similar manner, although data
logger and battery were encased separately from the NPMs and tubes. In contrast to
the stationary probes, the rover system exhibits two moderated counters in order to
achieve highest count rates possible for fast neutrons. The temperature sensor is
recommended to be placed outside of the car to sample actual conditions in the field.
Power supply is given by using a 12V connector to the car cigarette lighter.
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Fig. 3.5: Components of the CRNS rover system. Inside view (orange) of the two
moderated tubes (PE cover removed). Credit: original photos by Mandy Kasner

3.5. Temporal meteorological variations

The magnitude of detected near-surface neutrons Nraw is primarily driven by the
number of incoming cosmic-ray neutrons from above. As introduced in chapter 2 and
discussed in chapter 5, this quantity varies considerably over time t and consequently
obscures the variable of interest, N(θ , t). The three most dominant factors are air
humidity h, air pressure p, and variations of incoming cosmic rays at the upper
atmosphere, I. The accepted approaches assume proportional and thus cumulative
influence of the so-called correction functions, Ch, Cp, and CI, on the raw detected
neutron signal, Nraw (Zreda et al. 2012; Rosolem et al. 2013a). Fig. 5.5 illustrates
how those meteorological variations correlate with the semi-corrected neutron counts
from a detector buoy.

NphI = Nraw · Cp · Ch · CI , (3.4)

where NphI denotes the fully corrected neutron count rate. Neutron measurements
in the following chapters are denoted as N by omitting the correction indication, as
they were already fully corrected if not otherwise explicitly stated.

3.5.1 Atmospheric water vapor

The detected neutron abundance at the surface is influenced by atmospheric water
content in two ways. Firstly, the incoming radiation was moderated by the integral
water content (IWC) in the whole air column above the neutron detector. Secondly,
the soil-albedo component Nrefl is reduced by the presence of near-surface water
vapor in the sensor’s footprint. Rosolem et al. (2013a) implicitly assumes that the
latter effect on Nrefl is negligible and suggests the following correction function for
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IWC:
CIWC = 1 + αIWC (IWC − IWCref) , αIWC = 0 .0143 .

In most cases, measurements of the whole atmospheric water profile are not available,
if no microwave radiometer or GNOME satellite is nearby (the study in section 5.3.1
made use of such a situation). As typical CRNS stations are equipped with sensors of
temperature T (in ◦C) and relative humidity hrel (in %), the corresponding absolute
humidity h (in g/m3) could be inferred as a proxy for IWC. The correction relation has
been elaborated by Rosolem et al. (2013a) based on neutron transport simulations:

Ch = 1 + α (h− href) , α = 0 .0054 , (3.5)

where h(hrel , T) = 6 .112 · 2 .1674 · hrel
273.15 + T · e

17.67·T
243.5+T .

This work universally applies the reference value h(50 % , 25◦C) = 12 g/m3. Using a
buoy detector on a lake, chapter 5 tests the real-life performance of the α parameters.

3.5.2 Air mass correction by pressure

Air is highly contributing to the number of neutrons for multiple reasons. Firstly,
incoming neutrons from space are attenuated by air molecules in the atmosphere.
Consequently, the number of surface neutrons changes when air mass or atmospheric
stratification changes. For this reason correction is needed for the mass in the
atmosphere, for which near-surface air pressure p is a great proxy.

Cp = eβ(p−pref) ,

where β denotes the barometric attenuation coefficient, which is inversely related
to the atmospheric attenuation length L ∝ β−1. In this work, pref = 1013.25hPa is
applied universally, and L = 131 .6 hPa for Germany (Desilets et al. 2006). However,
L = 138 .7hPa is used by operators of the neutron monitor station in Kiel as well
as the Bonner sphere station at the Schneefernerhaus. Chapter 5 will discuss the
various approaches to determine β, as well as its dependencies on space, time, and
detector device (section 5.2.3). Bütikofer (1999) further suggests to apply a pressure
correction based on the Bernoulli effect during strong winds, ∆p ∝ �air v2

wind. As
most of the present work has been conducted in German low-lands, only minor effect
on the soil moisture prediction below 1% was expected and consequently neglected.
However, chapter 10 revisits this effect in the scope of fast moving screws on an
aircraft.

3.5.3 Incoming cosmic-ray intensity

The incoming radiation I(t) penetrates the upper atmosphere and varies due to
solar activity and other more complex temporal effects (see chapter 2). Fortunately,
independent measurements exist to quantify I(t) using so-called neutron monitors
(NM). Although these devices effectively measure the high-energy proton component
> 20MeV, the accepted correction approach assumes similarity to incident neutron
dynamics (Zreda et al. 2012). A worldwide network of NM stations provides online
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access1 to their data in real-time. Under the assumption that incoming radiation is
almost similar along the rigidity lines (section 2.2.1), a nearby NM should be able
to provide representative data for other locations on Earth with similar Rcut. The
local cutoff rigidity can be estimated for individual CRNS stations with the help of
an online tool2 provided by the University of Arizona, or more modern approaches
following Bütikofer et al. (2007).

Since every detector comes with an individual efficiency, the value I(t) is normal-
ized with a constant reference Iref, which is chosen to be ≈ 150 cps for the Jungfrau-
joch neutron monitor in this work. The following correction approach was introduced
by Zreda et al. (2012) using γ = 1, while other approaches to scale the corresponding
anomalies will be discussed in section 5.2.3.

CI = 1 + γ ( Iref
I − 1) .

3.6. From neutrons to soil moisture
Neutron detectors receive two components of neutron radiation: incoming neutrons
from the atmosphere that have not had contact with the soil, Ninc, and reflected
neutrons Nrefl that scattered in soil and air before entering the detector almost
isotropically (see e.g., Schrön et al. 2015, Fig. 3). Most of the time, the incoming
component is rather low, depending on detector geometry and local site conditions.

NphI ≡ N = Ninc + Nrefl(θ) (3.6)
= ainc · Nbase + arefl(θ) · Nbase .

Nbase (or calibration parameter N0) is an arbitrary baseline which can be interpreted
as the potential count rate over ideally dry soil, which implicitly accounts for local
structures. Following this framework, the results from Desilets et al. (2010) can be
interpreted as an inverse relation between Nrefl and gravimetric soil moisture θg ,

arefl(θ) =
a0

a2 + θg
, ainc ≡ a1 , (3.7)

where a0 ,1 ,2 = (0 .0808 , 0 .372 , 0 .115)were fitted semi-empirically (see also Fig. 3.6).
These parameters correspond to a signal partitioning of ainc ≈ 37 % and arefl ≈ 63 %
for dry soil, θ = 1 .4 %g . As Rivera Villarreyes et al. (2011) noted, individual
site conditions may exhibit important features which cannot be tracked by N0 alone.
In fact, Lv et al. (2014) and Iwema et al. (2015) demonstrated that site-specific
optimization can lead to different parameters, e.g., for the latter: ainc = 34–42%
(cmp. b1/N0 in their Table 4). On the other hand, Heidbüchel et al. (2016) found
that the incoming offset ainc < 1 % is almost negligible in forests, where tree canopies
may thermalize neutrons before detection. The various approaches to calibrate a0 ,1 ,2
show that the eq. 3.7 together with parameters from Desilets et al. (2010) are not
a universal representation of relevant processes. However, it will be accepted as a
well-validated standard approach as long as the “arbitrary statistical optimization”

1previ.obspm.fr
2cosmos.hwr.arizona.edu/Util/rigidity.php
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of a0 ,1 ,2 has not been related to physical reasons. It was further possible to estimate
a relationship for Nrefl(θ , h) with the URANOS neutron transport code (section 3.8)
by integrating the radial sensitivity ∫

∞
r=0 Wr(θ , h)dr (Köhli et al. 2015). However,

preliminary results presented in Fig. 3.6 are work in progress and their potential to
compete with eq. 3.7 needs to be assessed in future studies.

Apart from those approaches, Franz et al. (2013a) presents a Universal Calibra-
tion Function, where Hmol is the molecular fraction of all hydrogen atoms:

N(Hmol) = Nwater · [4 .486 · e−48 .1·Hmol + 4 .195 · e−6 .181·Hmol] .

However, the improved performance of this method has not been confirmed (McJan-
net et al. 2014). Moreover, chapter 9 presents an analytical model COSMIC (Shuttle-
worth et al. 2013), which is able to predict neutron counts by numerically integrating
soil moisture profiles. In a systematic study Baatz et al. (2014) compared those meth-
ods mentioned above and found acceptable agreement for all of them.
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Fig. 3.6: From neutrons to soil moisture and back. a Two different approaches,
Desilets et al. (2010) and simulations with URANOS (by M. Köhli, private commu-
nication), both normalised to 1

2 N0 at 50%g , and compared with approaches from
space science (Jun et al. 2013). b Soil moisture as a function of neutron counts,
including an error band for signal uncertainty ε(N) and propagated uncertainty
ε(θ) (see section 3.7.2).

Correction of static effects in the footprint
Neutrons are most effectively moderated by materials that contain a noticeable
amount of hydrogen. Thus, the quantity θg in eq. 3.7 not only comprises mobile
accessible water in the soil, θmob, but also bound lattice water θlw, and the water
equivalent of organic soils, θorg. Bogena et al. (2013) suggested that these quantities
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simply add up to:

θg = θmob + θlw + θorg , (3.8)

where usually θmob denotes soil moisture, the quantity of interest for most applica-
tions.

Other sources of hydrogen are expected to be implicitly accounted for by the
calibration parameter N0. For example, Baatz et al. (2015) and Franz et al. (2015)
found linear relationships to biomass water equivalent (BWE),

N0(BWE) = N0 − s · BWE , (3.9)

which have been applied to mobile measurements in chapter 8. Naturally, snow is
also an efficient moderator for neutrons, as has been shown theoretically by Zweck
et al. (2013) in the scope of cosmogenic nuclide dating applications. However, a simple
linear relation between neutrons N and snow water equivalent (SWE) was found
empirically by Sigouin and Si (2016), without the functional relationships in eqs.
3.7 and 3.9.

Apart from additional hydrogen sources, site-specific geometrical or structural
conditions could be addressed implicitly by calibrating N0. The study presented in
section 4.3.5 elaborated a new, more sophisticated areal correction approach based
on Köhli et al. (2015), to rescale the damping effect induced by dry, static ground in
the footprint.

3.7. Statistical and propagated errors

Neutron detectors collect discrete numbers of samples and thus obey the Poissonian
law of counting statistics. For a large number of counts, ⟨N⟩ > 30, the Poissonian
distribution turns into the Gaussian distribution, and the corresponding standard
deviation can be approximated as ε(N) =

√
N. In this dissertation, ε denotes standard

deviations, as the otherwise conventional symbol [ is reserved for cross sections
(section 3.2.1).

Poissonian statistics also helps in practical situations, for example when the
CRNS technology is demonstrated to an audience or its proper functioning needs to
be checked. From looking at the NPM (Fig. 3.4) it is possible to witness the detection
of neutrons from a flashing LED. However, the function check is semi-decidable: a
dark LED can stay for long, leaving you wonder whether the detector actually works
or not. In these situations it could be helpful to know about the Poissonian probability
P(µ , r) of witnessing zero counts (N = 0).

Poissonian probability: P(µ = ⟨N⟩ , r = N) = 1
r! µ

r · e−µ

For example, taking a quick look for t = 3 sec at a typical CRNS detector with
average count rates of about ⟨N⟩ ≈ t · 830 cph, the chance to miss any neutron
detection is 50 %. Certainly, starring at the LED for t = 20 sec is almost guaranteed
to see it flashing at least once with a 99 % success rate.
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Fig. 3.7: Statistical distribution of observed neutron counts over a pe-
riod of 6 months. The gaussian statistical standard deviation ε(⟨N⟩)
is explained by the mean value ⟨N⟩. On the other hand, the temporal
standard deviation is much broader and asymmetric, as demonstrated
with the gaussian fit, due to the significantly varying conditions in the
measurement period.

3.7.1 Error of time series data

During analysis of neutron time series, the statistical error can be modified by
aggregation and averaging procedures. It is therefore necessary to clarify how errors
change, which are often neglected when scientific results are presented.

Observed neutrons N always come with a corresponding statistical error of
ε(N) =

√
N. Usually, the measured integration time of CRNS sensors is T = 15min,

while, by convention, analysis is usually performed with hourly values in units of
[cph]. During this aggregation with time factor a = 4 (as 4 · 15min = 1 h) the data
appears as follows:

Ta = a · T , Na =
a

∑
1

N ≈ a · ⟨N⟩ , ε(Na) =

¿
ÁÁÁÀ

a

∑
1

ε(N)2 ≈
√

a · ⟨ε(N)⟩ .

By scaling the neutron counts by the factor a, the absolute error only increases with√
a. For example, aggregating the 15min observations to hourly values (a = 4), the

original error scales by the factor of 2. Often 6-hourly or daily values are plotted to
reduce the visible noise, while keeping their units in [cph]. To achieve this, neutron
counts within a time window a are aggregated and devided by a:

Ta = a · T , Na =
1
a

a

∑
1

N ≈ ⟨N⟩ , ε(Na) =
1
a

¿
ÁÁÁÀ

a

∑
1

ε(N)2 ≈ 1
√

a
· ⟨ε(N)⟩ . (3.10)

For example, averaging hourly data to daily values reduces the error band by almost
a factor of 1/

√
24 ≈ 5.
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What count rate is needed to achieve a specific accuracy?

For site and investment planning, it is handy to estimate the necessary size of a
neutron detector to achieve a certain level of accuracy. Often, a relative error of
ε(N)/N ≈ 2 % is demanded, e.g., for accurate irrigation management or to detect
certain features of changing water pools in the environment. Let εrel be a general
relative error (or accuracy), then

εrel =
ε(N)

N =
1
√

N
⇔ N = ε−2

rel .

So N neutrons within an integration time of T are needed to achieve an accuracy of
εrel. Sometimes it is an option to increase the integration time by a factor a if the
measured quantity is not expected to change on a longer time scale. Then,

εrel =
ε(Na)

Na
=

1
√

a
·
ε(N)

N ⇒ N = 1
a · ε

−2
rel .

For example, 2500 cph are needed to significantly detect a 2% change on hourly time
scales. 417 cph will be sufficient to detect these changes on a 6-hourly average.
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3.7.2 Error propagation towards soil moisture

As elaborated in section 3.7, the counting error for neutrons is Poissonian and its
absolute error is defined as ε(N) =

√
N. Since the quantity of interest in hydrology

is soil moisture θ, the question is raised how the rather large errors of N propagate
through eq. 3.7:

θ(N) = a0
N/N0 − a2

− a1 . (3.11)

To address this question, the Taylor expansion is applied to eq. 3.11, which requires
calculation of the ith derivative by N:

θ(N + ε(N)) =
∞
∑
i=0

1
i!∂
(i)
N θ(N) · ε(N)i .

Usually, expansions up to the first order (i = 1) provide sufficient accuracy for most
applications. However, significant overestimation of errors was recognized under
wet conditions by using the first-order approach in this work. Due to the oscillating
nature of polynomials, at least 3 orders were found to be necessary for adequate error
quantification:

ε(θ) = θ(N + ε(N))− θ(N)

≈ −
a0 N0

(a2 N0 − N)2 N1/2 −
a0 N0

(a2 N0 − N)3 N − a0 N0
(a2 N0 − N)4 N3/2 . (3.12)

These propagated errors are shown in Fig. 3.8b as a function of wetness condition
N/N0 for three typical N0 values (buoy, stationary, rover). Interestingly, accuracies
of ≈ 2 %g are easily achievable with the CRNS method under certain conditions. In
low-count regions like forests (Bogena et al. 2013; Heidbüchel et al. 2016), high-
precision measurements are only possible under dry conditions, N/N0 > 0 .8, whereas
sensors under standard field conditions at sea level exhibit low uncertainty already at
N/N0 > 0 .7. The rover can accurately predict soil moisture even under wet conditions,
N/N0 > 0 .55. Although almost unrecognized in the CRNS community these days,
those error estimations have been implicitly applied in this work.

3.7.3 Statistical data analysis

In order to remove high-frequency noise in the neutron data, time series can be
smoothed over several integration intervals. In this work, either rigorous aggre-
gation or box-model moving averages were applied to smooth out those statistical
fluctuations. In future studies, more sophisticated approaches could be adapted from
Orford (2000), who developed methods based on classical and bayesian statistics
that can be used for pattern recognition, burst identification, and periodicity. Orford
tailored these methods for the pure cosmic-ray community, and great potential is
supposed for improving also CRNS analysis.

66



3. The Moderate Life of a Neutron

3.8. The neutron transport simulator URANOS
The present chapter has elaborated the complex theory of neutron transport and
has shown that interaction processes are highly sensitive to the neutron energy and
the nuclear composition of the passed medium. It is therefore not feasible to find
deterministic, analytical solutions under realistic conditions. Statistical and compu-
tational approaches are the only way to take all relevant physical interactions into
account. In the so-called Monte-Carlo codes millions of particles can be summoned
with randomly sampled initial conditions, while their paths can be tracked and their
interactions with nuclei obey the laws of physics. Finally, the summary statistics of
those neutrons can reveal insights into their collective behavior.

In the last decades, the Monte-Carlo code MCNP (Pelowitz 2005) was often con-
sulted to study the behavior of neutrons near the surface (e.g., Desilets et al. 2006;
Zreda et al. 2008; Franz et al. 2013c; Zweck et al. 2013). However, the model ac-
counts punctiliously for all kinds of particles and various interactions such that the
computational efficiency suffers, and the complex user interface hampers flexibility.
As an alternative, M. Köhli developed the Monte-Carlo code URANOS (Ultra Rapid
Adaptable Neutron-Only Simulation) which was specifically tailored to address the
open questions of the CRNS community (Köhli et al. 2015). As the model has been
developed further, it also proved to be useful for neutron spin echo detectors in other
research fields (Köhli et al. 2016). URANOS is very flexible, as the developer has direct
access to the code and is able to adapt input and output routines to the needs of a spe-
cific scientific question. Furthermore, URANOS is very efficient, as it only accounts for
the most relevant neutron interaction processes, namely elastic collisions, inelastic
collisions, absorption, and evaporation. As has been explained in section 3.2.1, cross
sections of various elements determine the magnitude of those effects. It is therefore
important to consult the newest updates of official cross section databases, namely
ENDF/B-VII.1 (Chadwick et al. 2011) and JENDL/HE-2007 (Shibata et al. 2011). The
latter especially accounts for precise cross section models in the high-energy domain
> 20MeV, where the corresponding uncertainties are highest.

The capabilities of URANOS and its developer have been consulted multiple times
throughout this dissertation to support theories, ideas, and experiments. The main
model features are:

• tracking of particle histories from creation to detection,
• detector representation as layers or geometric shapes,
• automatic model and material setup based on color codes in 2D bitmap images

(applied in chapters 4 and 5).

Using ENDF and JENDL, the model refers to the same physics database as other
particle transport codes. Thus, adequate representation of reality can be expected
from URANOS. Nevertheless, additional model comparisons with MCNPX have been
conducted for a specific case (section 6.4), and a variety of experiments have confirmed
the model results (see e.g., chapters 4, 7, 10, or section 4.6 in Köhli et al. (2015)).
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Fig. 4:
Temporary installation of
ten Cosmic-Ray Neutron
Sensors at the Schmetter-
lingswiese, UFZ area.



Intercomparison in an
Urban Environment

4.

Lessons learned fromnine neighboring sensors

Upon the arrival of ten stations for cosmic-ray neutron sensing (CRNS) a short period
was scheduled to confirm individual sensor comparability before deploying them at
remote research sites. While the integrated supplementary sensors of air pressure,
humidity, and temperature exhibited acceptable agreement, surprising variability
has been observed in the time series of all neutron detectors.

By permutation of sensor positions, calibrating detector parameters, and survey-
ing neutron density in the surrounding area, evidence has been found that neighbor-
ing CRNS stations deliver different observations under the same conditions. In order
to ensure comparability, sensors need to be calibrated in advance, and their common
temporal integration window needs to be of the order of half a day. Moreover, this
work proposes a new areal correction function to account for complex terrain, while
remarkable heterogeneity of neutrons has been revealed within the CRNS footprint.

The presented arrangement at the small urban meadow Schmetterlingswiese (Fig.
4) offers a unique opportunity to test individual sensor performances – a strategy
that improved the understanding of the instrument.
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4.1. Introduction

Sensor comparability studies are an important step towards joint usage of multiple
sensors for a single application or global calibration strategies, e.g., assimilating
multiple stations to a hydrological model (chapter 9) or using them as anchor points
for mobile surveys with a rover (chapter 8).

Intercomparison studies for soil moisture sensors are a preferable way to correct
for sensor-specific biases, e.g., applied to point sensors (Walker et al. 2004) or to
remote sensing instruments (Su et al. 2013). For example, Kögler et al. (2013)
developed strategies to intercalibrate TDR and SoilNet sensors in order to achieve
comparable results. Intercalibration is also one of the main goals for the worldwide
neutron monitor network (Bachelet et al. 1965; Moraal et al. 2001; Krüger et al.
2008). For example, observations of the same event measured with neutron monitors
on three continents revealed clear longitudinal discrepancies (Chiba et al. 1975).
Moreover, Oh et al. (2013) compared data from 15 neutron monitors in the same
period and concluded that individual detrending correction factors were needed for
coherent prediction performance. After the results of this intercomparison study
were presented at the 4th COSMOS Workshop 2014, Baatz et al. (2015) were the
first to publish sensor-specific efficiency values for some of their cosmic-ray neutron
sensors, ranging from 10 to 20%.

Apart from that, detectors for cosmic-ray neutron sensing (CRNS) might be a
promising instrument to estimate representative urban water content (see also
Cassis and Schreiner-McGraw 2014), which is otherwise hard to measure with
conventional instruments. It is the goal for this chapter to assess the sensor-to-sensor
variability and to test the performance of CRNS in complex urban terrain.
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Fig. 4.1: Intercomparison of 9 CRNS detectors deployed at a small meadow in the
UFZ area. By the end of March, positions of some sensors were switched to test a
hypothetic positional effect. Credit: (left) own montage from OpenStreetMap tiles, (mid) Google Maps
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4.2. Methods

Ten cosmic-ray neutron sensors were deployed at a small grassland site Schmetter-
lingswiese in the UFZ area, Leipzig, Germany. Shortly after installation, sensor
CRS02 has been removed and disassembled for later use as a “COSMOS buoy” on a
lake (chapter 5). The other stations were equipped with sensors for air pressure,
air temperature, and relative humidity, and the according averages were shared to
correct the individual neutron count rates Nraw 7→ NphI (section 3.5).

As the grouped ensemble of nine sensors is a unique opportunity to frame the
concept of a “super-detector”, the combined signal will exhibit higher count rates
and thus lower statistical noise. The average count rate ⟨N⟩ and its propagated
uncertainty of each ith sensor are given as:

⟨N⟩ = 1
9∑ Ni , ε(⟨N⟩) = 1

9

√
∑ ε(Ni)2 .

Under the assumption that Ni ≈ N j ∀i , j ∈ (1 , .. , 9), their corresponding counting
statistics will be similar as well:

ε(Ni) ≈ ⟨ε(Ni)⟩∀i , ⇒ ε(⟨N⟩) ≈ 1
9

√
9 · ⟨ε(Ni)⟩2 =

1
3 ⟨ε(Ni)⟩ ≈

1
3
√
⟨N⟩ .

Since the individual statistical errors are given as ε(Ni) =
√

Ni, the average statistical
error for ⟨N⟩ can be reduced to 33 % when nine sensors are combined. Following
eq. 3.10, the average statistical error at the daily aggregated time scale is given as
ε(⟨N⟩) =

√
⟨N⟩/24.

4.2.1 Measures

Generally, deviation measures can be expressed as an average of the individual vector
p-norms (not to confuse with air pressure p) of all nine sensors:

εp(N) =
⎛
⎝

1
9∑i

|Ni − ⟨N⟩|p
⎞
⎠

1
p

, where ⟨N⟩ = 1
9∑i

Ni . (4.1)

The standard deviation, εp=2(N), is used in Fig. 4.2 to measure the spread of indi-
vidual sensors around their average ⟨N⟩. If not explicitly indicated, ε ≡ εp=2. For
two time series N1(t) and N2(t) with standard deviations ε1 and ε2, the Pearson
correlation coefficient is defined as:

ρ(N1 , N2) =
Cov(N1 , N2)

ε1 ε2
=
⟨(N1 − ⟨N1⟩) · (N2 − ⟨N2⟩)⟩

ε1 ε2
.

For example, ρ = 0 .7 depicts that N1 and N2 can explain 0 .72 ≈ 50 % of their
respective variance. If those two variables N1 and N2 were ranked depending on
the order of their magnitude, Ni 7→ Rank(Ni), the Pearson correlation turns to the
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so-called Spearman rank correlation:

ρs(N1 , N2) = 1 − 6
∑t (Rank(N1)− Rank(N2))

2

n(n2 − 1) ,

where n is the number of days and t ∈ (1 , .. , n). This quantity can be used to identify
events that changed the rank of specific sensors.

4.2.2 Validation with independent soil moisture measurements

In order to validate and calibrate the sensors against real soil water content in
the Schmetterlingswiese, two independent measurement methods were consulted to
quantify soil moisture profiles: volumetric soil samples (once), andWireless Soil Mois-
ture Network (WSN, continuous). Since SoilNet installations are usually laborious
and permanent, the WSN technology has been developed specifically for short-term
applications (Mollenhauer et al. 2015; Bumberger et al. 2015). The measurements
were taken in different depths at two locations near sensor CRS08 (north) and CRS10
(south). The corresponding soil parameters (Table 4.1) and time series (Fig. 4.6)
have been used to calibrate the neutron signal on soil moisture. The sensors used for
WSN are of type Truebner SMT100 and exhibit the following uncertainties:

• uncertainty of the WSN device itself, ε1(θWSN) ≈ 2 %v,
• uncertainty about the correct electrical permitivity for rocks below the quartz

standard of εr = 4 .6 (section 1.7.2), ε2(θWSN) ≈ 3 %v,
• large heterogeneity in soil properties and composition within and between the

profiles, ε3(θWSN) ≈ 8 %v,.

which leads to a total uncertainty of ε(θWSN) =
√
∑i ε

2
i ≈ 8 .8 %v for soil moisture

estimation with WSN at the Schmetterlingswiese.

Table 4.1: Two soil profiles in theSchmetterlingswiese sampled
nearby the corresponding Wireless Sensor Boxes on Jan 14th,
2016, 13:30 CEST. Samples were taken with Stechzylinder at
three depths, oven-dried, and weighted (following section 1.6).

profile depth �bulk porosity Θ moisture θ

South 7–12 cm 1.62 g/cm3 38%v 18%v
South 15–20 cm 1.52 g/cm3 42%v 15%v
South 25–30 cm 1.58 g/cm3 40%v 18%v

North 5–10 cm 1.60 g/cm3 40%v 32%v
North 15–20 cm 1.93 g/cm3 27%v 19%v
North 25–30 cm 1.96 g/cm3 26%v 28%v
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4.3. Results & Discussion
In the course of the first weeks after sensor installation, statistical significant variabil-
ity and offsets have been observed by comparing the nine detector signals. For exam-
ple, Fig. 4.2 shows prominent offsets for sensors 04 and 05, while standard deviations
from the mean for all sensors exceeded the daily statistical error ε(N) ≈

√
600/24 = 5

by a factor of 2. Since the sensor locations were spread to an extent of 15m, a posi-
tional effect has been hypothesized.
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Fig. 4.2: Time series of nine sensors covering phases I (installation), II (permuta-
tion) and III (calibration). By removing detector-specific effects in Phase III, the
standard deviation of the sensor ensemble from their mean could be reduced down
to the statistical error,

√
N/24 ≈ 5.

4.3.1 Small-scale positioning has minor effect

In a second phase, some sensors have been moved to different locations, while others
remained fixed (see Fig. 4.1b). In order to assess the effect on their individual offsets,
Spearman rank correlations have been applied and visualized in Fig. 4.3a. This
quantity explains the probability with which a sensor’s count rate was assigned
to an ordered rank among the ensemble. The data shows, for instance, that the
favored rank (or offset) of sensors 04 and 05 remained to be at the high or low end,
respectively. Furthermore, the standard deviation of the sensor signals did not
change significantly between Phase I and II (Fig. 4.2). Following this argumentation,
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it can be concluded that the small-scale positioning has not been the root cause of
the individual deviations.

4.3.2 Detector calibration reduces the offset
Phase III was then dedicated to the pulse height spectra (PHS) of the detectors. As
Hydroinnova has noted, this supplementary data can be helpful to find and explain
irregularities in the detection signal (see also Appendix B). Section 3.3.3 already
explained the physics behind these spectra and concluded that their shape determines
the efficiency with which neutrons and gamma rays were detected. Consistent
positioning of all peaks (e.g., bin 100) and of all discriminators (e.g., bin 25) are
prerequisites to assure that the same type of particles are counted by all detectors. Fig.
4.3b shows that this requirement was absent before Phase III. However, Hydroinnova
provided users with access to the neutron pulse module (NPM), in order to adjust its
parameters accordingly:

1. high-voltage in the typical range of 1000–1200V.
2. amplifier gain in the typical range of 1.0–3.0 .
3. lower discriminator below the wall-effect shelf around bin 24–26.

The impact is demonstrated in Fig. 4.3b for sensor 04, where the PHS peak has
been shifted and the average count rate went up. After manual adjustment of the
parameters for all sensors, the individual offsets almost vanished and the standard
deviation from the mean, εp=2(N), has been reduced by 50% down to the order of
the statistical error (Fig. 4.2). Moreover, the average absolute deviation, εp=1(N)
(not shown), was reduced even below the statistical error ε(N) =

√
N/24 of the daily

aggregated time series.
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Fig. 4.3: a Rank correlations of CRNS detector signals before and after permuta-
tion did not show significant change. b Calibration of the pulse height spectrum
from CRS04 (orange) and its impact on the count rate.
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4.3.3 Minimum temporal resolution
While Bogena et al. (2013) was able to assess the appropriate temporal resolution
of CRNS observations theoretically, the present arrangement provides a unique
opportunity to test the approach with multiple sensors. The sensor-to-sensor vari-
ability must be an effect of statistical noise if all sensors were exposed to similar
meteorological forcings and were sensitive to similar areas in the footprint. Whether
these assumptions hold or not is further investigated in section 4.3.4 and chapters
5–6. In this section, only the statistical effect of the time-integration interval is to be
discussed.

Fig. 4.4a depicts the changes of sensor-to-sensor correlations by four effects.
Firstly, correlations are typically higher under dryer conditions (Apr), as wet pe-
riods typically implicate increased counting uncertainty (Feb–Mar). Secondly, the
correlation decreases as meteorological correction approaches were applied, which is
expected since common temporal modulations were removed from the time series of
all sensors. Thirdly, the correlation increases with integration time, as additional
smoothing typically removes random noise around the mean. And lastly, the ensem-
ble spread is lowest for integration intervals of 8–14 hours, as further smoothing
may exaggerate linear biases between the signals.
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Fig. 4.4: Influence of integration time to correlations among a 9 sensor ensemble
and soil moisture performance. a Pearson correlations for uncorrected and
corrected neutron counts during a wet and a dry period. As expected, correlations
decrease as common dependencies were removed (pressure, humidity, and incoming
radiation, see section 3.5). The lowest ensemble spread is achieved for 8–12 hours
integration time. b Root mean square error of converted soil moisture prediction
against converted soil moisture of the ensemble mean ⟨N⟩. Accuracy below 2% is
achieved for tin = 5–12 hours. However, individual sensor signals are shifted due
to the sensor-specific detection parameters (section 4.3.2).

In Fig. 4.4b the aggregation effect is propagated to the individual soil moisture
products θ(Ni), where their root-mean-square-errors to the ensemble mean θ(⟨N⟩i) is
plotted. Although this analysis has been performed before sensor permutation, the
relative decrease with integration interval is hardly influenced by NPM parameters
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(section 4.3.2). For all sensors, RMSEs were reduced by 50-70%, which fell below
the typical accuracy limit of 2%g after 10 hours of integration time. These findings
agree quantitatively with theoretical calculations by Bogena et al. (2013), as well as
similar experiments using Bonner spheres (Rühm et al. 2009, Fig. 8–9).

4.3.4 Spatial heterogeneity in the footprint

To assess the influence of complex terrain in the urban area, the authors conducted
two spatial surveys with the mobile CRNS rover and neutron transport simulations
with URANOS (see also chapter 8 and section 3.8, respectively).

The two campaigns in May 2014 and July 2015 cover different wetness conditions
that were only visible in the non-paved areas (Fig. 4.5d,e). Although the applied
Kriging interpolation is invidious for such low numbers of measurement points, both
campaign data agree well in terms of the north-south gradient and the influence
of a water pool P. The urban scene has been re-enacted with the Monte-Carlo code
URANOS v0.7, using 2D images of different depths (−5 ,−0 .3 , 0 , 0 .1 , 10 , 20)m that
define the different material compositions on the basis of their color code. Fig. 4.5b
shows a combined image of the layers which were used as model input.

The neutron density calculated by the simulation (Fig. 4.5c, preliminary) confirms
that the observed north-south gradient is a permanent geometrical or structural
effect. However, differences between simulated and observed patterns may be di-
rectly related to urban water content, as grassland areas in URANOS were set up
homogeneously with θ = 10 %v.

Both experimental and theoretical results clearly demonstrate that a significant
neutron heterogeneity can occur within the CRNS footprint under conditions of
complex terrain. Moreover, slight variability is evident in the Schmetterlingswiese,
where trees and structures might influence the neutron density at the scale of a
few meters. This could serve as an explanation for some position-related variability
observed in the course of this study (see also chapters 6–7).

4.3.5 Areal correction for partly paved ground

The CRNS footprint is reported to be as large as 30ha (Desilets and Zreda 2013)
and thus covers a much larger area than the Schmetterlingswiese (0 .1 ha) in which
the sensors were located. Even if the revised footprint area of 6− 18ha is considered
(Köhli et al. 2015), the question remains whether the paved ground beyond the
meadow might bias the soil moisture signal due to its inability to store water. This
section applies the radial sensitivity function Wr published by Köhli et al. (2015) to
calculate the number of detected neutrons N from certain ring elements at distances
r (compare also chapters 6–7):

N = ∫
∞

0
Wr(h ,θ) · dr .
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Fig. 4.5: Neutron environment of the urban CRNS test site (centered). Modeled
and measured neutrons show significant heterogeneity in the 0.1 ha installation
area at (0,0), as well as in the 25ha footprint of the 10 sensors (whole domain).

77



4. Intercomparison in an Urban Environment

Thus, a circular section of angle ϕ which is confined between radii r1 and r2 con-
tributes the following fraction of neutrons n:

n(r1 , r2 , ϕ) = ∫
ϕ

0
∫

r2

r1

Wr(h ,θ) · dr · dϕ = ϕ

2] ∫
r2

r1

Wr(h ,θ) · dr . (4.2)

The contributing area of the Schmetterlingswiese and surrounding patches is roughly
equivalent to a circle of radius r2 ≈ 20m. Hence, the portion of measured neutrons
from this area is n(0 , r2) ≈ 41 ± 2 %, depending on h and θ.

Pursueing this idea even further, we suggest a new scaling method for CRNS
measurements covering both a variable and a constant area in their footprint. At the
Schmetterlingswiese test site only 0.1 ha of the footprint contains soil, beyond which
everything else are either concrete materials or buildings. Thus, the neutron dynam-
ics is significantly damped as only a small fraction n(r1 , r2 , ϕ) of the total neutrons
is connected to soil moisture variability. In order to compare these measurements
with independent soil moisture sensors, we introduce an

areal correction: N′ = Carea(N) =
N − ⟨N⟩

n(r1 , r2 , ϕ) + ⟨N⟩ , (4.3)

that essentially scales the anomaly of neutrons by the inverse fraction of the con-
tributing area. Using an exemplary sensor, CRS08, and the average soil moisture from
a mobile soil moisture network, Fig 4.6 demonstrates that this scaling approach can
help to interpret CRNS data with confined areal coverage. Apart from the improved
match of soil moisture dynamics in drying periods, the areal correction generates
much too high peaks during rain events. Eventually, the whole footprint should be
considered during those periods, because precipitation water still ponds on paved
ground before it evaporates. As a consequence, the areal correction reveals inter-
ception processes during precipitation and results in more realistic response of the
CRNS signal (not shown).
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Fig. 4.6: Demonstrating the area correction ap-
proach (eq. 4.3) in the Schmetterlingswiese, which
scales neutron signals depending on the fraction
of non-paved area in the footprint.
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Moreover, sprinkler experiments were conducted on the Schmetterlingswiese in
≈ 5m distance from the sensors. Even four hours of irrigation with a small gardening
sprinkler has not led to a clearly visible neutron response (not shown). With the
help of eq. 4.2 the expected contribution of the sprinkled area can now be estimated,
which is n(5m , 9m , 25◦) ≈ 0 .26 % and as such far below the statistical significance.

4.4. Conclusion & Outlook
The sensor-intercomparison approach provided a first impression of the uncertainties
related to neutron count statistics. Although the detectors were located within a 15m
area at an average distance of 1.5m, their signals exhibited significant differences
in temporal variation and offset. By permutation of the sensor locations, individual
local effects could be excluded from playing a major role in the game. In the course of
this study the following insights were gained:

1. Calibration of detector-specific NPM parameters is essential to achieve compara-
ble neutron counts and exclude otherwise noisy effects. It is thus recommended
to adjust the pulse height spectra (PHS) consistently. After private communi-
cation with Hydroinnova, these findings then impacted the production line of
CRNS detectors, which are now calibrated prior to shipping.

2. Individual sensor efficiencies were obtained and presented in the 4th COSMOS
Workshop 2014 (not shown), an approach which has been adopted later on by
Baatz et al. (2015). In the present work the efficiency calibration reduced the
ensemble spread of all sensors.

3. If different CRNS detectors are required to deliver similar results under similar
conditions, a minimum temporal resolution of ≈ 10h was found to provide
acceptable comparability.

4. Soil moisture dynamics inferred from CRNS observations in partly paved areas
are significantly damped. An areal correction approach based on the sensitivity
function Wr (Köhli et al. 2015) is presented, that scales the CRNS variability
based on the fraction of non-paved areas in the footprint. This led to sufficient
agreement with independently measured soil moisture profiles.

5. The potential of URANOS spatial simulations has been demonstrated to assess
site-specific heterogeneity of neutrons that is unrelated to soil moisture. To-
gether with mobile measurements in the urban area, a remarkable heterogene-
ity in the footprint has been revealed that contradicts the hitherto accepted
“representativeness within 30ha” associated with the CRNS method.

During periods of negligible changes of nearby water content, all the sensors still
exhibited remarkable deviations. This raises the question whether the conventional
correction parameters for air pressure, air humidity, and incoming radiation would
need revision at this site. The next chapter acts on the suggestion to optimize
those parameters by removing their correlation to the neutron count rate, hopefully
reducing site-specific variability. Future studies should take the opportunity of such
an arrangement presented here, to merge the individual count rates to a “super-
detector”. Thereby, extraordinarily high count rates could be achieved at a minimal
statistical noise, opening the path for accurate identification of environmental factors.
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As a consequence of the different variability of nearby CRNS sensors, as well as
the significant neutron heterogeneity simulated and observed in the footprint, the
question is immediately raised whether the accepted footprint radius of 300m and
the fairly smooth exponential sensitivity (Zreda et al. 2008; Desilets and Zreda
2013) are a valid representation of reality. Following these doubts, the footprint
characteristics were further investigated experimentally (not shown) as well as
theoretically (chapter 6), and published in Köhli et al. (2015).
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Fig. 5:
Installation of the "cosmic
buoy" at Seelhauser See,
with the help of K. Rahn
and M. Wieprecht (UFZ
Magdeburg).



Lake-sideNeutron Trap

5.

Monitoring incident cosmic rays with a buoy

The previous chapter revealed remarkable signal variability of nine cosmic-ray neu-
tron sensors, even during periods of negligible hydrological changes. Together with
other published datasets (e.g., Baatz et al. (2014), see Appendix C), the question is
raised whether unrecognized meteorological effects or incoming radiation contribute
to the signal at the surface.

As has been pointed out in chapter 3, the accepted temporal correction approaches
underly various assumptions that might be inappropriate for the method of cosmic-
ray neutron sensing (CRNS). For example, most publications in CRNS research made
use of the Jungfraujoch neutron monitor (NM) in Switzerland, in order to correct
their local data from Europe, USA, Australia, and beyond (see also section 2.2.4). In
addition to that, neutron monitors preferably measure high-energy protons instead
of low-energy neutrons.

This chapter hypothesizes that only a nearby neutron monitor with similar energy
sensitivity is appropriate to reliably correct CRNS data. In order to exclude temporal
hydrologic effects, a CRNS detector has been deployed on a lake to answer the raised
questions. Moreover, unhindered correlation to air pressure and humidity offered a
unique opportunity to revisit the corresponding correction parameters.

We hope for a good catch!
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5.1. Introduction

Variable incoming cosmic-ray intensity can have many reasons from galactic and
solar disturbances to atmospheric and meteorological changes (see also chapter 2).
Most of these anomalies are expected to change proportionally in every domain of
the neutron energy spectrum. As low-energy CRNS signals are typically corrected
with high-energy neutron monitors (NM), their proportional variation would justify
a simple relative correction factor (cmp. section 3.5). However, Kudela (2012)
compared signals of five NMs at different locations on Earth and found that (1) solar
Forbush decrease events (section 2.1.5) are better pronounced in monitors at low
cutoff rigidities Rcut (cmp. contours in Fig. 5.1), (2) cosmic-ray intensity can decrease
or increase depending on local magnetospheric transmissivity, and (3) depressions
from severe solar storms are visible to some NMs, while completely absent to others.
Additionally, Belov et al. (2005) revealed that local magnetospheric effects can
significantly alter cosmic-ray variations on Earth by the order of ≈ 8 % for some
individual neutron monitors, while they can be completely absent for others. Both
these findings show that especially during short-term solar events (which can last
for several days), the simple relative correction function is invalid and might depend
on local geomagnetic conditions and the choice of the reference station.

The “viewing angle” of NMs plays an important role in that game. Due to the
dipolar geomagnetic field and the rotation of the Earth, different locations at the
surface receive cosmic rays from different directions (Herbst et al. 2013; Bütikofer
et al. 2015). For example, NMs at the poles exhibit wider acceptance angles into
the heliosphere and thus are exposed by different particles and energies. Fig. 5.1
illustrates those source directions for exemplary locations on Earth (X), where cosmic
rays of high energy/rigidity entered the atmosphere (20 km altitude) close to X, while
low-energy/rigidity particles originated far away from X. This simulation ultimately
puts doubt on the convention to use the Jungfraujoch neutron monitor in Switzerland
as a reference station for CRNS measurements all over the world. A similar picture
has been published elsewhere by specifically addressing neutron monitor stations
(Matthiä et al. 2009, Fig. 4).

Selection of adequate NM stations and correction factors should generally take
the cutoff rigidity Rcut into account, as it describes the comparability of incident
neutron energies. However, this approach cannot be reliable, because the change
of the terrestrial magnetic dipole can introduce temporal variations of Rcut at the
scale of 1–104 years (e.g., Guyodo and Valet 1996). While for example the NM
in Kiel changed only marginally in the last century (2 .64 → 2 .52GV), Herbst
et al. (2013) revealed that other stations like Mexico changed more dramatically
(11 .38 → 8 .21 GV). Temporally diverging trends observed with different neutron
monitors confirm this long-term behavior (Oh et al. 2013), and may significantly
bias CRNS corrections if no adaption is made. According to Oh, linear detrending
approaches are appropriate to account for these effects.

A further criterion for selecting adequate neutron monitors should be its altitude.
Although operators apply air pressure corrections to account for their specific altitude,
differences might remain due to varying cosmic-ray energies (Sato 2015, Fig 11),
wind effects (Bütikofer 1999; Abunin et al. 2016), or hydrological effects like snow
(Tanskanen 1968; Korotkov et al. 2011; Dorman 2004). This already indicates
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that high-energy neutron monitors like Jungfraujoch (4400m a.m.s.l.) might not be
a good estimator for fast neutrons at the sea level elsewhere. Moreover, Aplin et al.
(2005) argues that the correction with surface air pressure does leave a significant
residual dependency on pressure and temperature effects in the upper atmosphere.
Tests at different latitudes suggest that high-energy cosmic rays are more affected
by atmospheric disturbances than low-energy cosmic rays.

Besides those effects, even more factors prohibit comparability of neutron monitor
data. For example, Krüger et al. (2008) observed device-based temperature effects on
the performance of neutron monitors. Their suggested correction approach, however,
is rarely applied by NM operators. And Chiba et al. (1975) revealed significant
longitudinal discrepancies by comparing neutron monitors on three continents. For
example, monitors KIEL and NEWK exhibit almost identical cutoff rigidities, but their
location inGermany andUSAmay introduce significant differences (see also Appendix
C).

Additionally, atmospheric stratification and clouds may influence the cosmic-ray
particles in an unpredictable way (Kancírová and Kudela 2014; Ruffolo et al.
2016). Those effects can be accounted for using integral water vapor observations of
microwave radiometers, for instance. Apart from that, individual changes of hydro-
gen, oxygen, ozon, nitrogen, or carbon may influence production rates of neutrons
differently for CRNS energies compared to NM energies. In this regard, observations
of atmosheric chemicals (e.g., Keeling and Shertz 1992) might help to explain
differences of NM and CRNS incoming variations.
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Fig. 5.1: A map of cutoff rigidities Rcut [GV] calculated for Jan 2016 (gray con-
tours). Asymptotic viewing directions for incoming cosmic rays of selected locations
on Earth (color), where circles represent rigidity levels between 0.6 and 100GV.
Signals of stations that are close together can have completely different origin,
hence are prone to different geomagnetic variations. Credit: simulated by K. Herbst, 2016,
using geomagnetic models from Tsyganenko (1998) and Thébault et al. (2015).
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The review represents the large number of unresolved issues in the research field
of cosmic-ray neutron monitoring. The corresponding uncertainties directly propa-
gate to the performance of CRNS for environmental research. Even the community
of cosmogenic nuclide dating reported issues when using NMs as a proxy, due to
disparate energy sensitivities (see Dorman 2004, p. 197).

As the demand for accurate observations and predictions is globally increasing,
the correction for incoming radiation and meteorological effects should become a key
challenge for the CRNS community. Correlations to those effects need to be removed
entirely before data interpretation continues towards hydrological processes.

Naturally, removing correlations ρ does not equivalently remove features of cor-
relating processes. For example, sometimes low pressure or high humidity correlate
with precipitation and consequently with soil moisture. Then, minimizing ρ could
also clear out the soil moisture signal. These issues are related to the popular equi-
finality problem, where different parameterizations may exist to explain a single
observation (Beven and Freer 2001). For this reason, a CRNS detector was deployed
on a lake, where effects from surface runoff and soil moisture are non-existent.

This configuration could then serve as a calibrator against the incoming variabil-
ity. The advantage of water bodies beneath a neutron detector was also reported
by Krüger and Moraal (2010), who performed intercalibration measurements of
neutron monitors all over the world by placing a mini-NM over a small pool. First
results of the buoy experiment were presented by Schrön et al. (2015), who found
that the bouy time series deviated from three neutron monitors JUNG, KIEL, and NEWK
by ≈ 1 .4 standard deviations (see section 2.2.4 for a station overview).

5.2. Methods

5.2.1 Study site

The Seelhausener See is located at the border between Saxony and Saxony-Anhalt. As
it has been previously used for mining activities, the lake is still not open for tourists
and thus offers a perfect place to conduct research with sensible technology. The
buoy detector was placed at coordinates 51.584139, 12.414150 (WGS84) or 4528812,
5716710 (Gauss-Krüger), where the distance from the shoreline was chosen to be
≈ 300m. Preparatory analysis with the neutron transport model URANOS (Köhli et al.
2015) confirmed that this distance is sufficient, as only 2% of the detected neutrons
originated from an ideally dry shore (see Fig. 5.2).

5.2.2 The CRNS buoy detector

The buoy of type 601 Profiler from IDRONAUT Profiling Systems was provided by
the UFZ Magdeburg, and has been successfully used in other studies on limnology.
The moderated and the bare tube from a stationary CRNS were disassembled and
integrated in a tailor-made aluminum lid, protruding upwards from the buoy (Fig.
5.3).
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Fig. 5.2: Location of the CRNS buoy detector at lake Seelhausener See. The
distance of 300m from the shoreline was chosen such that more than 98% of
detected neutrons (black dots) had contact to water only (simulated with URANOS
by M. Köhli). Credit: Map adapted from LMBV

The detectors were powered with eight batteries of type Yuasa NPL, 38Ah, using
lead-fleece technology to guarantee proper functioning under wobbling conditions.
After installing on July 15th the batteries had to be recharged by the end of September
as the power supply lasted 2.5 months. Finally, the buoy was retracted under frosty
conditions on Dec, 2nd. An antenna regularly transmitted sensor data and GPS
coordinates to an FTP server, in order to allow scientists to remotely keep track of
the battery status, and for the sake of protection against theft and tempest.

5.2.3 Correction functions

Due to the unique setup of CRNS observations without any influence of soil or
precipitation, the conditions were perfect for testing the accepted meteorological
correction functions for air pressure p, air humidity h, and incoming radiation I
(compare section 3.5).

air humidity correction: Ch = 1 + α (h− href)
atm. water correction: CIWC = 1 + αIWC ∆IWC
air pressure correction: Cp = eβ(p−pref)

incoming rad. correction: CI = 1 + γ(Iref/I − 1)
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Fig. 5.3: Detector housing inside the tailor-made lid of the buoy, besides sensors
for air humidity, temperature, GPS, and an antenna.

The parameters α and αIWC account for water vapor in the near or total atmosphere,
respectively. They were defined by Rosolem et al. (2013a) using neutron transport
simulations, however systematic experimental validation has not been reported,
yet. The attenuation coefficient β ∝ L−1 has been used for decades to process
atmospheric correction of cosmic rays. It can be determined using different analytical
relations (Clem et al. 1997; Dunai 2000; Desilets et al. 2006), by minimizing the
correlation between incoming radiation and air pressure (Sapundjiev et al. 2014),
or by comparing neutron time series with a reference station, where β is known
(Paschalis et al. 2013). These various approaches show that β might be a complex
variable that depends on several factors:

1. latitude, altitude, type and energy of incident particles (Dorman 2004; Clem
and Dorman 2000, and references therein),

2. large variations during the solar cycle and during solar flare events (Dorman
2004; Kobelev et al. 2011),

3. properties and yield function of the detector device (Bütikofer 1999), which
has never been identified for the CRNS technology.

The conventional approach to correct for incoming radiation uses γ = 1, but it still
fails to remove all the incoming cosmic-ray variability (see Appendix C). Hawdon
et al. (2014) presented a scaling concept to account for geomagnetic rigidity, γ =
1 − 0 .075(Rcut − Rref

cut), however this approach has not led to convincing performance.
Tests during the course of this study confirmed that it is generally a good idea
to scale the anomaly of I to match the variability of Nph. For example, peaks of
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buoyancy: 8.7 kg

Detector
tubes

Trawl Net Ball
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20m

10m
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Fig. 5.4: Anchorage of the stationary buoy in the lake.

Forbush decreases (section 2.1.5) have been suggested as good candidates to measure
the anomaly difference between two neutron monitors (Dorman 2004, page 189).
However, the scaling factor γ may depend on many geomagnetic effects, as well as on
differences in energy efficiency of CRNS and neutron monitors.

5.2.4 Parameter optimization
In order to find sufficient correction functions capable of removing the mentioned
effects, the correlation ρ between neutron counts N and meteorological observations
is to be minimized. For the optimization procedure, the following objective function
is used:

objective function: min
α ,β ,γ

ρphI → 0 ,

where ρphI = (ρ (NphI , p)6 + ρ (NphI , h)6 + ρ (NphI , I)6)
1
6 , (5.1)

NphI(α , β , γ) = N · Ch(α) · Cp(β) · CI(γ) ,
ρ(X , Y) = ⟨(X − ⟨X ⟩)(Y − ⟨Y ⟩)⟩/εX εY (Pearson correlation) .

In experimental environmental research, often the Excel Solver Software is used
to optimize simple parameters relations (e.g., Heidbüchel et al. 2016). However,
this study deals with highly uncertain data including statistical noise, and aims to
optimize three parameters simultaneously. For these reasons, this study makes use
of the shuffled-complex-evolution algorithm (SCE), which is a modern approach to
find global minima in highly parameter-sensitive data (Duan et al. 1992), see also
chapter 9.

During optimization, the Pearson correlations ρ of corrected neutron data to the
meteorological effects wereminimized, which is an accepted approach in experimental
geophysics to identify unknown effects (e.g., Fu et al. 2015). However, if many factors
could explain an observation, separate optimization may lead to false recognition
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of coincidental effects. Therefore, this study uses semi-multiobjective parameter
optimization that minimizes the correlation of NphI to h, p, and I simultaneously. To
achieve this, the correlations ρ(NphI , p), ρ(NphI , h), and ρ(NphI , I)were combined
using the vector norm of εp=6 (cmp. section 4.2.1), which has proven to equally
improve the individual measures and robustly ignore outliers in hydrological research
(Duckstein 1984). Moreover, equal objective weights were justified by assessing their
impact in a separate study. On the other hand, purey multi-objective approaches
exhibit several advantages (Mai et al. 2016) and may be worth investigating with
regards to this dataset. Moreover, the Kling-Gupta efficiency (KGE) is applied to
assess the quality of fit to other time series, because it accounts for mean, bias, and
correlation simultaneously (Gupta et al. 2009).

5.3. Results & Discussion
By excluding any other sources of variability on the lake, the semi-corrected neutron
signal correlates well to air pressure, humidity, and incoming radiation (Fig. 5.5).
The goal of this research is to falsify the conventional correction approaches, which
should remove the presented correlations completely. Although otherwise expected,
further analysis of the time series indicated that rain drops do not have a major effect
on the neutron signal during precipitation events, and particularly do not go in line
with the residual effects observed after completed correction.

air pressure p [mbar] 3air humidity h [g/m ] neutron monitor I [cph]
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Fig. 5.5: Correlation of the daily aggregated and semi-corrected count rate from
the buoy, N, to air pressure p, air humidity h, and incoming radiation I. Credit:
Figure adapted from Schrön et al. (2015)

5.3.1 Correction for air humidity revisited
During an internal project-related study, Weimar (2015) correlated neutron counts
from the buoy monitor with profiles of atmospheric water vapor. Integral water
content (IWC) of the atmosphere can be measured up to various heights using the
≈ 22 .2GHz absorption line of H2O in the microwave spectrum (Navas-Guzmán et al.
2014). The corresponding data was collected from a microwave radiometer operated
by the TROPOS institute, Leipzig, Germany. The distance of ≈ 50km to the lake,
however, could weaken the comparability of those locations.
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Previously, Rosolem et al. (2013a) hypothesized that CRNS detectors were in-
sensitive to water vapor above 412m, and elaborated correction functions for IWC
and near-surface humidity h from neutron transport simulations. However, using
the buoy detector in combination with the microwave radiometer, Weimar (2015) not
only found residual correlation with IWC and h, but also significant influence of IWC
above 412m. The following revised correction functions removed the water vapor
correlation ρ(NpI , h) to buoy neutrons:

Ch = 1 + α (h− href) , CIWC = 1 + αIWC (IWC − IWCref) ,
Rosolem et al. (2013a): α = 0 .0054 , αIWC = 0 .0143 , for IWC from 0 to 412m ,

Weimar (2015): α = 0 .0076 , αIWC = 0 .00235 .

Although the impact on the corrected neutron intensity is about 4–6%, future studies
need to test the performance on other stationary probes with regards to soil moisture
prediction.

5.3.2 Optimization of correction parameters

The optimization strategy presented in themethods section led to significant deviation
to the accepted parameters α, β, and γ, and further showed dependence on the chosen
neutron monitor. As Table 5.1 shows, the correction with the JUNG neutron monitor
leads to a remarkable agreement with Desilets et al. (2006) and Hawdon et al. (2014)
for β and γ, respectively. The reason for this match might be that previous studies
always used the Jungfraujoch monitor to verify their CRNS parameters. However,
the result for α confirms that the humidity correction presented by Rosolem et
al. (2013a) and discussed in the previous section is not appropriate for the actual
atmospheric effects. Optimized parameters using monitors KIEL and NEWK deviate
much from the accepted results, showing that local effects of the neutron monitors
sites might influence their signal. Following this argumentation, different correction
parameters are necessary for different neutron monitors.

Table 5.1: Meteorological correction parameters using accepted methods and the
optimization method, both conditioned on the geomagnetic location of the buoy.

method α [10−3] β−1 [mbar] γJUNG γKIEL γNEWK

Rosolem et al. (2013a) 5.40
Desilets et al. (2006) 131.60
Hawdon et al. (2014) 1.111 0.951 0.954

conventional 1.000 1.000 1.000
min ρph 4.28 141.38

min ρphI using IJUNG 6.39 131.51 1.095
min ρphI using IKIEL 5.83 142.76 1.042
min ρphI using INEWK 4.74 135.48 1.094
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This is further a call for operators of neutron monitors to correct for their local
atmospheric and hydrological effects. Just recently, Ruffolo et al. (2016) confirmed
this statement by concluding that correction for humidity could improve the explana-
tory power of neutron monitor observations.

5.3.3 The bouy as an alternative neutron monitor

Regarding the comparable energy window of the CRNS buoy with regards to CRNS
stations, the detector on the lake might be a better alternative to neutron monitors
when CRNS stations are corrected for incoming radiation. The hypothesis is tested
by correcting the station data from CRS07 in Großes Bruch, were a network of soil
moisture sensors can provide verification. The presented SoilNet data is spatially
weighted following chapter 7 and Köhli et al. (2015).

Fig. 5.6 illustrates the performance of the buoy correction compared to the
correction with the Jungfraujoch neutron monitor. While some features seem to
improve during the precipitation event in late October or the Forbush decrease in
mid September, significant gain is not evident from this picture.
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Fig. 5.6: Performance of the buoy incoming correction for soil moisture estimation
in the TERENO study site Großes Bruch (see also chapters 7 and 8). The introduced
discrepancies mostly stay within the error range of the CRNS.

In Table 5.2 the corresponding measures KGE and RMSE are presented in a
daily and 3-daily mode. Such large integration intervals were necessary, because
both stations exhibit tremendously low count rates. In fact, the overall improvement
of the buoy correction from daily to 3-daily (while some NMs do not improve) shows
that the main error comes from the low signal-to-noise ratio of the buoy detector.
Although the improvements were not significant, the overall comparison with three
other neutron monitors demonstrates the promising potential of the CRNS buoy as
an alternative for neutron monitors.
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Table 5.2: Performance of CRNS in Großes Bruch against the SoilNet
using four different reference stations for incoming radiation. The
buoy correction performs best in terms of KGE, and decent in terms of
RMSE, for both, daily and 3-daily averaging windows.

neutron monitor KGEd KGE3d RMSEd RMSE3d

buoy 0.743 0.780 2.15%v 1.71%v
JUNG 0.703 0.717 2.12%v 1.79%v
KIEL 0.740 0.670 2.05%v 1.68%v
NEWK 0.699 0.738 2.34%v 2.03%v

5.4. Conclusion & Outlook
This study tested the concept of CRNS measurements on a lake, in order to access
correlations to meteorological effects that are otherwise covered by predominant soil
moisture dynamics. By analyzing the time series of five months in conjunction with
neutron monitor data, the following conclusions were drawn:

1. Neutron monitor data should be treated carefully in the scope of CRNS re-
search, as it depends on local weather conditions, geomagnetic location, and it
is sensitive to different particles, directions, and energies. Special care should
be taken during periods of turbulent solar activity.

2. A buoy neutron monitor is well able to record the incoming component of cosmic-
ray neutrons, and to identify clear dependence on air pressure and humidity.
Due to the low energy sensitivity of CRNS detectors, incoming corrections with
the buoy led to slightly better – but statistically insignificant – performance
for soil moisture prediction of a nearby stationary CRNS, compared to using
conventional high-energy neutron monitors JUNG, KIEL, and NEWK (Table 5.2,
Fig. 5.6).

3. Parameters β and γ depend on detector-specific and rigidity-dependent yield
functions and efforts have been made to find their correspondent range for the
CRNS technology (min ρph in Table 5.1).

4. It has been further explained that parameters α, β, and γ may depend on
geo-meteorological conditions. For example, α has been revised using water
vapor measurements from a microwave radiometer (section 5.3.1). This chapter
aimed to motivate researchers to apply sophisticated optimization techniques
in order to find site-specific parameters for the CRNS correction functions.

Admittedly, this study exhibits two weak points that prohibit universal and
accurate conclusions, and which should be addressed in future studies:

1. The buoy’s count rate is very low (450 cph on average), consequently the re-
sults of the performance measures and parameter estimations were neither
significant nor sufficiently robust. Future campaigns should apply larger CRNS
detectors on a buoy, located at high altitudes, preferably near other neutron
monitors (e.g., lake Oeschinensee near Jungfraujoch, 1500m a.m.s.l.).
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2. As correction parameters β and γ are site-specific, while α, β depend on atmo-
spheric stratification, general conclusions can only be drawn if this concept is
tested on other places on Earth.

Further research is necessary to understand the impact of different energy win-
dows of CRNS and neutron monitors. In this regard, simulations of atmospheric
particle cascades could reveal insights, e.g., using PLANETOCOSMICS (Desorgher et al.
2006) which is based on the Geant4 Monte-Carlo code (Apostolakis et al. 2009). The
ideal goal would be to find a transfer function from high-energy neutron monitor data
to low-energy CRNS corrections. Potential candidates will probably be dependent on
the local rigidity Rcut, as it was found for mini-NMs by Krüger et al. (2008).

Experimental evaluation could be provided with neutron spectrometers, so-called
Bonner spheres. Such a system is located at the Schneefernerhaus (Zugspitze, Ger-
many), where the CRNS sensor 08 has been deployed in the last months of this
research. Following the strategies from Pioch et al. (2010) who worked with neutron
monitors, this could help to find the sensitive energy range of the CRNS detectors.
Moreover, the influence of snow, weather, and solar flares on different energy regimes
could be investigated thereby.

94



5. Lake-side Neutron Trap

95



Fig. 6:
Thorough investigation of
neutron physics, simula-
tions, and tape rules led
to new insights about the
CRNS footprint (Köhli
et al. 2015).



Footprint Characteristics

6.

Revisedmodel assumptions reveal new insights

The search for the spatial sensitivity in the footprint started in early 2013, as its
importance was indicated for geostatistical interpolation of mobile measurements
and assimilation to hydrological models. The buoy experiment in chapter 5 has
served as a perfect example to demonstrate the importance of knowing the sensor’s
footprint in advance to campaign planning. If the detector had been located closer to
the shore, the significant contamination of soil neutrons would have superimposed
the gentle effects of incoming radiation and humidity.

Investigations in an urban environment (chapter 4) have convincingly revealed a
tremendous heterogeneity of neutrons in the footprint area. According to Desilets
and Zreda (2013), the neutron response to small-scale soil water patterns should
completely smooth out at the scale of 150m. To resolve these contradictions, the
spatial sensitivity of cosmic-ray neutron sensors (CRNS) has been revisited with
additional measurement campaigns and thorough simulation efforts.

This chapter briefly summarizes methods and results from Köhli et al. (2015)1
and puts our findings in context towards soil moisture estimation across scales.

1Köhli et al. (2015) is a journal publication written in the course of this PhD thesis. The 1st author
(M. Köhli) and 2nd author (M. Schrön) contributed equally to the manuscript.
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6.1. Introduction

An exact description of the instrumental sensitivity is important to understand,
interpret, and validate measurement results. Consequently, the determination of
sensor footprints has been first priority for ground-based sensors like TDR (Ferré
et al. 1998), GPR (Huisman et al. 2003), GPS (Larson et al. 2008), gravimetry
(Creutzfeldt et al. 2010), and even for satellite neutron sensors in space (Maurice
et al. 2004; McKinney et al. 2006). Especially when the footprint is as large as
≈ 30ha (Zreda et al. 2008; Desilets and Zreda 2013), insufficient knowledge
about the spatial uncertainty and variability can be a decisive factor and critical
issue for researchers as well as customers. Since the detector signal is prone to
statistical uncertainty as well as to all kinds of hydrogen atoms in the environment,
more and more problems have come up to sufficiently separate apparent noise from
hydrological factors. Even detailed validation strategies with distributed sensor
networks (SoilNets) did not adequately remove the discrepancies between cosmic-
ray neutron sensing (CRNS) and area-average soil moisture (Franz et al. 2012a;
Bogena et al. 2013; Coopersmith et al. 2014, among others). Moreover, conspicuous
sensitivity of hydrogen sources very close to the sensor were reported by M. Zreda
(unpublished), and have been confirmed also in the course of this dissertation by
approaching lakes, rivers, and groups of people with the rover (e.g., chapter 8). Those
findings have been contradictory to the results from Desilets and Zreda (2013) and
finally led to the demand for an investigative revision.

6.2. Methods

The Monte Carlo approach is the only way to keep track of histories of millions of
neutrons by simultaneously taking all relevant physical interactions into account.
Although a large amount of particles are treated, the corresponding summary statis-
tics can reveal insights into their collective effects and physical mechanisms. In this
study, neutron transport simulations were performed with the Monte-Carlo code
URANOS (section 3.8) which was specifically tailored to address the open questions
of the CRNS community (Köhli et al. 2015) and proved to be reliable also in other
research fields (Köhli et al. 2016).

The simulated neutrons were released in a domain shortly above the soil for
the sake of computational efficiency. The according cosmic-ray neutron spectrum is
the extracted component of only incident neutrons, which is based on modeled and
experimentally verified results from Sato and Niita (2006) (see Fig. 3.1), and was
also used by others to resolve long lasting issues (Lifton et al. 2014). One of the major
differences to Desilets and Zreda (2013) is the low-energy contribution of incoming
neutrons in this work, while the previous work assumed only high-energy neutrons
from the atmosphere. While the incoming low-energy part is clearly verifiable (e.g.,
Schrön et al. 2015, Fig. 3), their potential to reach larger distances is lower and
thus directly contributes to smaller footprint radii. Including this discrepancy, Table
6.1 summarizes all the major differences between the discussed models.
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detector layer

detection thermalisationoriginpathcreationExemplary neutron history:

air
+ water vapor

soil 50%v
+ air + water

neutron

neutron

source layer

source layer
+ soil

2 m

0 m

42 m

-4 m

DESILETS & ZREDA (2013) KÖHLI et al. (2015)

Fig. 6.1: Setup of the two models from Desilets and Zreda (2013) (left) and Köhli
et al. (2015) (right). Neutrons were released in the source layer and their distance
to the origin was tracked in the detector layer. Neutrons passing the detector are
counted if they had preceding contact with the soil and are within the energy range
of 10–103 eV.

Table 6.1: Major differences between the accepted and the revised neutron models.

Desilets and Zreda (2013) Köhli et al. (2015)
Model Monte-Carlo code MCNPX. Monte-Carlo code URANOS.
Physics All particles, database ENDF

VII.
Neutrons only, database ENDF
and JENDL-HE (more precise
models for high-energy
neutrons), only relevant
processes (e.g., no thermal).

Source
location

Constant exponential
distribution along a vertical
line in the soil.

Layer from 2 to 42m above
ground.

Source
spectrum

Constant 1/E evaporation
spectrum (implicitly assuming
only high-energy neutrons
from top).

Incoming-only component of a
verified model from Sato and
Niita (2006).

Material Soil: SiO2, Air: N, O. Soil: SiO2, Al2O3, Air: N, O,
Ar. (argon and oxygen exhibit
considerable cross sections for
neutrons).

Footprint
determination

86% of the integral of the
exponential fit to dN/dr.

86% of the integral of dN/dr.

Depth
determination

Not provided (since source
distribution was assumed
constant).

86% of the integral of dN/dd.
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For every particle that passes the detector layer, the distance r to its origin
is recorded. This leads to the elaboration of a so-called ring intensity or radial
sensitivity dN/dr, which describes the number of neutrons that originated from a
certain distance. The total number of detected neutrons in the whole domain then
simply is the integration of all the ring sources over r:

N = ∫
∞

0

dN
dr · dr , [1/s].

The footprint radius R86 is defined as the distance, from within which 86.5% of
detected neutrons originated. It is obtained from solving the following equation for
R numerically:

∫
R

0

dN
dr = 0 .865 · N . (6.1)

In the following, note that Wr denotes the analytical fit to dN/dr. Integrating a
globally good fit, Wr, provides a good approximation to the actual footprint. In this
regard, by integrating a partly good (but globally bad) fit, e.g., a simple exponential,
will lead to something else than the footprint. This difference is considered as one of
the major discrepancies between Desilets and Zreda (2013) and Köhli et al. (2015).
Penetration depth D86 and vertical sensitivity Wd were obtained analogously.
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Fig. 6.2: Footprint radius R86 as a function of air humidity h
and soil moisture θ. Credit: Updated Figure from Köhli et al. (2015).
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6.3. Results

6.3.1 An analytical description of the radial sensitivity
The radial sensitivity dN/dr of the detector exhibits a sharp peak within 0.5m
(because ring intensities vanish for r = 0) and decreases in a complex manner for
higher radii (see Köhli et al. 2015, Fig. 3). The authors presented an analytical fit
Wr to this decrease, that roughly indicates multi-diffusive regimes of short-range
and long-range neutrons in the domain for θ ≥ 2 %v:

Wr(h ,θ) ≈ { F1 e−F2r + F3 e−F4r , 0 .5 m < r ≤ 50 m
F5 e−F6r + F7 e−F8r , 50 m < r < 600 m (6.2)

The parameter functions Fi(h ,θ)were provided by Köhli et al. (2015), Appendix A.
Following eq. 6.1, the footprint is calculated and its dependency on air humidity and
soil moisture is illustrated in Fig. 6.2. Additional sensitivity analysis for environ-
mental parameters has been performed in order to obtain a practical and realistic
description of the radial footprint that is subject to air pressure p and vegetation
height Hveg:

R86(h ,θ , p , Hveg) = fp · fveg · R86(h ,θ) , (6.3)

where fp(p) =
0 .5

0 .86 − e−p/p0
≈ p0/p ,

and fveg(Hveg ,θ) = 1 − 0 .17 (1 − e−0 .41Hveg) (1 + e−7θ) .

6.3.2 The penetration depth
The vertical sensitivity Wd has been identified to be almost exponential, and a
relation is presented that also includes the penetration depth D86:

Wd(r,θ)∝ e−2d/D86(r,θ) , (6.4)

where D86(r,θ) ≈ �−1
bulk (8 .32 + 0 .14 (0 .97+ e−r/100) 26 .42 + θ

0 .057+ θ
) .

6.3.3 Influence of complex terrain
The authors also investigated the influence of complex terrain to the footprint isotropy.
Fig. 6.3 shows that roads, rivers, or hill slopes do not effect the direction and distance
of neutrons. For the sake of visual interpretation, the 360◦ directions are discretized
to 12◦ sectors. However, large water bodies (6.3a) or forests (not shown) may influence
both, footprint and intensity from that direction. Furthermore, completely dry roads
contribute to an intensity bias (red) of ≈ 20 % to the neutron signal.

6.4. Discussion
With regard to the methodological approach, the question was raised whether the
choice of the source actually has an impact on the model results. Fig. 6.4 directly

101



6. Footprint Characteristics
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Fig. 6.3: Anisotropy of detected neutron origins (black) and neutron intensity (red)
determined for every 12◦ sector of a circle around a centered detector. The displayed
extent is 270m in radius, whereas the dashed line represents the isotropic footprint
with radius R86(h ,θ) ≈ 210m, considering θ = 5 % and h = 5 g/m3. The four
exemplary cases illustrate bare soil (white) with (a) a coast line (blue), (b) a 10m
river at 50m distance, (c) a 10m concrete road (yellow) and (d) a 20◦ hill slope
from the left down to the right. Credit: Figure and caption from Köhli et al. (2015).

addresses this discussion and presents results from URANOS with various sources. By
taking their assumptions on source location and source energy into account, URANOS
was able to reproduce the larger footprint reported by Desilets and Zreda (2013).

An important uncertainty in simulations for CRNS neutron detection is the
energy sensitivity of the detector. The detection range from 10 to 103 eV has been
recommended by Hydroinnova, however a weighted distribution is expected that can
range down to the thermal regime (Desilets and Zreda 2008; McJannet et al.
2014).

Moreover, the footprint calculation takes only those neutrons into account which
had prior contact with the soil. The detector, however, measures additional incident
neutrons from the incoming variation. If the presented results are to be used to
compare intensities (e.g., for water pool experiments), the ratio of incoming to reflected
neutrons needs to be included (cmp. section 3.6).

6.5. Conclusion & Outlook
The work from Köhli et al. (2015) draws the following conclusions:

1. Neutron simulations are extremely sensitive to a few atoms of hydrogen, thus
the conventional assumption of purely dry soil and air is not recommended for
future studies.

2. The revised footprint radius R86(h ,θ , p , veg) ranges from 130±4 % to 240±6 %
depending onwetness conditions, andmay increase with decreasing air pressure
or decreasing vegetation height. Accordingly, a penetration depth D86(r,θ)
between 15 and 83 cm has been elaborated, which exhibits decreasing sensitivity
with distance (see also Fig. 7).
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Fig. 6.4: The different approaches for the neutron input spectrum and their influ-
ence on the sensor footprint, calculated with URANOS (byM. Köhli). a Desilets and
Zreda (2013) neglected incident high-energy neutrons and thus underestimated
the contribution of low-energy neutrons. The addition of low-energy neutrons from
top appears to be a major difference to Köhli et al. (2015). b Using the obsolete
model assumptions, URANOS was able to accurately reproduce the footprint radius
of ≈ 300m obtained with MCNPX.

3. Depending on distance to the sensor, dry or wet spots contribute to the detected
signal following the radial sensitivity function Wr(h ,θ), which is extraordinarily
steep in the first few meters. Accordingly, a vertical weighting Wd(r,θ)has been
elaborated. Chapter 7 will demonstrate how these findings influence calibration
and validation performance of cosmic-ray neutron sensors.

4. The detected signal is isotropic for most field applications covering rivers, roads,
or hill slopes within the footprint. This opens the path to apply the sensor
theory also for roving activities in even complex terrain. However, an intensity
effect of roads remains remarkable and has been verified experimentally in
chapter 8.

5. URANOS was able to reproduce transect experiments over rivers, oceans, and
pools, which provide evidence for the new footprint theory.

From the modeler’s point of view, the different results of both model approaches
have their origin in the different model assumptions. The choice of the source location,
as well as the incomplete exponential fit to the radial sensitivity dN/dr (Desilets
and Zreda 2013) might have the largest impact to the model results. Preliminary
simulations from Zreda et al. (2005) and Desilets et al. (2007) provided evidence
that also the MCNPX model suggests smaller footprints if the assumptions were made
differently to Desilets and Zreda (2013). The findings in both of their conference
reports are much more in agreement with the results from Köhli et al. (2015) in
terms of footprint radius, penetration depth, and soil moisture dependency.
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Nevertheless, the CRNS method remains the only technology that is able close
the gap between point and remote-sensing measurements, as it provides a represen-
tative average over tens of hectares and decimeters in depth. These findings will be
particularly important when data is assimilated to gridded hydrological models, e.g.,
in chapter 9.

Following this new theory about the footprint characteristics, the next logical
step is to quantify the impact to real world applications in the field. Chapter 7 aims
to provide practical advice to calculate the weighted average of point measurements,
and highlights the gain in CRNS performance for calibration and validation, when a
proper weighing approach is used.

However, with regards to a practical understanding of the sensor footprint, there
might be alternative definitions that offer a more intuitive approach compared to
the 86% cutoff. One could ask: At what distance to a remote field are changes of soil
moisture still visible to the sensor? This question is addressed in Appendix E where
a brief theory on the basis of the radial sensitivity Wr has been elaborated.
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Give ’em weight!

7.

Spatially weighted points improve performance

The theoretical determination of the radial sensitivity in the footprint was a necessary
step towards reliable CRNS applications, and its transfer to practice will be another.

After the theoretical basis has been laid by Köhli et al. (2015), chapter 4 success-
fully isolated the detector response to relevant parts of the complex terrain around
the sensors. Then, the sensitivity to distant shores was assessed in chapter 5 in order
to keep the buoy detector insensitive to soil moisture changes. The present hypothesis
expects considerable performance gain for CRNS validation and calibration, if proper
weights are given to every measurement point/sample in the footprint.

This chapter makes use of the different accepted sensitivity functions to weight
point data when averaged in the vertical and horizontal dimension. Thorough and
systematic investigation is expedient to assess the different impact of those methods
under various climatic conditions. While some datasets on homogeneous ground did
not show significant change with the proposed weighting approach from chapter 6,
most datasets improved robustly and even revealed new insights into hydrological
processes.
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7.1. Introduction

As soon as the characteristics of the CRNS footprint were elaborated, conclusions
can be drawn for the contribution of distant areas to the signal. Since the first
publication on cosmic-ray neutron sensing, outstanding features have been noticed
in many datasets that could not be explained by the given theory and seemed to
be unrelated to hydrological processes. Furthermore, many recent studies found
deviations from neutron theory (eq. 3.7) when conventional averages were applied
on point data, which led to recalibration of the according parameters a0 ,1 ,2 (Rivera
Villarreyes et al. 2011; Lv et al. 2014; Heidbüchel et al. 2016; Iwema et al. 2015).
Therefore, a huge demand was raised to develop a proper weighting for vertical and
horizontal distances to the CRNS detector.

Franz et al. (2012b) coupled the water transport model HYDRUS-1D with MCNPX
simulations and found that wetting and drying cycles are non-uniquely represented
by the CRNS method. Due to the integrative neutron signal, those hysteresis effects
can be most significant when sharp wetting or drying fronts are shaping the soil water
profile. As a consequence, Franz et al. (2012b) and Franz et al. (2013c) recommend
vertical weighting of point measurements in the profile to account for these effects.
On the other hand, HYDRUS-1D can also help to infer soil moisture profiles from CRNS
observations using an inverse modeling approach (Rivera Villarreyes et al. 2014).

By simulating neutron detection over binary distributions of wet and dry fields,
Franz et al. (2013c) showed that the estimation of soil moisture with neutrons is
non-unique also in the horizontal space. Thus the sensor can underestimate the
average soil moisture by up to 20% depending on the individual distribution of water
content in the footprint. For this reason, exact knowledge of the heterogeneity is a
prerequisite for interpretation of single neutron count rates, and distance-weighting
procedures are necessary to obtain sufficient performance during calibration and
validation with point data.

In order to average calibration data horizontally, Franz et al. (2012a) adopted
a sampling scheme from calculations by Zreda et al. (2008) to give every sample
an equal weight. The resulting sensor locations at 25, 75, and 200m correspond
to an almost exponential horizontal weighting function. Bogena et al. (2013) were
the first who applied this horizontal weighting to an irregularly distributed point
sensor network, albeit indirectly by fitting the cumulative variant. Furthermore,
scientists avoided horizontal weighting by re-locating their irregularly distributed
point sensors in post-processing mode to the nearest radius of 25, 75, or 200m (Franz
et al. 2012a, among others).

The conventional sampling scheme was previously estimated on the basis of
neutron simulations from Zreda et al. (2008) and Desilets and Zreda (2013), which
have been revised and published in the course of the present work (Köhli et al.
2015). The results, also presented in chapter 6, significantly changed the shape of
the weighting function, and moreover revealed remarkable dependence on wetness
conditions of air and soil. The variable nature of the footprint is often considered
as a downside, however the footprints of eddy covariance observations (to infer
evapotranspiration) are much more prone to variable weather conditions due to wind
direction and speed. The most prominent feature of the new weighting function
Wr(h ,θ) is the consideration of a huge contribution of the nearest area within a few
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meters (see Figures 7 and 7.2). This chapter will demonstrate that better calibration
and validation performance could have been obtained in many passed studies if a
proper weighting approach was used.

7.2. Methods
This work is aimed to test weighting strategies that are both, based on different
physical assumptions and frequently used by researchers in recognized publications.
The following approaches were covered for vertical weighting in the soil profile:

1. equal average,
2. 1 − z/z∗, based on MCNPX simulations from Zreda et al. (2008) and the linear

assumption by Franz et al. (2012b), which became the accepted method in most
studies.

3. Wd(θ , r), based on URANOS simulations and the analytical fit from Köhli et al.
(2015), following recent insights about the physics of neutron transport and
detection near the soil-atmosphere interface (cmp. eq. 6.4).
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Fig. 7.1: Revised footprint depth and vertical weighting. a A comparison between
D86(θ , r) and z∗(θ) shows that Franz et al. (2012b) provide a decent estimation
of the penetration depth. b On the other hand, the linear approach for vertical
weighting highly underestimates the contribution from shallow water.

And for horizontal weighting in the footprint area:

1. equal average, which is usually applied for validation with soil moisture net-
works and remote sensing.
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2. e−r/127 ≈ WBogena
r , based on MCNPX simulations from Zreda et al. (2008) and

fitted by Bogena et al. (2013), to which is implicitly referred when using the
COSMOS standard sampling scheme, (25m, 75m, 200m), presented by Franz
et al. (2012a) and Zreda et al. (2012).

3. Wr(h ,θ), based on URANOS simulations and analytical fits from Köhli et al.
(2015), cmp eq. 6.2.
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Fig. 7.2: Comparison of horizontal weighting functions, showing the conventional
(almost exponential) approach WBogena

r , the curves Wr for three wetness conditions
(Köhli et al. 2015), and the approximation W∗r (eq. 7.2).

The conventional horizontal weighting function has never been published analyti-
cally. It is derived by taking the cumulative function, CFoC(r) from Bogena et al.
(2013, eq. 13), who fitted data from Zreda et al. (2008, Fig. 3) in the domain of
r ≤ 300m:

WBogena
r≤300 = ∂rCFoC(r)∝ 1 − a1 r + a2 r2 − a3 r3 + a4 r4 (7.1)

ai = {1 .311 · 10−2 , 9 .423 · 10−5 , 3.2 · 10−7 , 3.95 · 10−10}

To account for the remaining contribution beyond 300m, the (usually few) data points
were assigned the weight WBogena

r>300 = 0 .1.

7.2.1 Adaption of the weighting functions on air pressure and veg-
etation

Köhli et al. (2015) did not discuss in detail the dependencies of the weighting
functions Wr and Wd on air pressure and vegetation, although they made clear that
these quantities have significant influence on the footprint radius. For this reason
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additional simulations with varying air pressure p and vegetation height Hveg were
conducted, and a sufficient relation was found that does not further complexify the
definitions of Wr and Wd. The weighting functions can easily adapt on variations of
p (in mbar) and Hveg (in meter) by scaling their argument r with the scaling rules of
the footprint radius R86 (eqs. 6.3):

Wr(h ,θ , p , Hveg) ≡ WKöhli
r∗ (h ,θ) , and Wd(θ , r, p , H) ≡ WKöhli

d (θ , r∗) ,

where r∗(r, p , Hveg ,θ) = r/ 0 .4922
0 .86 − e−p/p0

/(1 − 0 .17 (1 − e−0 .41Hveg) (1 + e−7θ)) .
(7.2)

Fig. 7.3 shows that this “workaround” performs well for various wetness condi-
tions, as simulated curves and pressure-adapted curves are almost parallel (relative
agreement is always sufficient for weighting functions).
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Fig. 7.3: Pressure dependence of the weighting function Wr demonstrated for two
cases of air pressure and humidity. The rescaled p-adapted curves (dots, eq. 7.2)
are almost parallel to the non-adapted curves (solid), indicating that the normlized
weight leads to the same results. a dry midlands, b humid highlands.

7.2.2 The weighting procedure
Consider a number of soil profiles P at distance rP from the CRNS. In each profile,
point measurements of volumetric soil moisture θP,L are given at various layers L of
depth dL. Observations of air pressure p, air humidity h, and vegetation height Hveg
are given at the time of interest, while estimations of soil bulk density �bulk exist for
every profile. The general function for weighted averages is given as:

wt(θ , w) = ∑i wi θi

∑i wi
.

The procedure to obtain a soil moisture average ⟨θ⟩ is described as follows:
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1. Estimate an initial value ⟨θ⟩ = wt(θP,L , 1) ≡ ⟨θ⟩equal by an equally weighted
average over all profiles P and layers L.

2. Calculate the penetration depth DP for each profile P:

DFranz
P = z∗(⟨θ⟩) = 5 .8

⟨θ⟩ + 0 .0829 ,

DKöhli
P = D86(⟨θ⟩ , rP) = �−1

bulk (8 .321 + 0 .1425 (0 .9666 + e−r∗P/100) 26 .42 + ⟨θ⟩
0 .057+ ⟨θ⟩ ) .

3. Vertically average the values θP,L over layers L, to obtain a weighted average
for each profile P:

θFranz
P = wt(θP,L , 1 − dL/DP) ,
θKöhli

P = wt (θP,L , e−2dL/DP) .

4. Horizontally average the profiles θP :

⟨θ⟩Bogena = wt (θP , WBogena
r ) ,

⟨θ⟩Köhli = wt (θP , WKöhli
r∗P
(h , ⟨θ⟩)) .

5. Use the new ⟨θ⟩ to reiterate through 1.–5. until values converge.

The final product ⟨θ⟩ is then comparedwith the volumetric water content, θ(N)/�bulk
derived from the CRNS using eq. 3.7. It is also thinkable to calculate gravimetric
water content with local bulk densities before step 3, however, URANOS calculations
of Wr and Wd have been conducted only for homogeneous soil and volumetric water
content.

7.3. Results & Discussion
In order to provide a robust falsification of a potential benefit when using the revised
weighted-averaging approach, a large number of own and published data sets have
been consulted that offer comparison of the CRNS with independent soil moisture
data under various climatic conditions. Fig. 7.4 shows three examples how properly
weighted data could improve the explanatory power of the theoretical relation pro-
vided by Desilets et al. (2010). In the desert of Santa Rita (Arizona, US) (Franz
et al. 2012a), the new vertical and horizontal weighting reduced the spread of data
points in the wet regime, and reduced the bias visible in the dryer regime. Note that
the theoretical line might be invalid around θ ≈ 2 %v as Desilets et al. (2010) have
remarked. Calibration in the forested ecosystem has been difficult (Fig. 7.4b), as was
noted by Heidbüchel et al. (2016). However, the re-weighting of their ten calibration
campaigns improved the RMSE of neutron intensities by 16%. Those authors even
calibrated the parameters ai of eq. 3.7 and found the best overall performance using
the same weighting approach as presented here.

At an irrigated agricultural site in northern Germany, Scheiffele (2015) tried
to identify biomass growth in the cosmic-ray neutron signal using the accepted
sampling scheme for three sensor calibrations. However, only when the soil samples
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are properly weighted in post-processing mode, the signal from full-grown biomass is
evident.

The pasture site Großes Bruch is a good example how an inappropriate averaging
approach could hinder sufficient interpretation of time series data. Fig. 7.5a shows
the soil moisture signal predicted from a stationary cosmic-ray neutron probe (CRS07,
dashed) and the weighted SoilNet signal. Following the precipitation events in the
second half of October, the shallow groundwater and loamy texture allowed large
water ponds to reside permanently in the outer regions of the SoilNet. As distant
areas contribute much less to the CRNS signal than closer ones, the proper weighting
removed the saturated signal of those point sensors and nestled to the CRNS apparent
signal. Additionally, beginning in the mid of September a significant amount of cows
were present at this site, which led to large variations of the neutron signal and to
an underestimation of the mean amount of soil moisture.

Using a relation between CRNS data and point measurements, residual infor-
mation can be used to identify additional processes like biomass growth or rainfall
interception (Baroni and Oswald 2015). With the help of the weighted averaging
method presented in this work, these residuals have been identified to a much higher
precision in an agricultural field (Fig. 7.4c) and in the Wüstebach forest (Fig. 7.5b).
For the latter site, weighted averaging is performed based on the data presented in
Bogena et al. (2013). The analysis shows three interesting effects on the resulting
soil moisture signal in Fig. 7.5b. First, the Wr-weighted signal (blue) is wetter than
the conventionally weighted (orange), which is reasonable due to the nearby river
creek and the steep topographic gradient in the area. Second, the CRNS signal
which was calibrated to the properly weighted soil moisture (light blue) outperforms
the signal that was calibrated on the falsely weighted soil moisture (light orange).
This performance gain is robust in terms of the four popular measures KGE, NSE,
RMSE, and Pearson correlation, and even during exclusion of precipitation events
(not shown). Third, interception and canopy water storage is much more prominent
for the blue lines following huge precipitation events in May, July and October. The
latter effect shows that proper weighting of calibration data is essential to identify
residual hydrological effects which were otherwise lost by overfitting.

7.3.1 An invariant approximation to the revisedweighting function
As the analysis above has shown, it is really important to use horizontal weighting
functions because the conventional method can underrate soil moisture near the
sensor by a factor up to 25. Furthermore, the variability of the weighting function
can have influence on proper weighting where accuracy matters. On the other hand,
private communications revealed that the exact formulation of Wr(h ,θ) (eq. 6.2)
turned out to appear too complicated to be applied by non-scientific users. If simplicity
is a criterion, we propose an approximated weighting function W∗r averaged from dry
to wet conditions:

⟨Wr(h ,θ)⟩h ,θ ≈ W∗r = 30 e−r/1 .6 + e−r/100 (7.3)

Figure 7.2 shows the decent compromise performed by this approximation for
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Time series of SoilNet and
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both, short-range and long-range neutrons. Tests in Großes Bruch and Wüstebach
indicated that this approach deviates from the exactly weighted average not more
than 1 %v of converted soil moisture (not shown). However, the deviation varies with
h and θ and thus can be an important source of error in temporal analysis.

Further studies will demonstrate whether eq. 7.3 is accurate enough to improve
the CRNS performance under various wetness conditions and monitoring sites. If so,
the reduction of computational effort will be valuable for regular analysis and end
users.
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Fig. 7.5: a Time series ofGroßes Bruch showing the influence of cows to the CRNS
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7.3.2 Towards a revised sampling scheme

Based on Zreda et al. (2008), the conventional weighting function WBogena
r laid the

basis for the COSMOS standard sampling scheme, ri = {25m , 75m , 200m} (Franz
et al. 2012a). These radii were located in the 33% quantiles of the footprint (compare
also Bogena et al. 2013, Table 3):

1
3 ≈ ∫

59

0
WBogena

r ≈ ∫
186

59
WBogena

r ≈ ∫
∞

186
WBogena

r . (7.4)

As Köhli et al. (2015) introduced the new weighting function Wr(h ,θ), the standard
sampling scheme has become inappropriate for two reasons: the revised weights are
more steep, and dynamically depend on wetness conditions. In particular, the hori-
zontal weighting has been applied here to demonstrate its capability to significantly
improve CRNS performance. While existing data from point sensor networks could
be re-weighted, the question arises whether positioning schemes for upcoming soil
moisture networks or calibration campaigns could adapt on the nature of neutron
physics to maximize comparability.

Obviously, it is impossible to provide a new general position plan, due to the
temporal variability of Wr and Wd, and the heterogeneity of local structures and
conditions. Instead, selection of sampling locations should depend on (1) their repre-
sentativeness for local features, and (2) their distance to the sensor. In general, it
can be strongly recommended to select about half of available sampling points within
the nearest 25m, since the conventional sampling scheme from Franz et al. (2012a)
does not account for 40–50% of detected neutrons that originated in that area.

To give further advice on a reasonable distribution of points, Figure 7.6a illustrates
five annuluses of the footprint area which equally contribute to the neutron signal.
Since the signal contribution of an area between radii r1 and r2 can be calculated by
integrating Wr (compare eq. 6.1), we find the five annuluses using the condition:

Five annuluses: ∫
r2

r1

Wr(h ,θ)dr !
=

1
5 ∫

∞

0
Wr(h ,θ)dr. (7.5)

Therefore, an equal amount of locations is recommended in each annulus. For
example, using the hitherto common amount of 18 locations under humid conditions,
it is reasonable to select three locations within 1.4m distance, another three within
12m, and the remaining 3 × 4 locations distributed within 54, 129, and 230m,
respectively. In order to compare this approach with the conventional sampling
scheme by Franz et al. (2012a), a 3-annulus scheme is adapted from eq. 7.5:

dry: 1
3 ≈ ∫

23

0
WKöhli

r ≈ ∫
114

23
WKöhli

r ≈ ∫
∞

114
WKöhli

r ,

wet: 1
3 ≈ ∫

3

0
WKöhli

r ≈ ∫
58

3
WKöhli

r ≈ ∫
∞

58
WKöhli

r .
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Thus, if three radii are desired for the sampling scheme, a possible (but arbitrary)
suggestion could be rdryi ≈ {10m , 65m , 160m} and rweti ≈ {1m , 25m , 85m}, as
illustrated in Fig. 7.6b (compare also Heidbüchel et al. 2016, section 4.2).
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Fig. 7.6: a Illustration of regions of equal contribution (20% quantiles) to the
neutron signal for three climates. b The COSMOS standard sampling scheme
based on WBogena

r compared to exemplary 3-radii-schemes based WKöhli
r for dry

(h = 1 g/m3 ,θ = 1 %v) and wet (h = 10 g/m3 ,θ = 40 %v) conditions. Borders of
33% quantiles are indicated grey and dashed.

This arrangement, however, should not relieve scientists of weighting their data
in post-processing mode, because each annulus still exhibits a sensitivity gradient.
But the 20%-annulus method strongly concentrates locations within most relevant
regions favored by detectable neutrons. It is also worth noting that locations need
not to be equally distributed among the annuluses. The actual partitioning should
rather be guided by expert knowledge about local correlation lengths of spatial soil
moisture patterns. Given entirely homogeneous soil, for instance, a single location
would do.

7.4. Conclusion & Outlook
In this chapter, a general concept and procedure for horizontal and vertical weighting
has been presented, which are based on insights from neutron physics (chapter 6).
The following conclusions were compiled:
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1. The weighting functions Wr and Wd from Köhli et al. (2015) further scale with
air pressure and vegetation height, using the rescaled distance r∗ (eq. 7.2).

2. Proper weighted average improved correlation with data, reduced signal spread,
and revealed otherwise invisible features.

3. The weighting procedure is described and a handy Excel sheet is provided in
Appendix D for future CRNS calibration. More than one iteration step in the
procedure is recommended but only slightly improves accuracy.

4. An approximated weighting function W∗r has been developed which should
be taken with care, for its adequate performance has not been sufficiently
confirmed in this work.

5. Although existing data can be weighted in post-processing mode, missing loca-
tions close to the detector introduce significant uncertainty. Therefore, a new
sampling scheme has been elaborated which is, however, dependent on wetness
conditions.

As previous studies have shown the CRNS soil moisture signal could be calibrated
to match the equal average of the areal soil moisture in the footprint. However, impor-
tant hydrological features could have been missed thereby, like biomass, interception,
snow, or nearby wet ponds.

The presented weighting approach gives best results if the sampling locations are
distributed equally in rings of distinct distances r to the CRNS. Similar to the accepted
sampling method from Franz et al. (2012a), those locations can be chosen based on
equal contribution of their surrounding zones to the neutron signals. This zonation
approach is geometrically point-symmetric and is comparable to Voronoi cells. The
latter minimize the distance of each point to its cell border and has been applied for
signal weighting by Coopersmith et al. (2014). More elaborated approachesmake use
of fuzzy zonation, which has been described by Paasche et al. (2006), for instance, and
successfully applied to the Schäfertal catchment (Schröter et al. 2015). There exist
also promisingmethods of Bayesian geostatistics that aim to find an optimal sampling
design which minimizes the integrated variance (Nowak et al. 2010). The question
where and how many point measurements should be distributed in a footprint is
beyond the scope of this work, however, recent studies in this direction (e.g., Bramer
et al. 2013) might be helpful for application to cosmic-ray neutron sensing. Often
these methods require further knowledge of soil properties or structural parameters,
which however can be iteratively improved in the process of optimization (Diggle and
Lophaven 2006). This chapter focused on the theory and application of the averaging
approach, while the performance of different interpolation strategies might depend on
local soil patterns and deserves a study for its own. Most of these advanced strategies
haven’t been considered for CRNS sampling campaigns, but personal negotiations
with the experts in that field gave a promising impression that CRNS calibration
and validation campaigns could be improved in the future.

In this workmany old and new datasets have been reanalysed to test the weighting
approach. It is recommended to apply the procedure also to other studies, especially
where the conventional approaches haven’t led to the expected results. For example,
Almeida et al. (2014) used sophisticated inference system methods in order to train
a number of point measurements on fitting the CRNS data. Similar to the data
presented here, their results in the N(θ) plot showed a different curvature than
Desilets et al. (2010), and it would be interesting to revisit their analysis.
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Moreover, independent measurements are not always available when CRNS
technology is applied. It is then necessary to infer the footprint characteristics just
from the available CRNS data. This would hypothesize that the determination of ⟨θ⟩,
R86, and D86 can be inferred dynamically from rising or sinking neutron intensity.
Although this should be the goal for CRNS applications, the question whether such
approach leads to sufficient results is beyond the scope of this work, but can be
smoothly accomplished in a future study based on the data presented here.
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Roving Across Scales

8.

Spatial correction& validation ofmobile CRNS

Now that chapters 6–7 have clarified the scales and uncertainties involved in CRNS
measurements, mobile rover campaigns can be systematically planned and more
precisely interpreted. In the further course of this work, the distance-weighting
approaches were applied to calibrate and validate the rover with nearby TDR and
SoilNet data points.

After the rover has been consulted in chapter 4 to survey small-scale heterogeneity
in the CRNS footprint (0.12 km2), campaigns in the present chapter continue to
bridge the scale gap outlined in chapter 1. At first, spatial validation campaigns were
conducted together with TDR instrumentation in the Schäfertal site (1.6 km2). Then,
novel spatial corrections for soil and vegetation were tested at the transect scale of
50 km length.

Soil moisture monitoring networks at three TERENO research sites confirmed the
quality of large-scale rover measurements across various land use types. However,
the spatial correction performance is prone to poor soil and land use data, while local
effects from roads, cows, and scientists may introduce unrecognized variability.
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8.1. Introduction
In order to perform multi-scale analysis of soil moisture patterns, a few stationary
sensors cannot provide spatially representative data for entire catchments. For this
reason, the CRNS method can be applied in a mobile mode with a neutron detector
mounted on/in a car. This allows to further close the scale gap between conventional
soil moisture observations (Robinson et al. 2008; Ochsner et al. 2013), and opens the
path for validation of remote-sensing products, as conventional methods for upscaling
point data are prone to large uncertainties (Crow et al. 2012). By 2016, the UFZ
Leipzig owns the only so-called “CRNS rover” in Europe, which has been used so
far for small-scale tomography in urban areas (chapter 4) or footprint validation
experiments (chapter 6).

Desilets et al. (2010) proved the concept of mobile CRNS at the dry hills of Hawaii.
Chrisman and Zreda (2013) then conducted monthly campaigns on the roads around
Tuscon to compare the data with temporal SMOS products (Jackson et al. 2012).
However, poor correlation was found, probably due to seasonal climatic variations,
local effects on the rover, and different penetration depths of CRNS and SMOS. In the
prairies of Oklahoma, Dong et al. (2014) calibrated rover measurements on shallow
soil moisture observations (0–5 cm). McJannet et al. (2014) found that the standard
approach from Desilets et al. (2010) performs better than the universal calibration
function (Franz et al. 2013a) for rover campaigns, as data availability is the major
obstacle to apply the latter. Recently, Franz et al. (2015) used a statistical approach
to relate 3 stationary probes with 22 spatial rover surveys in order to predict soil
moisture states of an agricultural site in Nebraska at scales of 1–12 km.

The short review shows that reasonable soil moisture estimates have been ob-
tained for terrain that exhibited in the most part uniform land use and vegetation
cover, where the assumption of spatially constant parameters (eq. 8.1) proved to be
adequate. Little research has been done under humid climate conditions, where
methodological advances for spatial corrections are necessary to account for spatially
variable soil properties or for the variable amount of vegetation water in the surveyed
area.

The goal of this chapter is to validate patterns of soil moisture measured by mobile
CRNS at the scale of 1 km agricultural fields, and 50km regional transects. Intensive
TDR campaigns were conducted parallel to rover surveys in the Schäfertal catchment
in order to capture typical spatial patterns. At the regional scale, three soil moisture
monitoring networks (SoilNets) were used to judge the rover performance along steep
gradients of topology and land use types. For the latter case, a spatial correction
method was developed to translate rover results to volumetric soil moisture, θv, and
to account for the large-scale heterogeneity of hydrogen sources (see Kasner 2016,
for details).

8.2. Methods
The large mobile CRNS detector, described in section 3.4, was mounted in the trunk
of a Defender/Landrover. As neutrons are almost exclusively sensitive to hydrogen,
the material of the car appears almost transparent. The sensor integrates neutron
counts over 1 minute, which implicitly stretches the otherwise circular footprint when
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in motion. In contrast, the GPS positioning is read at the time of recording, so after
the neutrons were integrated. To account for this artificial shift in post-processing
mode, the UTM coordinates of each signal were back-projected to half of the distance
covered within that minute.

8.2.1 Comparison of CRNS and TDR in the Schäfertal
The Schäfertal catchment is one of the TERENO intensive monitoring sites in central
Germany (Zacharias et al. 2011). The site comprises five individual agricultural
fields surrounding the small Schäferbach stream (white central line in Figures 8 and
8.1). It swells in the western part and runs through a tentative topological gradient
towards the east, eventually merging into the Selke river and the subsequent Bode
basin. The Schäfertal is instrumented since 2012 with four CRNS stations from the
University of Potsdam, and an additional station from the UFZ installed late 2014.

Schröter et al. (2015) regularly performed TDR campaigns using ≈ 100 locations
in an area of ≈ 1 .6 km2. During several campaigns from 2014–2015, the CRNS rover
accompanied their team, but on most days the car was only allowed to access sandy
roads that were crossing the agricultural fields and the stream. Shortly after harvest
(usually in August) the fields were accessible with the car, such that the same locations
could be sampled with the rover and the TDR team on the same campaign day.

r

RoverTDR

Fig. 8.1: Calibration of rover measurements (blue) using the weighted average
of all TDR points (red) in the catchment. Weights are determined by the radial
sensitivity function Wr∗(h ,θ), eq. 7.2, depending on the distance r between TDR
and rover position (exemplary black lines). Credit: (top) Google Maps, (TDR) I. Schröter

In order to convert neutrons to soil moisture, the assumption of constant soil and
vegetation parameters was applied to eq. 3.7, which has been hitherto the accepted
approach for CRNS surveys (Desilets et al. 2010; Dong et al. 2014, among others).

NSt(θ) = N0 · (
0 .0808

θv/�bulk + θlw + 0 .115 + 0 .372) , (8.1)
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where for the Schäfertal we use �bulk = 1 .55 g/cm3 (Borchardt 1982), and θlw =
2 .3 %g (see Table 8.1). The parameter N0 has been determined by calibration with
TDR measurements (0–10 cm), using the approach illustrated in Fig. 8.1. Since the
sensitivity of the CRNS detector to distant areas has been elaborated in chapter 6, a
weighted average can be applied to all TDR measurements to provide the apparent
soil moisture value for the rover. By fitting eq. 8.1 to the obtained data N(θTDR), the
calibration parameter N0 = 10447cph has been elaborated for the whole Schäfertal
catchment, including good agreement with data from the four CRNS stations (not
shown). Due to the fact that the fields contained almost bare soil after harvest,
this N0 has further proven to be a great estimate also in other regions, e.g., Saxony,
Rur-Eiffel, and Bavaria (not shown).

8.2.2 The spatial correction approach

From August to November 2015, eleven campaign days were invested to transect
the Bode river catchment, including three soil moisture monitoring networks at the
three TERENO research sites:

1. Schäfertal (agricultural fields, middle mountain region),
2. Großes Bruch (pasture grassland, flood plain), and
3. Hohes Holz (deciduous forest, low lands).

Fig. 8.2: Map of the great Bode and inner Selke river catchments in central
Germany. a Four out of eleven rover campaigns indicated (color) between three
TERENO intensive research sites. b Uncorrected soil moisture observation apparent
to the rover, demonstrating a strong bias from vegetation.
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Although paved roads are connecting the distant regions, the rover was halted
at each site for 10–30min. Depending on weather conditions, the detector has been
deployed on a trolly during that period in order to approach the center of the soil
moisture monitoring networks. These so-called SoilNets were established on all three
validation sites at least 1 year in advance and provided a representative basis for
soil moisture comparison. Similar to the TDR calibration in the Schäfertal, the same
weighted averaging approach has been used.

Following eq. 8.1, gravimetric soil moisture θg is obtained from neutron counts
N, however, in this case with spatially adapted parameters:

θg + θlw =
0 .0808

NBode/N0(BWE)− 0 .372 − 0 .115

When the data is used for comparison with TDR, SoilNet, or hydrological models, it
is necessary to convert θg to volumetric soil moisture using

θv = θg · �bulk(Stype , Shum).

In order to develop a practicable procedure for the estimation of the involved parame-
ters, this work makes use of freely and nationwide available soil and land use data.
As explained by Kasner (2016) in more detail, the spatial distribution of bulk density
has been determined as follows:

1. Determination of soil types, Stype, from the BÜK1000 (Bodenübersichtskarte)
following BGR (2007), Table 2.

2. Determination of humus content, Shum, from the map “Gehalte an organischer
Substanz in Oberböden Deutschlands”, (BGR 2007, 1 : 1 000 000).

3. Determination of the bulk density, �bulk(Stype , Shum < 1 %)k for each soil class
k = 1 , .. , 5, following Renger et al. (2008), Table 2. Depending on the humus
content, �bulk is further reduced by 0 .04 g/cm3 for Shum = 1−6 %, and 0 .03g/cm3

for Shum > 6 %.

The lattice water content in soils is very difficult to identify due to the lack
of detailed information about the distribution of clay minerals. In this study, an
assumption ismade that the clay content, determined from the BÜK1000, is equal to the
clay mineral content. The three most abundant clay minerals in the temporal climatic
zone are montmorillonit, illit, and vermiculit. Following their individual chemical
composition, those three contain an average mass percent of H2O of ≈ 17.83 %g . The
lattice water content can thus be obtained using a linear relation, an approach that
has shown to be effective also in other regions (e.g., Greacen 1981):

θlw =
clay%
100 · 0 .1783 [g/g] .

From the German soil database (BGR 2007, 1 : 1 000 000) it is given that most
regions of the transect are of soil type Ut4 (strongly clayey silt), the forest Hohes Holz
is of type Ut3 (medium clayey silt), the Schäfertal catchment and surroundings are
Sl4 (strongly loamy sand), with little patches of Lu (silty loam) in between (see also
Finnern et al. 1994). The lattice water content can change from 2%g in Schäfertal
and Hohes Holz to 4%g in Großes Bruch, with plenty of fine structures in between.
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Moreover, moisture in organic material, often denoted as θSOC or θorg (eq. 3.8), is
taken from humus information and corresponding map data (BGR 2007), and is
further added to the lattice water quantitiy, θlw. Table 8.1 summarizes the most
important features.

Table 8.1: Soil properties of the three soil moisture validation sites.

Schäfertal Großes Bruch Hohes Holz
land use hill slope,

cultivated
grassland,
pasture

mixed forest

altitude 393m 84m 168m
soil type Sl4 Ut4 Ut3
clay% 13% 20% 15%
lattic water 2.5%g 3.8%g 2.6%g

humus no data 2 .0 ± 0 .5 %g no data

Estimating soil moisture with CRNS in forests has been entitled the “worst case
scenario” by Bogena et al. (2013), because organic material contributes additional
hydrogen and shields neutrons from the soil. Just recently, Heidbüchel et al. (2016)
confirmed that the calibration procedure in the forests is much more complicated
compared to less complex terrain. Biomass water can be identified using the CRNS in
conjunction with independent measurements (Baroni and Oswald 2015), however,
SoilNet stations are only available at three sites along the transect. Baatz et al.
(2015) and Franz et al. (2015) estimated biomass water equivalent (BWE) from
samples and land use maps in the footprint of their sensors. They suggested a linear
relation between BWE and the calibration parameter N0, which is adopted in this
work, as it has been successfully tested also in more recent studies (Avery et al.
2016):

N0(BWE) = N0 − s · BWE ,

where N0 = 11447cph and the slope s = 30 .42 are empirically calibrated to match
the three SoilNet values as they were passed during the rover campaigns.

BWE highly depends on the dry standing biomass, Bdry, and comprises the actual
fraction of water, fveg, in the plant, as well as the fraction of water equivalent
molecules, fmol, of the organic material. The vegetation moisture content fveg =
Bwet/Bdry−1 is assumed to be ≈ 0 .19 for grass and crops (LfULG 2001). In contrast,
values for typical tree species range from 0.72 to 1.15 and have been set accordingly
(see e.g., Burmester 1987; Klaiber et al. 2002). The fraction of water H2O in
the tree, fmol ≈ 0 .58 ± 0 .03, is calculated using the structure formula C6H10O5 for
cellulose and C10H12O3 for lignin, in addition to further tree dependent data (König
and Becker 1919). This value is in accordance with estimations from Nurmi (1999),
Baatz et al. (2015), and others. Following Baatz et al. (2015), the biomass water
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equivalent has been calculated as:

BWE = Bwet − Bdry (1 + fmol) [kg/m2]
= Bdry (fveg + fmol) . (8.2)

The dry biomass weight Bdry was taken from detailed biotope data surveyed by
Peterson and Langner (1992) using airborne infrared technology at 1 : 10 000
resolution. The data was categorized in forests, grove, herbaceous plants, water, bare
soil, cultivated land, and urban area, which are in turn divided into sub-categories
of primary and secondary land use types, morphology and structural information.
For this work, the data has been reduced to the 30 most relevant biotopes in the
study region. Dry biomass is then determined accordingly using various additional
literature (see Kasner 2016, for details). BWE for cropland and grassland is in the
range from 1–5 kg/m2 and agrees well with estimations used by Baatz et al. (2015).
These authors also emphasize large uncertainty of the linear regression method for
small values and changes of biomass.

8.3. Results & Discussion

8.3.1 Small-scale patterns in the Schäfertal
Fig. 8.3a–d shows that in the summer of 2015 all the fields of the Schäfertal site were
accessible with the car, however, TDR campaigns were incomplete due to technical
reasons. In summer 2014, only the northern fields could be surveyed, but this time
equal areal coverage has been obtained by TDR and the rover. All four campaign
days demonstrate that both methods agree in representing the mean soil moisture.
Besides the visual impression in columns 1 and 2, the probability density functions
(column 3) of overlapping areas confirm emphatically that soil moisture patterns
have been well captured by both methods. The fourth column maps the interpolated
neutron pixels to the distance-weighted average of TDR points. Among various
wetness conditions, the data points agree well with the theoretical line (eq. 8.1) with
an acceptable spread, considering the fact that (1) the penetration depths of both
methods were different (10 cm versus 30 cm), (2) TDR data was too sparse to justify
Kriging interpolation, and (3) spatially invariant parameters have been used. Back
in Fig. 8.3e–f, the effects of the road are clearly demonstrated, as the comparison
with TDR measurements shifts the mean soil water content towards the dry end.

Rover measurements of campaign day Aug 11, 2015 (Fig. 8.3a) are also shown in
Fig. 8 with a different color scale. The enlarged picture highlights three interesting
features. First, contact springs can be identified in the western part close to the
creek, where shallow groundwater permanently wettens the soil. This effect is
especially prominent during dry periods (see Fig. 1) and has been found also by other
researchers (Graeff et al. 2009; Schröter et al. 2015). The example shows that
the rover can efficiently contribute to hydrological process understanding in small
catchments. Second, the wet spot in the eastern corner overlays a small accumulation
of trees, which were probably biasing the soil moisture estimation.
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According to Lv et al. (2014), soil below trees can be dryer or wetter depending on
the tree species and soil type. In their specific, case Lv found that the tree canopies
prevented the soil from drying, which led to higher mean soil water content near
the trees. Third, the effect of dry roads were most prominent at the path in the
north-west corner, where no vegetation was present. In the southern part of the
same road, wetter spots were visible in the interpolated map, because a dense hedge
of shrubs accompanies the path.

8.3.2 Spatial correction across the Bode basin
The first part of this work imposingly showed that the assumption of spatially constant
parameters is acceptable for almost homogeneous agricultural fields. However, Fig.
8 indicates that spatial correction for vegetation effects and soil properties might be
important as soon as larger variability occurs. For this reason, large-scale transects
through the Bode catchment were corrected for bulk density, lattice and humus water,
and vegetation water. The approach was validated with three SoilNet installations
along the path, and further supported by 11 repetitions between the dry summer
and the wet winter of 2015.

Fig. 8.4 shows the time series of one of the campaign days with different correction
steps in between. While the standard corrections for p, h, I (section 3.5), and θlw led
to improved soil moisture estimations at all three validation sites, the most significant
improvement was achieved by additionally including biomass information (BWE).
The parts between these sites were predominantly covered by paved roads, which
might bias the collected data towards the dry regime. The overall daily performance
is illustrated in Fig. 8.5, where it should be noted that the error bars for SoilNet
data can vary by up to 10%v, because the TDT sensors used were partly unreliable.
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Fig. 8.4: Time series of an exemplary campaign day on Sep 03, 2015, where p, h,
and I denote the meteorological standard corrections (section 3.5). While the three
validation sites were passed, only the biomass-corrected rover signal represents
local SoilNet observations. Along the track between the three field sites, soil
moisture is probably underestimated due to road effects.
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In the Schäfertal, the agreement between SoilNet and fully corrected CRNS soil
moisture is remarkable in the first four campaign days. From Sep 7th on, the rover
halted much closer to the SoilNet, but also closer to the small group of trees in the
east (see also Fig. 8). Their response to precipitation events, as well as the fluctuating
presence of scientists near the detector may explain the larger variation in the rover
signal. This effect is also visible in Großes Bruch, were additionally the presence of
cows interfered with the consistent execution of the measurement procedure. By the
way, water content in scientists can be estimated to 40–50% (Watson et al. 1980),
while a significant amount of hydrogen, oxygen and carbon in the organic molecular
structure further contributes to neutron moderation (Desilets et al. 2007). Thus,
the use of the trolly at several days and stations, as well as the presence of cows, could
significantly disturb the neutron signal and may explain the large variation in the
individual measurement periods. However, detailed analysis of the campaign days
reveal interesting features in Großes Bruch. In the two days of August, the grassland
site was not accessible by the rover due to the presence of cows, thus the actual soil
water content is overestimated. In Sep 7–8th (campaign days 5–6), flooding events led
to water ponds in some parts of the footprint that were not captured by the SoilNet
sensors. The campaigns in late September and early November were conducted under
dry conditions and led to consistent underestimation of soil moisture, which can be
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an indication for underestimated bulk density �bulk in the calculation. In fact, local
soil samples confirmed that the pasture lands of Großes Bruch exhibited much higher
bulk density than reported by BÜK1000, due to the perpetual compaction from cows.
The performance in the forested ecosystem Hohes Holz highly depends on dynamic
effects, like canopy interception water or seasonal variations of wet biomass. CRNS
estimates of forest soil moisture agree well with the soil moisture network during
periods of low water content in the trees, either due to drouht stress (summer), or
preparation for hibernation (winter). In between, precipitation events, falling leaves,
and water accumulation within the trees can lead to a decrease of neutrons.

Kasner (2016) thoroughly conducted sensitivity analysis with different correction
parameters. As a result, the slope s of the correction function only has minor effect
on the rover performance, compared to the other uncertainties involved. For example,
static biomass estimates exhibit variations up to 50% due to soil type and location
(Röhrig and Ulrich 1991; Scarascia-Mugnozza et al. 2000), timber or natural
forests (Ellenberg and Leuschner 2010), or individual tree species (Ellenberg
et al. 1986; Hagemeier 2002). Besides standing biomass, its growth dynamics can
significantly influence the CRNS signal (Rivera Villarreyes et al. 2011; Horn-
buckle et al. 2012). Plants perform vertical redistribution of water on a daily basis
which is also visible to CRNS (Baroni and Oswald 2015). Ideas exist to achieve
temporal correction of biomass dynamics by infering the Leaf Area Index (LAI) from
local LIDAR or NDVI remote-sensing products. However, other studies have shown
that the correlation between LAI and the relevant quantity BWE is rather weak
(Coopersmith et al. 2014; Baroni and Oswald 2015). The present study is further
prone to uncertainty by excluding root-zone biomass from the analysis (cmp. also
Baatz et al. 2015), which can have an effect on the neutron signal to higher (Franz
et al. 2013b) or lesser degree (Bogena et al. 2013).

8.4. Conclusion & Outlook
The mobile cosmic-ray neutron sensor has been successfully applied to estimate
soil moisture from the 1 km to 50km scale. One of the most prominent insights
from the dense network of measurements was the capability to capture small-scale
patterns at resolutions of 10–100m, depending on driving speed. This result opens
the path for small-scale tomography of soil moisture patterns, while on the other
hand sophisticated correction approaches become important to account for local
effects of wet biomass and dry roads. The latter effect is presented here for the first
time as the CRNS rover looses prediction capabilities in the Schäfertal on days when
the field was not accessible.

Eleven rover campaigns have been conducted following large topographic gradi-
ents in the Bode river catchment. At this scale, correction for changing soil properties
and biomass becomes important to account for the large fluctuations across the
heterogeneous land. A well-performing relationship between rover data and soil
moisture has been elaborated and validated using three distinct soil moisture moni-
toring networks. Results have shown that the simple conversion approach θ(N) from
Desilets et al. (2010) is applicable if the parameters N0(BWE), θlw, and �bulk are
adapted on spatial data. The study provides considerable advance for the feasibility
of CRNS rover measurements, as the presented parameterization appears to be
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adequate for wet and dry conditions (compare e.g., separate approaches in Chrisman
and Zreda (2013)).

Uncertainties of soil bulk density as well as spatial and temporal changes of
biomass make up the most significant contribution to soil moisture estimates from
CRNS roving. In order to quantify soil water content with an accuracy below 10–
20%v it is strongly recommended to collect the corresponding biomass and soil data
at the finest resolution possible (cmp. also Avery et al. 2016).

The spatial interpolation of TDR and CRNS data could be improved in order to
adapt on proximal conditions. For example, Schröter et al. (2015) presented a fuzzy
clustering approach to bring sparse TDR data into the whole area of the Schäfertal.
Given the amount of CRNS measurements, ordinary Kriging might be a sufficient
interpolation approach, however, promising geostatistical tools exist that can account
for overlapping footprints and measurement uncertainty (e.g., Dietrich et al. 1998),
by including the radial sensitivity function Wr (chapter 7).

The spatial data could then be upscaled to remote-sensing scales using sophisti-
cated interpolation andMonte Carlo methods (Wang et al. 2014), under consideration
of expert knowledge about the statistical properties of soil moisture patterns at var-
ious scales (Oldak et al. 2002). Nowadays remote-sensing techniques can provide
forest soil moisture estimates, e.g., the SMOS Tω-approach (Entekhabi et al. 2010).
The rover could be one of few techniques able to evaluate these datasets at various
spatial scales.

The spatial correction methods applied for the Bode transect are easily applicable
to other regions where sufficient proximal data is available. Small-scale catchment
hydrology in the Schäfertal might also benefit from this approach if optical informa-
tion is included, for example from airborne hyper-spectral imaging. Freely available
and coarse datasets of organic matter and soil properties (Shangguan et al. 2014;
De Lannoy et al. 2014) allow the application of the presented method at the global
scale (cmp. also Avery et al. 2016). Temporal changes of biomass water, for instance,
could be addressed with regularly updated remote-sensing products.

In order to remove the dry road bias, neutron radiation could be shielded during
road-only campaigns by adding extra moderators to the bottom of the trunk below
the detector (e.g., polyethylene blocks or a Cadmium sheets). Following simulations
from Köhli et al. (2015), a constant offset of 20–30% of the neutron signal could
be a reasonable post-processing approach (cmp. also Fig. 6.3). Simulations further
showed that local effects more and more smooth out as the detector is lifted up (Fig.
10.4). Thus, detectors mounted on the roof of the car could diminish this effect, while
airborne neutron detection above several meters height could serve as a promising
alternative which is also unaffected by inaccessible terrain. Chapter 10 elaborates
on this idea from a theoretical and experimental perspective.

The next chapter will investigate the potential of the spatial neutron data for the
use in hydrological models. This application will be a good test whether the CRNS
rover is capable to provide appropriate data in spite of the limits presented here.
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9.

UsingCRNSdata to evaluatemodel performance

In the previous chapters, the full spectrum of state-of-the-art soil moisture observa-
tions with CRNS has been utilized to provide temporal and spatial data at various
scales. It is about time to get down to one of the major goals of CRNS research: to
serve large-scale hydrological models as a constraint to close the water balance and
to improve the modeled soil moisture state.

After thorough calibration of detector efficiency in chapter 4, CRNS stations in
Schäfertal, Großes Bruch and Hohes Holz (chapters 5, 7, 8) may help to evaluate the
performance of the model mHM at the temporal scale. With the transects conducted in
the Bode catchment (chapter 8), the CRNS rover addresses the important challenge
of improving the estimation of spatial patterns in distributed models. Moreover,
insights in the CRNS footprint (chapters 6–7) have been particularly important to
inform about the scale gap between observations and computational models. We can
now better understand at which scale observations represent the value in a grid cell,
for what choice of the cell size neutron data is beneficial, and the impacts of those
decisions.

This chapter presents a framework to utilize CRNS data for evaluation and
calibration of the hydrological model mHM. As a part of this framework, the forward
model COSMIC has been implemented to enable mHM to predict neutron observations
directly from modeled soil moisture profiles. These are exciting times, when dirty
observations meet numerical bits, aiming to demonstrate their solidarity.
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9.1. Introduction
Water scarcity, adaption on climate change, and flood risk assessment are critical
topics in society and science these days. Accurate description of both, energy balance
as well as water balance of river catchments are a prerequisite for reliable hydrological
predictions, in which soil water storage plays a key role. The soil moisture state
determines the efficiency of infiltration and percolation (e.g., groundwater recharge),
evapotranspiration (i.e., feedback of water to the atmosphere), water availability for
plants, and surface runoff.

However, chapter 1 reviewed that conventional measurement methods provide
data at scales that are either not representative for areas larger than a few square
meters, or fail to quantify the water storage below the surface layer. As regional
hydrological and land-surface models typically run at intermediate resolutions from
100m to kilometers, the lack of soil moisture observations at these scales is a serious
problem. Consequently, validation or calibration of those models remain one of
the key challenges in hydrology and climate science (Vereecken et al. 2007, 2008;
Robinson et al. 2008). During the last decades two major strategies have been
pursued to challenge the described problem:

1. Providing data at relevant scales, either by up- or downscaling or by choosing
the right instrument (see also Fig. 1.2),

2. Selecting appropriate models that can deal with data at multiple scales.

The rescaling procedures often introduce huge uncertainties, for example when
large-scale SMOS data is downscaled to 500m (Ridler et al. 2014), or hydraulic
parameters are upscaled (Vereecken et al. 2007). In this work, calibration and
validation data is provided at the modeling scale using the technology of cosmic-ray
neutron sensing (CRNS). Furthermore, the mesoscale hydrological model mHM is
applied which takes care of flux conservation and parameter transferability to any
scale.

The variety of hydrological models can be described as a manifold of intersect-
ing categories. One of such classifications comprises (1) reductionistic models (low
complexity, low uncertainty), and (2) hyper-resolution models (high complexity, high
uncertainty). The modern approach of multi-scale models is a quantum state in
between, offering high complexity at low uncertainty by process-orientated subgrid
parameterization (Wood et al. 2011; Beven and Cloke 2012). To achieve this, region-
alization techniques have been developed to infer scale-independent and transferable
model parameters (see Gupta et al. 2014, for a review). These regionalized param-
eters could be used to parameterize pedo-transfer functions, for instance, to infer
porosity from soil texture and bulk density data (Zacharias and Wessolek 2007).
Although it is generally preferable to measure the quantities of interest directly
(Vienken and Dietrich 2011), this is often prohibited for technically reasons or
infeasible at large scales (e.g., for porosity and hydraulic conductivity).

Models of higher complexity often account for detailed physical processes at
the micro-scale. The so-called physical-based models, e.g., HYDRUS (Šimunek et al.
2008), make use of Richards solvers and the conservation of mass, momentum and
energy, in order to mimic the flow and transport of water through the micro-pore
domain (section 1.4). The detailed formulation requires a huge amount of data to
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constraint their parameters, and stable numerical solutions are often associated with
high computational effort. Furthermore, those complex models do not guarantee to
perform accurately. If the required information is not available, not representative, or
even wrong, the results of complex models are often unusable. Apart from that, most
of the corresponding equations loose validity beyond the scale of a few centimeters to
meters, beyond which effective parameters are required to upscale processes that are
only well understood at the micro scale (Blöschl and Sivapalan 1995; Vereecken
et al. 2007).

In contrast to physical models, lumped models treat the whole watershed as a
spatially homogeneous unit and rely on simple relations between precipitation and
runoff. METVER is such a lumped model used by the Deutscher Wetterdienst (DWD) to
estimate soil moisture at the plot-scale, which focuses on the agro-meteorological
aspects of evapotranspiration (Müller and Müller 1988). As soon as spatially
connected hydrological units are considered, processes and morphological properties
might be too diverse throughout large catchments. In semi-distributed models,
larger watersheds are divided in lumped sub-catchments in order to account for the
coarse heterogeneity. The spatial discretization can also be performed in (regular or
adaptive) grid cells, allowing to reach even higher spatial resolution and to distribute
input data and parameters heterogeneously across the domain (see e.g., Carpenter
and Georgakakos 2006). mHM is such a fully distributed model, but still conceptually
lumped with regards to individual cells. Distributed models have increasingly gained
popularity, especially since computational techniques have improved and highly
resolved data became available, as was discussed in a special issue edited by Beven
(1992).

The final goal of hydrological models is the proper prediction of fluxes (discharge,
evaporation) and states (soil moisture, solute concentration). For example, Ceppi
et al. (2014) were able to predict soil moisture more than a week in advance to
support irrigation management. However, model results often exhibit significant
uncertainty due to the lack and uncertainty of data, parameter uncertainty, or
insufficient process conceptualization (Coron et al. 2014). In order to address the
challenge of model validation and calibration, modelers should make use of the huge
variety of measurements from all over the world. In this regard, data assimilation or
calibration techniques are usually consulted to update model parameters, states, or
fluxes, and to finally improve hydrologic predictions. For example, Renzullo et al.
(2014) improved root-zone soil moisture by assimilating remote-sensing products,
and validated with CRNS and in situ observations. Many efforts have been made
recently to also assimilate CRNS data into land-surface models, which typically
represent complex processes that are lumped at the plot-scale. Rosolem et al. (2014)
performed the first assimilation of synthetic neutron data to the land-surface model
NOAH and demonstrated the practicability of CRNS data to improve soil moisture
profiles. Han et al. (2015) showed that neutron assimilation improves soil moisture
predictions of a land-surface model in China by correcting for systematic biases that
were inherited from uncertain soil maps.

The present study ventures the step towards neutron data integration into dis-
tributed, hydrological models, which typically aim to quantify river discharge, but
are also more and more used to deliver soil moisture predictions (e.g., Zink et al.
2016). The hypothesis of this chapter is that the CRNS method could provide rep-
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resentative data to accurately validate and calibrate the model mHM at appropriate
scales. To achieve this, the performance of the model mHM is tested for the first time
at resolutions of 20, 100, and 1000m in the small catchment Schäfertal, where time
series of neutron data will be used to validate and calibrate the model. Moreover,
Haghnegahdar et al. (2015) argued that model performance can be different for
calibration and validation runs, as calibration is prone to the “game” of equifinality.
The authors concluded that only spatial validation is a sufficient test for distributed
models. Following their argumentation, this chapter further aims to validate the
modeled soil moisture patterns with CRNS rover surveys that have been evaluated
in chapter 8.

9.2. Methods

9.2.1 The mesoscale hydrological model mHM

mHM is a state-of-the-art distributed hydrologic model that closes the catchment
water balance by routing and conserving water fluxes throughout the river basin
(Samaniego et al. 2010; Kumar et al. 2013a). The model conception is similar to the
process-based model HBV (Bergstrom 1976), as the implementation of soil processes
is conceptual, but the model parameters are physically motivated. Additionally, a
regionalized set of global parameters γ promises the transferability of the model
calibration across scales and locations. Currently, mHM represents the dominant
hydrology on scales above 1km and proved to perform well in hundreds of European
catchments and beyond (e.g., Kumar et al. 2013b; Rakovec et al. 2016).

The most interesting feature of mHM is the multiscale parameter regionalization
(MPR) technique, which requires calibration of global parameters (see also Pokhrel
et al. 2008) in order to reduce the uncertainties that are typically related to up- or
downscaling procedures. Conventional models use simple upscaling or downscaling
strategies to bring the data (e.g., clay%) to the model grid, where scale-dependent
parameters then deduce model variables (e.g., porosity Θ) that determine the fate
of hydrological processes. However, those transfer functions (e.g., f : clay% 7→ Θ)
are typically non-linear and therefore highly sensitive to the averaging sequence.
The MPR method applies transfer functions to the data before rescaling, using the
scale-independent parameters γ:

conventional: y1 = f(⟨x0⟩ , γ1) , MPR: y1 = ⟨f(x0 , γ)⟩ ,

where y1 is the variable of interest at the modeling scale, x0 is the available data at
its specific scale, f : x 7→ y is an arbitrary transfer function, and ⟨·⟩ is an averaging
technique (e.g., the geometric mean). This procedure leads to a better representation
of effective variables at the modeling scale and thus allows mHM to integrate data and
operate efficiently across scales and locations (Samaniego et al. 2013; Kumar et al.
2013a,b; Rakovec et al. 2016).

The soil moisture domain of the model is discretized with a certain number of
horizons (typically three at depths of 0–50, 50–250, and 250–2000 mm), while all
soil layers are prone to root-water uptake and evapotranspiration processes. Excess
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Fig. 9.1: Schematic of mHM processes and workflow in this study. The model
generates direct discharge Qsim from lateral cell outflows, while soil moisture
layers θsim(z) are translated to neutrons Nsim by COSMIC. Both products can be
used to calibrate the global parameter set γ against observations. Simultaneous
calibration as well as calibration of γCOSMIC are future projects (dashed).

water in the soil moisture layer is further redirected by surface runoff or infiltration
(Fig. 9.1), while the exact partitioning is determined by the calibration parameters γ.
This conceptualization is one of the reasons why validation of absolute modeled soil
moisture often is not meaningful. Alternatively, anomalies, (θ − ⟨θ⟩)/ε(θ), should be
compared instead. For example, two different models can easily be calibrated to get
the partitioning perfectly right, although their resulting soil moisture value can be
totally different due to different data and parameters used to describe hydrological
conductivity. On the other hand, Gao et al. (2015) recently found that also the use of
anomalies as a measure for catchment wetness can be problematic.

As infiltrated water fills up the subsurface reservoir (see Fig. 9.1), slow interflow
directly contributes to river discharge Q, and fast interflow is triggered if the filling
level exceeds a certain threshold. The water is routed through the topographic
gradients of the model domain by the Muskingum-Cunge flood routing algorithm
(Todini 2007). During this process, fluxes (and thus masses) are conserved at any
time by minimizing the flux difference at all scales: |Φi − ∫ j∈i φ j | → 0 , where Φi is
the flux of an arbitrarily large group of cells, i, and φ j are the fluxes of the subordinate
cells j .

The mHM model further describes snow accumulation and melting based on the
improved degree-daymethod, which generates snow from precipitation below a certain
temperature threshold, and accounts for an increased snow melt during intensive
rain events (Hundecha and Bárdossy 2004). Vegetation is implemented as a certain
land use type that exhibits specific interception and permeability parameters, and
which can be controlled dynamically with LAI time series data.
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9.2.2 Implementation of the neutron forward models
Direct comparison of modeled soil moisture θsim(z)with CRNS observations θobs is
difficult, because the latter instrument integrates over several decimeters in depth.
Thus the CRNS method is unable to uniquely represent different soil moisture
profiles θ(z) and thus the question, which soil horizon should be compared with
θobs, cannot be answered. As Rivera Villarreyes et al. (2014) elaborated, inverse
determination of soil water profiles from the integral CRNS signal is only feasible
using independent measurements and a physical model like HYDRUS. Moreover, the
penetration depth of neutrons is highly sensitive to θ (Köhli et al. 2015). In order
to accommodate the changing nature of the effective depth, Shuttleworth et al.
(2013) have decided to assimilate the actual measurement Nobs, rather than the soil
moisture product. They developed an analytical model, COSMIC, which translates any
modeled soil moisture profile into neutron counts above the surface. The conversion
function has been validated with other accepted methods by Baatz et al. (2014) and
was applied successfully for data assimilation in land-surface models by Rosolem
et al. (2014) and Han et al. (2015).

The neutron forward operators were implemented in a dedicated module for mHM,
featuring two different approaches to predict the neutron intensity at the surface:

1. N0-method (Desilets et al. 2010) accounting for only the first horizon (compare
section 3.6):

Nsim = N0 · (a1 +
a0

θ(z1)+ a2
) ,

2. COSMIC (Shuttleworth et al. 2013) accounting for all soil horizons z :

Nsim = NCOSMIC ·∑
z

Ahigh(z) · Xeff(z) · Afast(z) .

The COSMIC function accounts for the downward attenuation Ahigh of incoming
high-energy neutrons impinging the soil, their effectivity Xeff to create fast neu-
trons by interacting with the soil material, and finally the upward attenuation of
isotropically propagating fast neutrons (see chapter 3 for details).

High-energy neutron attenuation: Ahigh(z) = e−Λhigh(z)

Fast neutron attenuation: Afast(z) =
2
] ∫

]/2

ϕ=0
e−Λfast(z)/cos ϕdϕ

Neutron interaction depth: Xeff(z) = αXsoil + Xwater

The neutron interaction depth X is a virtual quantity depicting the fraction of fast
neutrons that is created from high-energy neutrons interacting with the soil. It
accounts for the density of water and soil (which is by a factor α ≈ 0 .24 less effective
in creating fast neutrons).

Xsoil(z) = ∆z · �bulk , Λhigh(z) =
Xsoil(z)
162 .0 +

Xwater(z)
129 .1 ,

Xwater(z) = ∆z · �water · (θz + θlw) , Λfast(z) =
Xsoil(z)
107.8 +

Xwater(z)
3.2 .
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The amount of water in each horizon, Xwater(z), is determined using the modeled
soil water content SWC [mm] from mHM, θ(z) = SWC(z)/∆z, the lattice water pro-
portion, θlw = 7.5 %v, and the density of water, �water = 1000kg/m3. The average
density of the soil, �bulk, as well as θlw were kept constant in this study and will
become variable in the next versions of the mHM neutron module.

Absolute calibration and validation of neutron counts is difficult, because both
neutron models make use of arbitrary scaling factors N0 and NCOSIMC. As a solution,
the data has been first rescaled/normalized using the sensor-specific efficiency correc-
tion (chapter 4), then those scaling parameters have been adjusted to match CRNS
station data in the Schäfertal catchment. Other sites might need variable scaling
factors that depend, for instance, on latitude and altitude (cmp. chapter 5).

Two of the major hydrogen sources that were not accounted for in the presented
neutron models are vegetation and snow. However, their implementation as addi-
tional layers is planned in the next versions of mHM, using relationships discussed in
chapter 8 and section 3.6. Together with additional dependencies of COSMIC parame-
ters like α (which is probably related to bulk density), a specific global parameter set
for the neutron models, γN (or γCOSMIC), will be added to mHM in order to regionalize
the spatial transfer functions (see also section 9.4.3).

9.2.3 Study site

To test the hypothesis that neutron data can be beneficial for hydrological modeling,
an ideal study site should be well monitored in terms of (1) discharge, meteorological
and morphological data, and (2) cosmic-ray neutron data. The Schäfertal (1.6 km2) is
one of those intensive research sites in the scope of TERENO which was chosen for this
study, where CRNS stations were installed between 2010 and 2013 by the University
of Potsdam. According to Graeff et al. (2009) groundwater is the dominating process
in the Schäfertal and bimodel runoff events occur regularly, however decreasingly
since 1970 due to mining activities. The superior Selke basin (468km2) covers huge
gradients of land use and topography from the forested Harz mountains in the south
down into the agricultural low-lands in the north. To date, CRNS stations in the
Selke were only located in the Schäfertal subbasin, however, statistical sensitivity
analysis was consulted recently in order to plan optimal placement of additional
stations.

Meteorological forcings for both basins were provided by the DWD and resolved
as 4 × 4km grid cells, while data from the local Schäfertal weather station has
been incorporated when available. Morphology data like topography, geology, soil,
etc., exhibited a 10m resolution in the Schäfertal and 100m in the Selke basin.
Discharge data in the Schäfertalwasmade available for 1997–2007 by the Hochschule
Magdeburg, who operate the river gauge in that catchment.

Neutron and discharge data have been assimilated at a daily basis, which is a
decent compromise between favorable high-frequency data (Rosolem et al. 2014) and
the typical measurement noise (see also chapter 4). Spatial neutron data from the
CRNS rover has been equally averaged within each cell of mHM and also assimilated
as a daily average.
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9.2.4 Resolution study

One of the most impressive features of mHM is the ability to run at any scale, because
the flux conservation condition between cells is an intrinsic feature of themodel. From
a naive perspective, lower cell size should then always lead to better spatial resolution
and prediction performance. However, decreasing cell size s in the modeling domain
reveals two major disadvantages:

• Small-scale processes are not implemented in mHM (e.g., lateral flows between
cells, or Richard-like transport),

• Increase of memory usage and computational time by ∼ O(s−2).

For the discharge quantity Q, the lack of small-scale processes might have negli-
gible impact, because the catchment-integral property is able to average out slow-
moving effects. Soil water storage can also be predicted satisfactorily if an integral
catchment average was assessed (Rakovec et al. 2016), because mHM takes care of
closing the global water balance. However, as soon as fluxes and storages of individual
cells are evaluated, cell-to-cell related processes like lateral flow or sophisticated
infiltration models will reveal their relevance.

These considerations have been taken into account for choosing the proper scale for
mHM simulations, as it is important to select a proper cell size at which the observation
is representative. In this case, the cell area should be covered by the CRNS footprint.
The insights from chapter 6 can help here to investigate the contribution of measured
neutrons within an imaginary cell of edge length s. By integrating the weighting
function Wr(h ,θ) (eq. 6.2), the contribution of neutrons to the detected signal in the
cell center has been calculated and presented in Table 9.1.

Table 9.1: Contribution of neutrons within a
rectangular cell of size s, as a fraction of total
observed neutrons. Wr is integrated in a foot-
print circle of equivalent area for dry and wet
conditions, h = 5–15 g/m3, θ = 10–40%v.

cell area s2 diameter 2s/] 1
2 Ncell/Ntotal

202 m2 22.6m 35–45%
1002 m2 112.8m 55–67%
2502 m2 282.1m 78–86%

10002 m2 1128.5m 99–100%

The short analysis shows that neutron data from a cell at 20m resolution could
explain more than one third of the variability, while 100m cells represent two thirds
of the detected neutrons. At resolutions of 1 km all measured neutrons originated in
that cell, however, still ≈ 61 ± 6 percent of the neutrons represent only 1% of the
total area. As a trade-off between computational efficiency and the lack of small-scale
processes, 100m resolution has been chosen for most simulations in the Schäfertal
catchment, while the Selke has been set up at 1 km resolution.
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Although multiple CRNS data points were usually available within 1km2 cells,
special care should be taken during interpretation of CRNS data at this scale.

9.2.5 Parameter optimization
Parameter calibration is a complex field of research, covering the selection of infor-
mative parameters (Cuntz et al. 2015), the design of objective functions (Gan et al.
1997; Mai et al. 2016), the choice of adequate performance measures (Krause et al.
2005; Bennett et al. 2013), and the selection of a promising optimization algorithm
(Zhang et al. 2009). If successfully applied, calibration results could narrow parame-
ter ranges and minimize the uncertainty of model results (see e.g., Rosolem et al.
2013b).

To date, mHM gained capabilities to calibrate its parameter set γ against obser-
vations from discharge, basin-average and spatially distributed soil moisture, and
total water storage. Popular efficiency measures in hydrology are the Nash-Sutcliffe-
efficiency (NSE) (Nash and Sutcliffe 1970) and the more modern Kling-Gupta-
efficiency (KGE) (Gupta et al. 2009). This study makes use of KGE for parameter
calibration on neutrons, while for historical reasons robustness of model results have
been indicated by both, NSE and KGE.

NSE = 1 − ∑(sim − obs)2

∑(obs − ⟨obs⟩)2

KGE = 1 −
⎡⎢⎢⎢⎣
( ρ(sim , obs)− 1)

2
+ ( εsim

εobs
− 1)

2
+ (⟨sim⟩⟨obs⟩ − 1)

2⎤⎥⎥⎥⎦

1
2

NSE normalizes the mean squared error by the observed variance, where the mean
observed variable ⟨obs⟩ is used as a baseline. Following this approach, site-specific
variations could translate to biased estimation of model skills among different sites.
On the other hand, the KGE measure is a revised version of NSE that accounts for
correlation ρ, variance ε, and bias of simulated and observed variables (Gupta et al.
2009).

As an optimization strategy, the shuffled-complex-evolution (SCE) algorithm was
selected, which is a state-of-the-art approach to find global minima in complex pa-
rameter domains (Duan et al. 1992). As the entire parameter space is randomly
sampled and information between multiple local minima is shared/shuffled, the algo-
rithm is slower but more reliable in finding global minima compared to other popular
algorithms like the Dynamically Dimensioned Search algorithm (DDS) (Tolson and
Shoemaker 2007).

In this work, simulated neutrons Nsim have been calibrated against observed data
Nobs by maximizing the KGE of the catchment-averaged time series ⟨N⟩ ≡ ⟨N⟩(t):

objective function: max
γ

KGE( ⟨Nsim⟩ , ⟨Nobs⟩ )→ 1 . (9.1)

As this objective function only calibrates the areal average, spatial patterns become
almost invisible to the optimizer. Future studies are recommended to consider
individual cells, e.g., by summing up KGE(Nsim , Nobs) over all cells using the p = 6
vector norm (see also section 5.2.4).
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The calibration process optimizes the global parameter set γ, while neutron
model parameters (e.g., γCOSMIC) have been excluded from automatic optimization in
this work. Of course, parameter calibration in general is prone to the equifinality
problem, that can lead to different solutions to match a single observation (Beven
and Freer 2001). Especially when the real world is abstracted with large grid cells,
the controlling parameters could be understood as effective parameters for a given
averaging volume, and the identification of a best parameter set is not always possible
(Wagener and Gupta 2005). With the help of multi-objective optimization strategies,
future research aims to find parameter sets that can explain both, discharge and soil
moisture dynamics, which will narrow the range of tolerance in the parameter space.

9.3. Results & Discussion

9.3.1 Small-scale performance in the Schäfertal catchment

The first tests with mHM at resolutions of 20m and 100m revealed equally good
performance at the basin outlet. Model results for various parameter sets and soil
horizons are presented in Fig. 9.2. Shallow soil layers (red) quickly saturate and thus
contribute to early generation of interflow (and thus discharge). With increased soil
water storage (orange), evaporation processes have access to more water and thus the
subsurface reservoir contributes much less to river discharge. Upon calibration (blue),
soil porosity, infiltration capacity, and the fast interflow threshold were adjusted
to account for actual (and previously unknown) soil properties in the field. This
experiment demonstrates that the model conceptualization is well able to catch
small-scale discharge processes even in rather shallow slopes and short streams
< 150m.
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Fig. 9.2: Discharge in the Schäfertal catchment showing the effect of soil discretiza-
tion as well as calibration on Qsim (KGE= 0 .91). Soil horizons were changed from
(40 , 80 , 120)mm (red) to (40 , 80 , 600 , 1000)mm (orange).
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Following the German soil database (BGR 2007), soil properties in the Schäfertal
were almost homogeneous. Under these conditions, mHM generated almost homo-
geneous soil moisture patterns that were only driven by topography and actual
evapotranspiration (e.g., from slope exposition to the sun). For this reason, 29 soil
cores were taken in the field up to 80 cm deep, and interpolated using the random
forest approach (Breiman 2001; Wiesmeier et al. 2011) based on topography (M.
Neubauer, 2014, unpubl.). Fig. 9.3a shows the resulting map of soil classes in the
Schäfertal, which still exhibits only marginal variety with regards to existing di-
versity elsewhere (FitzPatrick 1980). Using constant bulk density estimates and
homogeneous forcings, mHM has predicted soil moisture patterns for the Schäfertal
(Fig. 9.3b) that are both, almost homogeneous (low spatial variability) and unrealistic
compared to observations presented in Figures 8 and 8.3 (see also Schröter et al.
2015). This example shows that spatial soil moisture predictions highly rely on
the quality of spatially distributed input data, and more sophisticated methods are
required to interpolate soil properties, especially for small catchments.
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Fig. 9.3: a Soil classes in the Schäfertal estimated from soil cores and random
forest interpolation based on topography (M. Neubauer 2014, unpubl.). b Spatial
variability of soil moisture predicted by mHM at an exemplary day, showing unre-
alistic pattern and a diminutive range (compare Fig. 8). Black crosses indicate
stationary CRNS probes, some of which were used for calibration in mHM.
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The impact of the slope inclination and temporal leaf area indexes (LAI) have been
investigated also in the course of this study, as their parameters determine actual
evapotranspiration and thus soil moisture patterns. While LAI showed negligible
influence on spatial soil moisture distribution for typical crops, the slope exposition
provoked dryer south-facing slopes than north-facing slopes. Although the north-
south effect is expected from solar radiation, independent observations with TDR
and CRNS revealed opposing patterns (e.g., Schröter et al. 2015). Deactivation of
the corresponding process in mHM has put the north-south gradient in a more realistic
shape (not shown), and consequently questioned the concept of slope correction for
small-scale applications.

One of the consequences from the homogeneous soil moisture product has been
noticed during the comparison of absolute neutron counts for the different CRNS
stations (crosses in Fig. 9.3b). Among these stations, the modeled count rates
were almost identical, although remarkable differences have been identified in the
observations (not shown). However, temporal dynamics (anomalies) of data from the
SoilNet (not shown) and the CRNS stations were well captured by the hydrological
model (partly evident from Fig. 9.4). In conclusion, this analysis indicates that the
spatial heterogeneity of the total water storage (i.e., porosity or bulk density) is poorly
represented by the given input data.

9.3.2 Mesoscale performance in the Selke basin

The Schäfertal has been modeled as a part of the superior Selke basin at 1km
resolution (see Fig. 9). The temporal variability of simulated neutrons was evaluated
for a mHM cell that covered a representative area of the Schäfertal. Fig. 9.4a compares
the observed neutron counts (averaged over four CRNS stations) with the model
results, Nsim, and demonstrates acceptable agreement in relative and absolute terms.
Only during winter periods Nsim refuses to change, because the neutron forward
models only account for soil water, which is typically frozen and almost constant
below the isolating snow cover. In contrast, neutron detectors are highly sensitive to
snow (as a water phase) and thus exhibit vigorous variability.

Moreover, the two methods perform differently at different times of the year. Fig.
9.4a shows that COSMIC (orange) is well able to represent drying periods, while the
N0-method (red) demonstrates remarkable agreement with observations in autumn.
However, it is suggested that the latter signal could be rescaled by a better choice
of the parameter N0, such that neutron counts are underestimated during autumn
while remarkably matching during the other months. This underestimation could
then be explained by the wet surface layer which neglects the dried soil horizons
below. In turn, COSMIC accounts for exactly these stratified soil moisture profiles, but
overstates the effect on simulated neutrons in autumn. On the other hand, COSMIC
shows consistent overestimation of neutron counts between May and November,
indicating uncared contribution of biomass water in nearby trees and crops.

Calibration of the model parameters γ against neutron observations led to slight
improvement of the neutron prediction, although the objective function has not
converged in the course of this study. However, the corresponding reduction of storage
parameters and the fast interflow threshold impacted the discharge performance to
a remarkable degree.
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Fig. 9.4: Effect of neutron calibration in the Selke basin against time series
data from the Schäfertal subbasin. a Absolute neutron counts were partly well
matched by Nsim, while both methods show differences during wetting and drying
periods. Snow and vegetation do not contribute to Nsim, however, they certainly do
to Nobs. b Observed discharge Qobs of the Selke river basin is well caught by Qsim
(blue) using mHM default parameters. Calibration on neutrons (orange) increases
soil water storages and thus distorts the fit for discharge.

Table 9.2: Influence of the default and optimized parameter set γ on the discharge
performance, KGE/NSE(Qsim , Qobs), where KGE was maximized for Schäfertal and
NSE for Selke.

basin measure default γ γ|Qobs γ|Nobs (N0) γ|Nobs (COSMIC)
Schäfertal KGE 0.5 0.91 0.41

NSE 0.7 0.83 0.47
Selke KGE 0.76 0.33 0.38

NSE 0.78 0.84 0.46 0.51

Figures 9.4a,b highlight that simultaneous calibration against neutrons and
discharge is needed to avoid significant degradation of one of these variables.
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9.3.3 Validation of spatial patterns with the CRNS rover
The spatial representation of soil moisture patterns in mHM is evaluated in the Selke
river basin using CRNS rover surveys along roads on 11 days between August and
November 2015 (see chapter 8 for details). As the previous section has elaborated,
biomass correction is needed for proper assimilation of neutron data and was thus
performed prior to the data analysis. Comparison of neutron counts in individual
cells revealed patchy correlations ρ between 0.20 and 0.78 (Fig. 9.5). Although the
overall gradient between the Harz mountains (brown) and the lowlands (green) was
well captured by both methods, mHM predictions exhibit lower diversity among cells.
However, as rover measurements were averaged within the covering cells, typically
1–2 data points were available in most of these 1 km2 areas. It is thus expected that
rover data was prone to local small-scale variability like roads, land use, or forests,
which were not represented by the mHM cell average.
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Fig. 9.5: Comparison of Nsim(x) [cph] with spatial neutron data from the CRNS
rover, NRov(x) (corrected, rescaled) on 11 days along the Selke basin (see chapter
8). Correlations ρ are weakened by local effects (e.g., roads) and biomass represen-
tation in mHM (see Fig. 9.6). Three outlying pixels were removed from analysis (red
crosses).
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Furthermore, the theory of problematic vegetated regions can be supported by
investigating the TERENO research sites Großes Bruch and Hohes Holz. Fig. 9.6 shows
that mHM (orange) and CRNS (blue) perform well in pasture and grassland sites, while
similar variations have been predicted at a forest site where actual soil moisture
(gray) is driven by completely different processes. This analysis indicates that the
modeled soil moisture is poorly represented in the Hohes Holz, which might be the
case also in other forests of the Selke basin. Thus, it is not possible to find acceptable
agreement between (biomass-corrected) rover observations and mHM, as long as the
soil moisture model for forests has not been validated and the observation data
exhibits significant uncertainty (see chapter 8).
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Fig. 9.6: Estimating soil moisture in the pasture site Großes Bruch and forest
site Hohes Holz using SoilNet (grey), stationary CRNS (blue, not corrected for
biomass), and mHM (orange). The poor representation of forest soil moisture in mHM
might explain poor correlations to the CRNS rover (biomass-corrected) in Fig. 9.5.

9.4. Conclusion & Outlook
To this date, the mesoscale hydrological model mHM has been evaluated mainly on
discharge performance, and little is known about the quality of its representation for
spatio-temporal soil moisture patterns. This study uses mHM to simulate discharge
and soil moisture in the Schäfertal catchment (1.6 km2) and the superior Selke river
basin (468km2), where meso-scale soil moisture data is available from cosmic-ray
neutron sensors. Stationary and mobile CRNS data have been acquired to validate
and calibrate both, temporal dynamics and spatial patterns of neutrons as a proxy
for soil water content. The presented results demonstrate that:

1. mHM is able run at resolutions of 20–100m in the Schäfertal catchment, where
its calibrated discharge (Fig. 9.2) outperforms even physically based models
like WASIM-ETH and HydroGeoSphere (not shown). However, separate calibration
against neutron data (i.e., soil moisture) distorts the discharge dynamics (Fig.
9.4b).
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2. Temporal dynamics and absolute soil moisture can be well represented at the
mesoscale for non-forest sites (Figures 9.4a and 9.6).

3. Spatial patterns of modeled soil moisture do not sufficiently represent the
heterogeneity in the Schäfertal (Fig. 9.3, compare also Figures 8 and 8.3),
probably due to the lack of lateral flows and reliable soil data. Moreover, model
comparison with biomass-corrected CRNS surveys in the Selke revealed patchy
correlations (Fig. 9.5). As the measurements were conducted during a few
hours per day and along official roads, they might under-represent the daily
average in the 1km2 cells.

4. The neutron forward operators COSMIC and the N0-method both show acceptable
performance, depending on the homogeneousness of soil moisture profiles. As
COSMIC implicitly performs a depth-weighted average, uncared features from
biomass growth became more evident (Fig. 9.4a, see also chapter 7).

Further studies should focus on the impact of neutron data to the prediction
uncertainty of discharge and soil moisture, for instance, as was done using soil
moisture data in mHM (Samaniego et al. 2009) or land-surface models (Sutanudjaja
et al. 2014). Especially the simultaneous, multi-objective calibration against neutrons
Nobs and discharge Qobs is a promising strategy to increase the overall performance of
the hydrological model. Simultaneously conditioning on observed fluxes and states is
a state-of-the-art approach, which is applied by Bergeron et al. (2016), for instance,
using streamflow data combined with snow water equivalent.

9.4.1 Improvement of mHM and input data

Although mHM has proven to adequately predict discharge and soil moisture dynamics
in meso- to large-scale catchments all over the world, the following improvements
could be made in order to tune the capabilities for absolute soil moisture prediction:

1. tests of different conceptual and physical models for soil water partitioning,
2. implementation of lateral flows between cells for highly resolved regions < 1 km,
3. acquisition of high-resolution precipitation data and soil maps.

9.4.2 Improvement of COSMIC

As discussed in section 9.2.2, the COSMIC model only accounts for water content in
the soil horizons, and is currently not adapted on other hydrogen pools. Further
development with regards to hydrological applications should address:

1. Adaption of parameters to spatial data, e.g., θlw(clay%), �bulk(Θ), NCOSMIC(lat),
2. Implementation of additional water layers for vegetation, snow and their tem-

poral dynamics, e.g., from MODIS data and the mHM snow model,
3. Improvement of neutron physics according to recent findings about low-energy

contributions (chapter 6).
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9.4.3 Parameter regionalization
The performance of the neutron prediction in mHM could be improved by regionalizing
the parameters γN of the nested N0-method or COSMIC:

Nsim = f(θsim , γN).

Calibration of the parameter set γN could help to find globally valid correction
functions for meteorology and biomass, as has been attempted in chapters 5 and
8, respectively. If the models were able to reliably predict spatial neutron density
Nsim (validated with the CRNS rover and distributed stations), then these global
parameters γN might work also in uncalibrated basins. As a consequence, campaign-
based measurements of Nobs could be taken by the CRNS rover and translated to
soil moisture without local calibration:

θobs = f−1(Nobs , γN) ,

given that sufficient land use and morphology data is available. One of the most
direct impact will be on the determination of the parameter N0 (Desilets et al. 2010),
which is otherwise obtained only locally by exhaustive and expensive soil sampling
campaigns.

This strategy would open the path for feasible on-demand applications of the
CRNS rover everywhere on Earth, and simultaneously bridges the gap from local
observations to regional predictions.
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Neutrons on the Fly

10.

Airborne neutron detection with a gyrocopter

Cosmic-ray neutron detectors have been deployed so far on agricultural fields, lakes,
towers, sleds, trolleys, and cars, while buried under snow or below ground in historical
projects. Common to all approaches is the considerable sensitivity to nearby areas,
which has been discovered in chapter 4 and exhaustively investigated in chapters
6–7. In fact, rover campaigns revealed an alarming effect of dry roads (chapter 8)
and its impact on hydrological model applications was apparent (chapter 9).

If only CRNS technology could lift up from the ground, local effects would proba-
bly smooth out and the issue of inaccessible areas (e.g., during farming activities)
might fade into the winds. Moreover, such a technology could further satisfy the
hydrologist’s thirst, as modelers are demanding large-scale soil moisture observations
with deep penetration (see chapter 9) – a requirement that continues to challenge
the community of optical remote-sensing. Apart from space satellite missions on
other planets, airborne neutron detection for hydrological research has never been
conceived.

This chapter ventures the applicability of neutron detection far above the surface.
Theoretical investigations and first experiments provide evidence for sufficient sensi-
tivity of airborne neutrons to (sub)surface water. This work opens the path towards
further systematic assessment of airborne neutron sensing, which could become a
valuable addition – or even an alternative – to conventional remote-sensing products.
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But, there is time enough to learn of the task which faces the 
Fantastic Four! First, let us discover more about their origin--
let us go back to that momentous day when an angry Ben Grimm 
confronted Dr. Reeds Richards...

Ben: (to Reed)

...[ ]

Before the guard can stop them, the mighty ship which Reed Richards 
had spent years constructing is soaring into the heavens... towards 
outer space!

Reed:

Ben:

If you want to fly to the stars, then you pilot
the ship! Count me out!

You know we haven‘t done enough research into
the effect of cosmic rays! They might kill us all 
out in space!

She‘s behaving like a baby! Everything is perfect!

Yeah, except the cosmic rays!

No one knows what they‘ll do...

Fig. 10.1: The Fantastic Four came in contact with cosmic rays on their first space
mission; quoted from "Fantastic Four" Vol. 1, by S. Lee, J. Kirby, G. Klein, and C.
Rule (1961), ISSN: 0274-5291, Marvel Comics. (Lee et al. 1961).

10.1. Introduction
Spatial surveys of neutrons can be utilized to estimate small-scale and large-scale
patterns of soil moisture (chapters 4, 8). This information is valuable for validation
of remote-sensing pixels (Chrisman and Zreda 2013), model verification (chapter 9),
hydrologial process understanding (chapter 8), or flood risk assessment. Furthermore,
soil moisture information is also relevant for agricultural management. Accessing
wet fields with agricultural vehicles can introduce irreversible compaction to the
soil. In turn, compacted ground hampers soil aeration and drainage (DLG 2008)
which may lead to decreased yield (Dürr et al. 1995). Recently, Zieger et al. (2015)
introduced the ArcGIS package CCMOD2 to assess spatial trafficability on the basis of
soil moisture estimates, however, validation data is required at all costs.

The major issues with mobile CRNS roving became obvious as rover surveys on
roads were compared with TDR data in the field (Fig. 8.3e,f) or assimilated to the
hydrological model mHM (chapter 9). The dry bias due to the presence of roads as well
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as the problem of inaccessible areas raise the question whether alternatives exist to
collect spatial neutron data with mobile aircrafts.

Airborne geophysics is a novel approach to quickly capture landscape structures
and states. Siemon et al. (2015) apply gamma-ray surveys on a helicopter to estimate
the spatial distribution of soil texture. Height-above-ground correction was applied
by simultaneous surveys on the ground and by scanning of the vertical profile locally
with the helicopter. Airborne estimation of soil moisture with gamma rays is a
research field that has been exhaustively investigated, however, prior knowledge of
soil texture is required (see e.g., Carroll 1981; Cline et al. 2009).

Cosmic-ray neutron measurements in the atmosphere have been performed al-
ready in early 1950s. Their characteristics in the first 350m above the Earths surface
have been revealed for the first time by Hendrick and Edge (1966), using a television
antenna tower. They considered soil moisture a nuisance for reliable interpretation
of the cosmic neutron signal, but managed to estimate the theoretical characteristics
of its influence. Further studies using airborne neutron detection were usually aimed
to measure the incoming component of cosmic rays at higher altitudes. For example,
Carmichael et al. (1969) carried mobile neutron monitors at heights beyond 3000m,
while Goldhagen et al. (2004) conducted surveys of neutron spectrometry on an air
plane at various altitudes and latitudes.

Remotely sensed hydrogen content by reflected neutron radiation is a state-of-
the-art technology in space and planetary sciences. While first evidence of water
on Mars has been measured by neutron detectors on satellites (Mitrofanov et al.
2002), recent developments tend to improve the spatial resolution. The so-called
Neutron Fine Resolution Epithermal Neutron Detector (FREND) is one of those new
instruments that will measure neutron energies ranging from thermal up to 10 MeV.
The detector is shielded to all sides with the exception of a thin opening angle in the
nadir direction. Using this configuration, the instrument is able to observe Martian
surface water down to 1 m depth at a horizontal resolution of ≈ 40km (Mitrofanov
et al. 2016). Moreover, remotely sensed thermal neutrons were also used to infer iron
and carbon abundance in the first meters below Mercury’s surface (Lawrence et al.
2010; Peplowski et al. 2016).

Back on Earth, ultra-lightweight air planes, so-called gyrocopters, have been
applied recently to monitor plant activity (Calviño-Cancela et al. 2014) and atmo-
spheric parameters, or to perform geographical imaging (Bannehr et al. 2015).

This chapter assesses the feasibility of airborne neutron detection as a proxy for
(sub)surface water, by investigating the theoretical effects of altitude with the neutron
transport code URANOS (see chapter 6). First experimental tests were conducted with
a detector mounted in a gyrocopter in order to proof the concept of airborne neutron
sensing.

10.2. Materials & Methods
Neutron transport simulations were performed with the URANOS software (Köhli
et al. 2015), using detector layers at different heights above the ground. For the
experimental verification a modified CRNS detector system is mounted inside a
gyrocopter, which is applied and developed by the Hochschule Anhalt (Bannehr et al.
2015). These lightweight aircrafts make use of wind streams that are generated by a
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small trailing propeller. This induces rotation of a larger propeller that requires a
continuous airstrip during forward motion. The special technology of gyrocopters
allows to conduct experiments at low fares, however, continuous motion and high
operational altitude is required during the flight.

As weak signals from the soil were expected in 200m height, two moderated tubes
have been assembled from two CRNS probes (CRS09 and CRS04) in order to double the
count rate of conventional stationary detectors. Together with a datalogger, T/RH
measurement component, GPS, and a small battery, this mobile system is completely
autonomous during flights. One of the major advantages of airborne neutron sensing,
compared to other airborne sensors, is the arbitrary positioning of the system within
the aircraft. No viewing angle or hole in the case is required, for neutrons are almost
insensitive to anything but hydrogen.

Fig. 10.2: Double-tube detector system assembled from two CRS1000.

The experimental site is the Elbe and Mulde river network around Dessau and
Roßlau in central Germany. The flight path of the gyrocopter has been scheduled
to visit eight parts of various land use types in the study area, while three parts
were intensively observed by narrow circles over a 10-minutes period. During the
2-hour flight, ground-truth measurements were conducted with the CRNS rover in
accessible areas of the city of Dessau, the Elbe flood plain, agricultural sites, and a
forest. At three locations several TDR measurements were taken in the first 12 cm
of the soil and averaged to a single value (see Fig. 10.7).
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10.2.1 Correction for height above ground
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Fig. 10.3: Variation of neutron counts with height above ground H, simulated
with URANOS (by M. Köhli). a While total neutron intensity increases, the number
of ground reflected neutrons decreases relative to the ground. Measurements with
a Helicopter over a lake agree well with simulations (Zreda et al., unpubl.). b
The ratio of reflected over total neutrons, normalised to the ground ratio of 0.84 .

Consider the flying detector at one specific location with constant soil water
content beneath. Neutron transport simulations show that the number of total
neutrons N increases as the height above ground H increases (Fig. 10.3). Therefore,
it is suggested to correct down the total count rate, NH = N · C(H), with the height-
dependent correction factor

C(H) = (1 + 0 .002 · H + 0 .000004 · H2)−1

This first-order approach was fitted against simulations for θ = 20 %v, however it
supports two different observations. Firstly, the analytical prediction agrees well
with data from Zreda et al. (unpubl.), who surveyed the height profile over Twin
Lakes (CO) with a helicopter in August 2009 (Fig. 10.3a). Secondly, the count rate
over Gremminer See during the airborne campaign was approximately 1158 cph at
H = 117m. Using N · C(H = 117) ≈ 899 cph, we arrive at a count rate which
was typical for a CRNS campaign conducted with a buoy detector (single tube) on a
neighboring lake (see chapter 5).

Conversion to soil moisture, θ(NH), is beyond the scope of this work, because the
corrected count rate NH contains a different fraction of reflected neutrons compared
to ground conditions. Thus, the ground-based relation (N, N0) 7→ θ from Desilets
et al. (2010), which maps a given change of N to a change of θ, is not valid anymore.
At larger heights H, a change of soil moisture would have much less impact on NH
compared to near-surface neutrons. Further research should investigate this behavior
in detail and elaborate a new conversion function θ(NH) for airborne neutron sensing.
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NH has been corrected by a simple approximation which cannot be applied ac-
curately without prior knowledge of the soil moisture conditions. However, this
first-order approach has proven to be beneficial for this work, as it helped to improve
the interpretation of the first airborne neutron detection system.

10.3. Results & Discussion

Neutron simulations at various heights above ground provide evidence for increasing
neutron intensity N. This is in perfect agreement with theoretical and experimental
findings from various authors (Goldhagen et al. 2004; Kowatari et al. 2005; Sato
2015), and agrees well with CRNS measurements on a Helicopter above a lake (M.
Zreda 2009, unpublished). However, Fig. 10.3 reveals a tremendous decrease of the
soil-reflected component, Nrefl, because the neutrons quickly thermalize on their way
through the air. At heights of H = 200m only 30–40% of the total detected neutrons
originated in the ground, where absolute variations of 30%v soil moisture translate
to only 10% variation of the neutron signal.
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Fig. 10.4: Radial sensitivity dN/dr of the CRNS method over distance r to the
sensor (compare Fig. 7.2), exemplary for two different soil moisture conditions θ,
and four heights above ground H. With increasing altitude the area of highest
sensitivity broadens tremendously and the footprint radius R86 increases. Simula-
tions have been performed by M. Köhli using the URANOSMonte-Carlo code (section
3.8).
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An interesting improvement, however, is revealed for the radial sensitivity func-
tion Wr(h ,θ) at increasing altitudes. Fig. 10.4 indicates that the gigantic rise in
Wr→0 is actually a peak that smoothes out and moves towards higher radii as H
increases (compare also Fig. 7). Neutrons leaving the soil spread almost diffusively
in air and can reach the aircraft at greater horizontal distances. As a consequence,
ring sources at certain radii can dominate over both, small ring intensities (r→ 0)
and long-distant neutrons (r → ∞). This property further increases the integral
sensor footprint, which almost doubles at H = 200m under wet conditions.
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Fig. 10.5: Time series of the gyrocopter campaign, showing neutron counts as
1-min (points) and 3-min moving average (lines), conventionally corrected (grey)
and height-corrected (blue), and the height above the ground surface (black).
Highlighted are parts of the region which the aircraft passed or circled over. The
statistical error is ε(N) = 30–40 cph, fluctuations at the airport (×) result from
fluctuating scientists, and the height correction is untrustworthy for H > 200m.

10.3.1 Experimental evidence
The neutron count rate of the double-detector varies around ≈ 1300 cph, which
corresponds to a statistical error of ε(N) ≈ 36 cph. Thus, the theoretically expected
signal variation of 10% (four standard deviations) between dry and wet soil should
be well detectable by the airborne neutron sensor. Fluctuations at the airport may
be due to the very close presence of scientists (Desilets et al. 2007) during mounting
and unmounting of the devices.

Fig. 10.5 shows the time series of the gyrocopter campaign corrected for air
pressure, air humidity, incoming radiation (grey), and additionally corrected for
height above ground (blue) using the linear approximation of C(H). While the signal
drop over the lake (L) by ≈ 300 cph (25%) is significant, similar drops over land
and remaining features of the altitude variations indicate room for improvement
concerning the simple height correction approach, which is beyond the scope of this
work.
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10. Neutrons on the Fly

The spatial distribution of measurements is illustrated in Fig. 10.7, showing
TDR, rover, and gyrocopter observations across 8 parts of various land use. The
most prominent feature is the low neutron count rate over the lake Gremminer See,
where the gyrocopter circled for 10 minutes at a maximum distance of 250m from the
shoreline. Still, the 10 observations exhibited not entirely low count rates (blue) and
rather fluctuate randomly up to even dryer values. This behavior can be explained
by the larger footprint and the sensitivity maximum at about 80m (Fig. 10.4), such
that the major part of neutrons did not originate from the zero nadir angle below the
aircraft.

Comparison with the ground-truthing data demonstrates that the gyrocopter,
rover, and TDR are able to capture the wet flood plains of the Elbe river. Interestingly,
the forest appears rather dry for the TDR and the aircraft, although the rover signal
is influenced by the wet biomass. This detail, together with evidence from neutron
simulations (not shown) indicate that airborne detected neutrons may originate from
deeper soil horizons and are less sensitive to biomass. The elevated height above
ground could be an explanation for this effect, because detected neutrons require
high initial energies to successfully pass the huge amount of air on their way to the
aircraft. Neutrons of higher energy, however, were able to penetrate the soil deeper,
and are less sensitive to hydrogen (see neutron cross sections, Fig. 3.2), particularly
in the low-density domain above surface.
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Fig. 10.6: Gyrocopter, rover, and TDR measurements compared for all 8 parts,
averaged over the individual overflying periods (see shading in Fig. 10.5). According
to TDR the forest F1 is dryer than the agricultural field A1. This relation is inverse
for the rover neutrons due to the influence of the biomass. However, the gyrocopter
confirms the TDR observation, indicating that biomass has less influence on flying
detectors. This interpretation is also supported by the soil of the flood plain E1
which is wetter than the agricultural fields for all three methods.
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10. Neutrons on the Fly

10.3.2 Could rotor blades distort air pressure?

Air pressuremeasurements are important for the signal correction to properly account
for the mass of the air column above the detector that attenuates neutrons (see 3.5.2).
However, the datalogger samples air pressure inside the cabine, below the rotor
screws. It is therefore advisable to estimate the impact of the Bernoulli effect, which
describes local pressure reduction by fast moving air, as has been done in neutron
monitor research (Bütikofer 1999; Abunin et al. 2016).

Assuming that the typical flight speed v varies between 20 and 30m/s, and the
mean air pressure at the day of the campaign was ≈ 990hPa, then the potential
variation of the count rate, δN, can be estimated from δv:

δv = 20..30m/s

⇒ δp = 1
2 �airv2

RRRRRRRRRδv
≈ 3hPa , (Bernoulli)

⇒ δN = ⟨N⟩ · eβ(p−pref)RRRRRRδp
≈ 23 cph .

The underestimation of air pressure by 3hPa can lead to variations of N by 23 cph,
which is below the average standard deviation [(N) ≈ 34 cph during the campaign.
We therefore conclude that the Bernoulli effect in gyrocopters is probably a minor
source of error for the analysis of airborne CRNS data.

10.3.3 Accuracy decreases with altitude

Figure 10.3b clearly illustrates that relative contribution of reflected neutrons Nrefl
(i.e., information from the soil) decreases rapidly with elevation. This leads to the
question whether bigger detectors are needed to preserve the accuracy of neutron
detection at the ground. As known from section 3.7, the relative error of counting
measurements is

√
N/N = 1/

√
N. However, it is advisable to consider the actual

component Nrefl in this calculation in order to precisely address the error for the
quantity of interest:

εrel =

√
N

Nrefl
≈

√
N

0 .84N ≈ 1 .2 1
√

N
,

where on average Nrefl/N ≈ 84 % at the ground surface (Fig. 10.3). Normalized to
this value, the relative error for altitudes H = 200m can be estimated, using data
from Fig. 10.3:

wet: εrel(H = 200) ≈
√

1 .74N
0 .24N ≈ 4 .4 · εrel ,

dry: εrel(H = 200) ≈
√

1 .4N
0 .33N ≈ 3.1 · εrel .

In order to compensate for the increased relative error, the total counting rate N
should increase by factors of 4 .42 ≈ 19 .4 and 3.12 ≈ 9 .6. Following this rough
calculation, the appropriate detector volume for 200m altitude missions should be
a factor of 19.4 larger than ground detectors if comparable accuracy is desired. We
consider this a major challenge for future campaigns using airborne neutron sensing.
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10. Neutrons on the Fly

10.4. Conclusion & Outlook
This chapter has discussed the potential of airborne neutron detection for environ-
mental research. In a theoretical study, evidence for an increased footprint and
a more representative smoothing of the same has been gained. Thus, the method
could circumvent major issues of ground-based mobile neutron sensing, e.g., inac-
cessible areas and the dry road bias. Those effects have shown to be problematic for
interpretation, validation and assimilation to models (compare chapters 8 and 9).

First experiments with a gyrocopter aircraft were conducted to test the presented
concept. The observed neutron intensities were sensitive to soil water content in
various land use types, and showed reasonable agreement with ground-truth data.
Further theoretical and experimental results indicated even deeper representation
of soil horizons, and lower sensitivity to above-ground biomass.

Compared to the mobile CRNS rover (chapter 8), airborne CRNS is able to cover
areas of much larger extent in a short period of time and could thus be valuable, for
instance, to assess flood risk on-demand.

The major challenge of airborne neutron sensing is the decreasing intensity of
the soil signal (Fig. 10.3). Further research is needed to better understand the
altitude correction CH and to ideally remove the incoming component from the signal.
For example, by shielding neutrons from most directions, Mitrofanov et al. (2016)
were able to filter out the incoming component and increased the spatial surface
resolution of neutron sensors on planetary space missions. Generally, additional
detectors (larger size, lower weight) are recommended for any airborne campaign to
increase the count rate and decrease its uncertainty.

Technical disadvantages of the gyrocopter solution are the requirement for high
velocities and high operating altitudes > 150m due to safety reasons. Alternative
aircraft systems may or may not serve as satisfactory candidates for future airborne
CRNS missions:

1. Helicopters: low speed (even hold-up), low operating altitudes, very expensive
fares, frequently used for airborne geophysics.

2. Light planes: much less prone to turbulence and vibration than gyrocopters,
plastic bodywork could further contribute to neutron moderation, typical move-
ment velocities of ≈ 2 km/min, often used for airborne remote-sensing.

3. Balloons: low speed and low operating altitudes, often used for high-altitude
missions.

4. Robotic drones: agile carriers of small amount of load (maximum of 5 kg in
Germany), probably not enough to carry neutron detectors of appropriate size.

Apart from the instrumental potential, improvement of data interpretation could
be achieved with supporting instrumentation mounted on the same aircraft, e.g.,
optical DEM, LIDAR, or infrared methods. Detailed ground-truthing campaigns
are further recommended, e.g., using the CRNS rover or Wireless Sensor Networks
(Bumberger et al. 2015). The latter could be installed on-demand at meaningful
spots within the survey area to measure soil moisture at various depths, and thus
would be a valuable support for airborne CRNS missions.
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Final Conclusion

The continual growth of the Earth’s population entail an increased demand for food
security and water availability, while the gradual changes of the climate involve
the risk of water scarcity, floods and droughts. Therefore, the next years will bring
immediate challenges for the society such as sustainable agricultural management,
adaption on climate and land use change, and improved forecasting capabilities.

Chapter 1 has made the case for the requirement of representative soil moisture
observations across scales to support model predictions, precision farming, and
decision making. Cosmic-ray neutron sensing (CRNS) appeared to be one of the few
methods that are capable of providing representative data at relevant horizontal
and vertical scales. This dissertation explored the methodological background of the
young research field of CRNS for environmental purposes, and ventured new steps
towards hydrological modeling applications and airborne neutron sensing.

Chapter 2 has described the origin of the permanent and omnipresent cosmic
radiation and has noted remarkable spatial variations, as well as temporal variations
from hours to decades that need to be accounted for. The unique nature of neutrons
has been presented in chapter 3, where it is further argued that the detection of
the reflected component in air is indeed a promising strategy to infer water content
of the soil, but special care should be taken of the influence of additional hydrogen
sources in the environment.

In chapter 4 the sensor technology has been tested for the first time during a
systematic intercomparison, where the need for an efficiency calibration has been
revealed. These findings impacted the production lines of CRNS detectors, which
are now calibrated prior to shipping. Moreover, unexplained temporal variations
have raised the question whether the accepted correction functions for air pressure,
air humidity, and incoming radiation are valid for all sites. These questions were
addressed in chapter 5, where a neutron detector has been installed on a lake to
reveal correlations to incoming variations without a soil moisture signal. And indeed,
the analysis has indicated that conventional correction methods are deficient, while
reference stations of neutron monitors should be selected carefully. Future studies
are required to accurately quantify the corresponding impact on field applications.
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Since small-scale variability within the conventional footprint of ∼ 30ha has been
revealed in chapter 4, neutron transport simulations have been consulted to assess
the footprint characteristics. By summarizing the published results from Köhli
et al. (2015), chapter 6 showed that model assumptions of previous studies required
significant revision, which resulted in a reduction of the footprint radius to 6–18ha
and revealed enormous sensitivity to the first meters around the sensor. These
findings have been confirmed empirically, while their impact on sensor calibration,
validation, and data interpretation was demonstrated in chapter 7.

The presented strategies to deal with the revised footprint characteristics opened
the path for mobile applications. The CRNS rover has been applied in chapter 8 to
estimate spatial soil moisture patterns in two catchments of 1.6 km2 and 468km2

area. While the rover was able to reveal small-scale variability that could improve
hydrological process understanding, special care should be taken of an enormous
bias introduced by vegetation or dry roads. However, with the help of a proper spatial
correction strategy presented here, the CRNS rover is able to deliver spatial soil
moisture products across scales and land use types.

The integration of these spatial neutron surveys into the hydrological model
mHM (chapter 9) demonstrated that the local effects in the data may indeed hinder
appropriate representation of spatial soil moisture patterns at the 1km2 scale. Nev-
ertheless, stationary neutron time series have shown remarkable agreement with
mHM and thus can be beneficial to support hydrological models in the future.

Finally, chapter 10 has ventured the step towards airborne neutron sensing,
which could solve the problem of local road effects, representative footprints, and
inaccessible areas. While first studies with a gyrocopter provided a proof of concept,
future studies will show whether soil moisture can be estimated to a sufficient
accuracy by this method.

This dissertation revealed limitations and explored new potential of the CRNS
method. For example, the analytical formulation of the footprint sensitivity adds
certainty to the methodology, which is necessary for proper data interpretation,
calibration, and validation. Furthermore, the added understanding of the detector
sensitivity opens the path for improved and more accurate performance of the CRNS
technology in the new field of hydrogeophysics. However, much is to be learned from
related research fields like detector physics, particle physics, and remote-sensing,
in order to fully understand and tailor the method to the needs of environmental
applications. By bridging the gaps between scales and disciplines, cosmic-ray neutron
sensing has been established as a unique technique that is employable for a wide
range of applications. Finally there is hope that the intensive research of the last
decade will pay off in the near future, so that the society can directly or indirectly
benefit from this fascinating approach to monitor the hydrological cycle.
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Fig. 11:
Surveying spatial pat-
terns of neutrons (inside
rover) and natural gamma
rays (trailing sled) in the
Schäfertal.
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Decision between detec-
tor gases 3He and BF3

A.

Table A.1: Confrontation between 3He and BF3, based on literature and specifica-
tions from Hydroinnova, collected in February 2014.

Helium-3 Boron trifuoride
Cost 19–27 k$ 15–22 k$
Delivery delay 6 months 2 months
Power
consumption

≈ 100 mA, high voltage
requirement

≈ 200 mA, slightly lower
voltage requirement

Dimensions 80x30x20 cm, 15 kg 120x60x30 cm, 17 kg
Safety harmless toxic
Moisture
protection

acceptable much better

Neutron counts 100% 75%
Gamma
discrimination

noise possible almost perfect

Energy range slightly larger than thermal thermal only
Pulse height
spectrum

broad peaks, eventually wall
effects

narrow peaks

Extendible yes yes
Vibration acceptable slightly less sensitive
Lifetime near
active radiators

> 103 years ≈ 20 years
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A. Decision between detector gases 3He and BF3

Is BF3 well suited for German safety regulations?

Although boron trifluoride is much cheaper than 3He, it is a highly toxic gas and its
concentration must not exceed a certain limit according to German safety regulations.
With the help of some specifications from Hydroinnova, a rough calculation may help
to estimate an approximate value for the BF3 concentration.

Given a tube with diameter d = 5 .08 cm⇒ r = d/2 = 0 .0254m and length is
L = 84 .8 cm⇒ tube height h = 0 .848m. Then,

tube volume: V = ]r2 · h = 0 .00172m3 .

Gas pressure in the tube is p = 0 .6 atm at T = 25 ◦C, where 1 atm = 101325Pa.

pressure: p = 60795Pa at T = 298K .

Since pV/T is constant for an ideal gas, the ideal gas law provides a good approx-
imation for the mass m of the detector gas:

ideal gas law: p · V
T = m · Rs ,

where Rs = R/M is the specific gas constant, M = 0 .06782 kg/mol is the molar
mass of BF3, and R = 8 .31446 J/mol/K. Deviations from the ideality may occur due
to:

• 4% of the detector gas is actually 11BF3, while 96% is 10BF3 ,
• additional degrees of freedom of the 4-atomic molecule⇒ factor ≈ 2.

The absolute mass m of BF3 contained in the tube then is (ideally):

m = p · V
T · R · M , units: [ Pa ·m3

K · J/mol/K · kg/mol] = [kg/m/s2 ·m3

kg ·m2/s2 · kg] = [kg]

⇒ m ≈ 104 · 10−3

102 · 100 · 10−2 = 10−3 kg,

or m = 2 .86 g of BF3 in a single tube. (A.1)

Since the limit “maximum workplace concentration” by law in Germany was
reported to be about 2 .5mg/m3 in 2014, the exceeding factor is of the order of 103 if
only one tube is used within a cubic meter (however, more are scheduled). Although,
the boron gas is under low pressure and covered with stainless-steel and aluminum,
serious security measures can be expected for the handling of these detectors (e.g.,
in terms of risk assessment and accident protection).
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Correction for load effects
on pulse height spectra

B.

A low-pass filter damps out full-load voltage

During operation of CRNS probes in Schäfertal several sensors produced unusual
pulse height spectra (PHS). As a consequence, the count rates became dramatically
excessive. The behaviour started at the day when the solar panel, charger, and
battery were replaced by more powerful components. This “improvement” solved long
lasting issues of power supply for those sensors, however, their count rate and PHS
changed from that day on (see Fig. B.1a).
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Fig. B.1: a A fully loaded battery produces abnormal pulse height spectra and
thus pseudo-neutron counts. b Using an oscilloscope, high-voltage/high-frequency
output from the solar charger has been identified as the error source. c First tests
with a 2 .2mF resistance showed that the parasitic frequencies can be attenuated.
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B. Correction for load effects on pulse height spectra

By default the battery supplies a voltage of 12–14V to the data logger, which
is then redirected to the neutron pulse module (NPM). However, under full-load
conditions the excrescent solar energy is rejected by the charger, resulting in high-
frequency ripples of the supply voltage with spikes up to 19–20V at ≈ 300Hz . Tests
with different types of solar chargers confirmed that this behaviour is a general issue.
Old NPMs which were shipped by Hydroinnova before 2012 cannot deal with these
ripples and consequently produce abnormally high voltage spikes in the detector
tube. As a consequence, the count rate gets abnormally high, the counter LED is
permanently flashing, and a prominent peak in the PHS elaborates around bin #20.

The manufacturer of the NPMs, Quaesta Instruments, suggested to adjust the
NPM parameters in order to deal with this abnormal voltage input (i.e., increasing
high-voltage, command HV1, to 1100–1200, and decreasing gain, command gain1, to
1.5–2.5). This procedure requires in-situ communication with the datalogger while
the trial-and-error approach is time consuming and highly uncertain.

As an alternative, a tailor-made low-pass filter has been developed in the course
of this research project. Using two capacitors and a coil, the parasitic frequencies can
be damped out completely as demonstrated in Fig. B.2, resulting in full restoration
of the PHS. An additional suppressor diode avoids excess voltage above 22V. The DC
resistance for the coil has been chosen to be fairly high at 1 .91 Ω in order to limit
the charge rate of the capacitors. However, simulations showed that currents can
generally be expected below 5A, such that lower resistances could be sufficient, too.
The supply voltage depends on the resistance ratio between coil and CRNS due to
their serial connection, and thus varies slightly with changing power consumption. A
minimal coil resistance is advantageous in this system and could potentially reduce
the observed voltage drop of ≈ 0 .2 ± 0 .1 V (see Fig. B.2b).

Table B.1: Components selected for the CRNS low-pass filter.

component type specification
capacitors Würth 25V, 2 .2mF
coil Mundorf MCoil Luftspule 1mm, 10mH, 1 .91 Ω

diode TVS suppressor diode 22V

The second generation of the low-pass filter, which is currently under development,
aims to reduce the voltage drop of 0 .2V by halving the coil resistance to ≈ 1 Ω. As a
consequence of U = R · I, the charging rate dI/dt of the capacitors would increase,
which can lead to an inductive excess voltage during startup following U(t) = L ·dI/dt.
This effect can be compensated by halving the coil inductance L and duplicating
the number of capacitors C, which simultaneously keeps the cutoff-frequency of the
low-pass filter constant:

fcut =
1

2]
√

L · C
≈ 24Hz .
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B. Correction for load effects on pulse height spectra
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Fig. B.2: a Design of the low-pass filter between CRNS and battery. b High-
voltage/high-frequency signal distortion with a period of 3.38ms (≈ 300Hz) under
test conditions with ≈ 25W (the solar panel could potentially serve 100W). The
filtered signal (blue) completely damps frequencies above 24Hz at a cost of ≈ 0 .2V.

The component presented here can be added to the circuit without grave changes
to the CRNS system and is thus a practical and distributable solution for NPM
generations before 2012. We recommend this approach to Hydroinnova and other
CRNS users to help avoiding long periods of false data, which are usually hard to
identify just by looking at the count rate. This is exactly what happened to three
probes of the CRNS network in the Schäfertal from May 2015 to Feb 2016.
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Variations of incoming
cosmic rays

C.

The incoming radiation is an important factor for the performance of CRNS measure-
ments, because this component needs to be removed entirely from the water-sensitive
signal (see chapter 5). This chapter briefly summarizes the temporal variations of
the incoming neutron radiation and emphasizes the necessity of further research on
its influence on CRNS observations.

C.1. Period of uncertainty since 2011
The periodical increase of solar activity not only reduces the galactic cosmic-ray
intensity on Earth, it also increases the frequency and amplitude of temporal cosmic-
ray variations. These effects are influencing different energy bands and different
locations on Earth differently. Since the current correction approach does not account
for the corresponding complexity, those variations translate directly to significant
uncertainty in CRNS measurements.

Fig. C.1 shows that cosmic-ray neutron intensity reached a new space age record in
2009 (Oh et al. 2013) and indicates that the measurement uncertainty has increased
after Zreda et al. (2008) and Desilets et al. (2010) laid the foundation of cosmic-ray
neutron sensing.

C.2. Local effects on neutron monitor intercomparison
Furthermore, the various neutron monitors on Earth show significant differences
in terms amplitude, time lag, and important features, although their local cutoff
rigidity is comparable. A clear indication is given in Fig. C.2 that neutron signals
vary dramatically even on daily time scales. Geomagnetic variations or local weather
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Fig. C.1: During periods of high solar activity the incoming cosmic-ray variation
highly increases, thereby reducing the average count rate by 10–15%, more than
doubling its standard deviation, and introducing serious spikes of 1–8%. The
corresponding uncertainty propagates to the performance of CRNS observations,
which is to some extend reflected in the published data (exemplary selection shown).

conditions might be reasonable explanations for those features (see e.g., Tsuchiya
2014, and references therein).

C.3. Remaining features in the corrected CRNS data
The correction of the CRNS signal with neutronmonitor data assumes proportionality
between their count rates (see section 3.5). Data from Rollesbroich 2012 (Fig. C.3)
clearly shows residual features of the incoming radiation (orange) in the corrected
signal (blue). Some of these problematic periods were replaced with gaps in Baatz
et al. (2014), as their variations did not represent the soil moisture dynamics.
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Fig. C.2: Comparison of four neutron monitors that could be a reasonable choice
for central Germany, where Rcut ≈ 3.06GV. Significant differences are visible in
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Excel toolbox for spatial
weighting of point data

D.

Proper horizontal and vertical weighting of point measurements is a prerequisite
for proper validation and calibration of the CRNS method. Until the publication of
Köhli et al. (2015) almost all users of CRNS probes avoided horizontal weighting.
However, the revised neutron physics model reveals a highly non-linear shape of the
detector’s radial sensitivity (see chapters 6–7). The corresponding publication has
been distributed with a rich supplement that provided the weighting functions Wr
as ready-to-apply Excel, R and MatLab scripts. However, private communications re-
vealed that the exact formulation of Wr(h ,θ) appeared inapplicable for non-scientific
users.

For this reason, an easy-to-use toolbox has been prepared in form of an Excel sheet
to guide users through the weighting process. This sheet is able to take a snapshot
of point data around the sensor and calculates the corresponding CRNS footprint
R86, the average penetration depth D86, and the weighted average soil water content
according to guidelines in chapter 7. Moreover, the toolbox encourages the user to
iterate the obtained results.

The toolbox already covers very recent research about the weighting, e.g., to
account for vegetation and air pressure (section 7.2.1). High usability is achieved by
e.g., green cells for user input and orange cells for relevant output. Up to now, the
toolbox was successfully applied by the University of Potsdam and the IAEA, Vienna.

Acknowledgement

J. Weimar set up a pre-version of this toolbox as a supplement for Köhli et al. (2015).
Thanks also to G. Baroni for applying and testing the method.
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D. Excel toolbox for spatial weighting of point data
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Alternative definition of
the footprint

E.

Up to now the CRNS community has agreed on using the 1 − e−2 ≈ 86 % quantile of
detected neutrons to define the footprint area (Desilets and Zreda 2013). However,
this approach involves three problems:

1. The shape of the revised weighting function, Wr(h ,θ), is not a simple exponen-
tial anymore. Therefore, the 1 − e−2 limit is misleading when used to make
conclusions about other features of the radial sensitivity.

2. Such a high-quantile value will always treat long-range neutrons with favor,
regardless of how often they have scattered, i.e., probed the soil.

3. The quantity is not directly related to the actual question of interest: Is the
sensor sensitive to remote soil moisture changes?

The following section proposes an alternative and more practical definition of the
footprint size, by answering the following research question:

“ What maximum distance R∗(∆θ) from a remote field the detector should
be located, such that a remote variation in soil moisture by ∆θ = θ1 − θ2
has significant contribution ∆N ≥ ε(N) to the detected neutron signal? ”The intensity distribution around the sensor, Wr(h ,θ), weights different regions

of the footprint highly unequal (see chapter 7 or Köhli et al. (2015)). Therefore, a
new approach is suggested to interpret the footprint as the distance R∗, to which a
remote change of soil moisture is still visible in the detector. We reject all neutron
intensity changes below significance of the sensor, which is about ε(N) ≈ 2 % (Zreda
et al. 2012). It is further assumed that the interface between the region of θ1 and θ2
is a straight line as illustrated in Fig. E.1a.
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By integration of Wr we find the intensity measured before the change of soil
moisture:

N1 = N(θ1) = ∫
∞

0
Wr(h ,θ1)dr .

The contribution of the remote segment at a distance R∗ then is

N∗1 = N(R∗ ,θ1) = ∫
∞

R∗
Wr(h ,θ1) ·

1
]

arccos R∗/r · dr ,

where the weighting function is geometrically reduced to the circular sector in which
the segment lies. The following condition determines the distance R∗:

∆N∗
N =

N∗1 − N∗2
N(θ1)

!
= 0 .02 . (E.1)

This equation can be solved for R∗ numerically, while an analytical formulation
is not straight forward due to the complexity of Wr. Future calculations could
show whether R∗ could be expressed as a function of R86, for instance. We strongly
encourage researchers to perform experiments (e.g., strategic irrigation) that could
appropriately falsify the elaborated theory.
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Fig. E.1: a Schematic illustration of the alternative footprint definition,
considering a distance R∗ at which a remote segment (grey) undergoes soil
moisture changes from θ1 to θ2. b Eq. E.1 is evaluated for various wetness
conditions from dry to humid climate: remote changes of ∆θ = 5 %v could be
recognized if its distance is less than 87, 38, and 1m. Additional wetting is
insignificant in already wet soil for any distant segment.
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