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Abstract

This contribution presents a quantitative evaluation procedure for Information Retrieval
models and the results of this procedure applied on the enhanced Topic-based Vector
Space Model (eTVSM). Since the eTVSM is an ontology-based model, its effective-
ness heavily depends on the quality of the underlaying ontology. Therefore the model
has been tested with different ontologies to evaluate the impact of those ontologies
on the effectiveness of the eTVSM. On the highest level of abstraction, the following
results have been observed during our evaluation: First, the theoretically deduced state-
ment that the eTVSM has a similar effecitivity like the classic Vector Space Model if
a trivial ontology (every term is a concept and it is independet of any other concepts)
is used has been approved. Second, we were able to show that the effectiveness of the
eTVSM raises if an ontology is used which is only able to resolve synonyms. We were
able to derive such kind of ontology automatically from the WordNet ontology. Third,
we observed that more powerful ontologies automatically derived from the WordNet,
dramatically dropped the effectiveness of the eTVSM model even clearly below the
effectiveness level of the Vector Space Model. Fourth, we were able to show that
a manually created and optimized ontology is able to raise the effectiveness of the
eTVSM to a level which is clearly above the best effectiveness levels we have found in
the literature for the Latent Semantic Index model with compareable document sets.
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Chapter 1

Introduction

Information Retrieval deals with the following major challenge: given a set of docu-
ments and a query, Information Retrieval deals with finding a set of documents relevant
to the query. In many Information Retrival approaches a query itself is considered as a
(virtual) document. To simplify life even further, we consider only the content part of
a document—the plain text of natural language. Document markup or metadata is left
out. This is the task and the setup that a natural language Information Retrieval sys-
tem should normally deal with. The way the system does this work is expressed in the
Information Retrieval model. This model can incorporate algorithms from trivial word
occurrence frequency lookup, to an extensive statistical analysis or tracking of word
relations. However, at the end, this model should get evaluated upon the effectivness of
the returned results which itself is a non-algorithmic task. So, we have documents cre-
ated by humans, humans as the sources of information construct queries and humans
who at the end judge on the results. On the other hand, we want to derive a concrete
system that is capable of solving this problem systematically.

The goal of this work is, to contribute to the global knowledge of the solution
of Information Retrieval problem as it was presented before. To look for the new
ways to obtain more accurate results produced by the Information Retrieval models
on a large scale of use cases. To evaluate how semantic relations can be applied for
the tasks of this class and how introduction of semantics in Information Retrieval is
compared to former known statistical approaches. Another challenge is to check how
is it possible to tune results by changing model configuration, and finally: What degree
of configuration freedom does the model provide to a user?

The enhanced Topic-based Vector Space Model (eTVSM) was selected as the ob-
ject for study and evaluation. The eTVSM is an advanced Information Retrieval model
that integrates stemming and stopword removal and can represent most of the linguistic
phenomena. It provides a great deal of configuration freedom through considering on-
tology concepts and their relationships to encode linguistic phenomena. On the other
hand, the eTVSM model has a set of heuristic points in its end-configuration which
greatly influence model output. These points will be identified and their influence will
be studied. The main goal of the eTVSM model is to “understand” document content
to the level which is encoded in the ontology. A modeler goal is to understand how to
encode a domain ontology in an efficient way. Our goal is to optimize both of these
processes.

Finally, as the end point artifacts of this work we can see an implementation of
the eTVSM which will be used to perform evaluations. Afterwards, the evaluation

1



2 CHAPTER 1. INTRODUCTION

results and the comparisons to other models will be presented and grounded. As a side-
effect, we can identify some optimization approaches for model implementation as well
as model feasibility judgments for large scale databases retrieval and its adoptability
characteristics to a dynamic environment of document collection content on the one
hand and model configuration on the other.

The work reported here can be split into two parts. In the first part we present
theoretical bases required in order to perform eTVSM evaluations and comparisons.
While in the second part we actually present practical steps that were taken in order to
obtain evaluation results. We present you these evaluation results and justify on their
comparisons.

We will start this contribution by presenting Information Retrieval models that led
to the idea of creating eTVSM—the target Information Retrieval model of our evalu-
ations. Therefore, in chapter 2 you will find descriptions of the classic Vector Space
Model (VSM) and the Topic-based Vector Space Model (TVSM) along with some
terms and definitions that are common in Information Retrieval field and also in our
work. Chapter 3 is completely devoted to eTVSM. Here, you will find the description
of the ontology eTVSM operates upon, and approaches to its modeling. Also, we will
present formalism of obtaining eTVSM document models and document similarities.
Afterwards, in chapter 3, we will present heuristic assumptions incorporated in eTVSM
which might influence the results of our further evaluations. In chapter 4 we concen-
trate our attention on measurements that are commonly used to measure Information
Retrieval model effectiveness. These will be the measurements we will obtain for each
our model evaluation. Also, some basic ideas on these measurements comparisons and
their possible graphical representations in a form of plots are presented. In chapter 5 we
define an evaluation design for performing an evaluation of an Information Retrieval
system. Furthermore, we talk about existing test collections suitable for performing
evaluations. Following the description of the preparation phase, we describe our exper-
imental design. The analysis phase of the overall proposed evaluation design consists
of two presented approaches for models effectiveness comparisons, through statistical
aggregation of observed measurements, with an additional significance study. Chap-
ter 5 constitutes the theoretical part of our work.

Furthermore, in chapter 6 we present you with Themis—the Information Retrieval
framework which was developed in order to perform eTVSM evaluations. It includes
an eTVSM implementation and components required for the model configuration, car-
rying out evaluations and collecting and aggregating measurements. Chapter 7 then
presents evaluation results that were obtained for various eTVSM configurations. Ob-
tained results get compared with evaluations of other Information Retrieval models.
Finally, in chapter 8 we summarize our experience obtained in the course of this work
with conclusions.

This contribution is an extended and reworked version of the master thesis [46] of
Artem Polyvyanyy.



Chapter 2

Information Retrieval Models:
VSM and TVSM

This chapter provides a brief overview on the background of Information Retrieval,
the common terms and definitions used, as well as two selected models will be pre-
sented. The two presented models, Vector Space Model (VSM) and Topic-based Vector
Space Model (TVSM) are ancestors of the enhanced Topic-based Vector Space Model
(eTVSM) which will be studied in more detail in the remaining chapters of this con-
tribution. If you are familiar with Information Retrieval and the VSM as well as the
TVSM we recommend you to go directly to chapter 3 where we present the eTVSM in
detail.

2.1 Common Terms and Definitions

We will introduce several Information Retrieval models and we aim to present com-
mon terms and definitions for all these models. The model specific definitions will be
provided later, with corresponding Information Retrieval model descriptions.

Information Retrieval Model

A retrieval model specifies representations used for documents and queries, and how
they are compared [60]. An Information Retrieval model is a formalisation of the way
of thinking about Information Retrieval. Such formalism can be defined in form of
algorithms, mathematical formulas, etc. Formally, an Information Retrieval model is a
quadruple [D, Q, F, R (g;,d;)] [8] where:

e D, is a set of representations for the documents in the collection;
e (), is a set of representations for the user information needs (queries);

e F', is a framework for modeling document representations, queries, and their
relationships;

R (gi,d;), is a ranking function which associates a real number with a query
i, (¢; € Q) and document representation d;, (d; € D).

The ranking function is often called the similarity function, because of its semantic
aspect of expressing similarity between a document and a query.

3



4 CHAPTER 2. INFORMATION RETRIEVAL MODELS: VSM AND TVSM

Document Model

A document model is a formal document representation used by an Information Re-
trieval model to obtain document similarities.

Document Preprocessing

Document preprocessing is a stage before a document model construction, when data
is analyzed, transformed and filtered from the document content. This might include
stopword removal, stemming, etc.

Stopword Removal

The process of stopword removal deals with filtering out “non-content words” (usually
named as stopwords) from the document content, prior construction of the document
model. Stopwords are words like a, the, is, etc. So that, at the end, only the content
bearing words [51] get represented in the document model. One might track stopwords
by analyzing term frequencies. An alternative is the usage of predefined set of stop-
words called stop list, a list of words to be filtered out [51, 62]. In general, 40-50% of
the total number of words in a document are usually removed with the help of a stop
list [51].

Stemming

Stemming is a process of determining a stem form of a given inflected (or, sometimes,
derived) word form. Stemmer is a computer algorithm used for a purpose of stemming
[19, 30, 42]. The first ever published stemmer was written by Julie Beth Lovins in
1968 [40]. In July of 1980 Martin Porter has published his Porter stemmer [47]. Till
now, this algorithm is a de-facto standard algorithm for English language stemming.
Over the next few years, he extended his work by building Snowball [48], a framework
for writing stemming algorithms, and he implemented an improved English stemmer
together with stemmers for several other languages.

Information Retrieval Environment Formalization

Additionally to Information Retrieval model formalization we want to provide an In-
formation Retrieval environment formalism. These are common pieces that are used
by model framework to operate on documents and queries. Considering term as the
smallest information unit that is distinguishable by Information Retrieval model:

e T, is a set of terms which appear in D U Q;

® g, is the occurence of the term ¢ € 7" in the document d € D
0.+, s the occurence of the term ¢ € T in the query ¢ € Q;

® wq,, is the weight of the term ¢ € 7" in the document d € D
wgq,¢, is the weight of the term ¢ € 1" in the query ¢ € Q.

2.2 Linguistic Phenomena

Natural language documents are more than just sequences of words. Complex word
relations exist between words. These relations are hidden in the word meanings on
the semantic level. Consideration of semantics can improve the quality of information
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search. A scientific field that encompasses the study of semantics is linguistics. In
this section, we present semantic word relations studied by linguistics. Considering
these relations should allow Information Retrieval models to operate with meaning and
word relations, rather than just operating with term occurrences. Looking at document
semantics is the core of the eTVSM.

Synonymy

Synonymy relation between two words exists if they are different words but have sim-
ilar or identical meanings and are interchangeable [33] in a specific context. Two syn-
onyms for example are car and automobile which usually are interchangeable in most
contexts.

Inflection

Inflection is the modification or marking of a word to reflect information, such as gen-
der, tense, number or person of a target word [59, 61]. An inflectional affix carries
certain grammatical restrictions with it. Thus walking, walks, walker have in common
the root walk and the affixes -ing, -s, and -er.

Composition

Composition is the word forming process where the resulting (formed) word consists of
more than one free morpheme. English language examples of composition are barefoot
and blackboard.

Derivation

Derivation is the process of creating new lexemes from other lexemes, e.g., by adding
a derivational affix. It is a kind of word formation. Derivational affixes usually apply
to words of one syntactic category and change them into words of another syntac-
tic category. E.g., the English derivational suffix -Iy changes adjectives into adverbs
(quick — quickly).

Derivational affixes can also modify the meaning. E.g., the derivational prefix un-
applies to adjectives (do — undo). Derivation may occur without any change of form,
for example telephone (noun) and to telephone (verb). In such a case it is assumed that
null morpheme was affixed.

Hyponymy

According to [25, 28], hyponyms are a set of related words whose meaning are spe-
cific instances of a more general word (so, e.g., red, white, blue, etc., are hyponyms
of color). Hyponymy is thus the relationship between a general term and specific in-
stances of it. E.g., sedan as the instance of car.

Meronymy

Meronymy denotes a constituent part of, or a member of relation [14, 15]. That is,

X is a meronym of Y if Xs are parts of Ys, or
X is a meronym of Y if Xs are members of Ys.
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E.g., room as the part of an apartment as the part of a floor as the part of a build-
ing. A closely related concept is that of mereology [58], which specifically deals with
part/whole relations and is used in logic. It is formally expressed in terms of first-order
logic.

Homography

Homography is a precedent when two words have the same orthography but different
interpretations, e.g. mouse—rodent, and mouse—computer device.

Metonymy

Metonymy is the substitution of one word for another with which it is associated.
Metonymy refers to the use of a single characteristic to identify a more complex entity
[21, 23]. The following are clear, commonly used examples of metonymy: the press
for the news media, a dish for an entrée.

Word Groups

Sometimes a semantic meaning is encoded not in one separate word, but in a word
group, e.g. New York City—"the largest city in New York State and in the United
States”. Thus, a semantic unit consists of three separate words. Treating each word
separately will in most cases deliver a different semantic interpretation of the word
group. Assuming a notion of terms, a word group can be considered as a compound
term.

2.3 Vector Space Model

The Vector Space Model (VSM) or term vector model, is an algebraic model used
for Information Filtering, Information Retrieval, indexing and relevancy rankings. It
represents natural language documents in a formal manner by the use of vectors in
a multi-dimensional space which has only positive axis intercepts. It was used for
the first time by the SMART Information Retrieval system [13] which was developed
at Cornell University in the 1960s. The VSM formal operational procedure can be
divided into three stages. The first stage is document indexing. Here content bearing
terms are extracted. The second stage deals with weighting of indexed terms. Finally,
the third stage is responsible for calculating similarities between the input query and
indexed documents.

Document Indexing

Document indexing incorporates document preprocessing which in fact might include
stopword removal and, or stemming. Non-linguistic methods for indexing have also
been implemented. Probabilistic indexing is based on the assumption that there is some
statistical difference in the distribution of content bearing words, and stopwords [62].
Another indexing approach might be indexing method which uses serial clustering of
words in text [12].

Term Weighting

The term weighting for the vector space model is handled by statistics. There are
three main factors of term weighting: term frequency factor, term collection frequency
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factor and document vector length normalization factor. The end term weight might
be constructed from all or a subset of mentioned factors. E.g., the inverse document
frequency assumes that the importance of a term is proportional with the number of
documents the term appears in [51]. Evaluations show that best results w.r.t. recall and
precision, are obtained by using weighting schemes that incorporate all three factors
[53, 39].

Obtaining Similarities

The document similarity is determined by using associative coefficients based on the
inner product of a document vector and a query vector (queries are treated as regular
documents), where word overlap indicates similarity. The inner product is usually
normalized. In most cases the cosine coefficient, which measures the angle between
document vectors is used as the similarity measure. However, other measures are also
applicable, e.g. Jaccard and Dice coefficients [52].

red . A .......................................... =
- 600( 5
- (@ :
& P ;
B -~

fast

Figure 2.1: Vector space model visualization.

In Figure 2.1 we provide visualization of VSM document models. Here, the multi-
dimensional space consists of three dimensions. These dimensions represent car, fast
and red terms. Further, document models are constructed as vectors with term weights
at respective term dimension places. In our example, document vectors “fast car”,
“red car” and “fast red car” are visualized. Finally, the level of document similarity is
expressed by angles between corresponding document vectors. In our example the
angle defines similarity level between “fast car” and “fast red car” documents. Further,
we want to define VSM similarity between two documents using the formalism defined
in section 2.1:
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d_; = (wdiatl7wdi:t27 e ,wdi’t#T)
_; = (wdj,tmwdj,tza v 7wdj,t#T)
. dyd;
sim(d;,d;) = ‘JfHC%'
T J

Z teTWd,; tWd; t

\/Z teTwCQli,t \/Z tenglj,t

The simplest term weighting schema assumes term weights to be equal to the document
term occurrences wq ¢ = 4. The classic vector space model as proposed by Salton,
Wong and Yang [54] had both local and global parameters incorporated in the term
weight w equation (known as the #f-idf [51, 53]):

O‘(i,ti Og #D
maXier Od.t # {6 eD: Qe t; > O}

wd,ti -

tf-idf allows seldom terms to get higher weight, since they are good discriminators,
however it requires costly implementation—especially when a document collection is
part of a dynamic environment. The VSM has the following limitations:

e Long documents are considered poor representatives of the vector space model
because they have poor similarity values (a small scalar product and a large di-
mensionality);

e Search keywords must precisely match document terms; word substrings might
result in “false positive match!” It occurs when we are observing a difference
in terms, when in truth there is none (e.g., due to the different word inflected
forms);

e The search keywords that are typed during the search in an inappropriate man-
ner give poorer results. This can be explained the same way as the previous
statement;

e Semantic word relations are not considered. Similarity between terms “car” and
“auto” referring to the same class of objects is neglected.

The VSM has been criticized for being ad hoc. However, to the positives of the model
one can count its simplicity and intuitive graphical representation of documents and
their similarities. For a thorough theoretical analysis of the vector space model please
refer to [49].

2.4 Topic-based Vector Space Model

The Topic-based Vector Space Model (TVSM) is a vector-based approach for doc-
ument comparison. In contrast to the classical VSM the approach proposed by the
TVSM does not assume independence between terms by being flexible in definition of

! This type of error occurs when we are observing a difference when in truth there is none (or more
specifically—no statistically significant difference).
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term similarities. The main difference of TVSM as compared to VSM is the opera-
tional vector space. TVSM represents documents as vectors in a k dimensional space
R which has only positive axis intercepts [11, 36].

R=RY, with keNy

Each dimension of R represents a so-called fundamental topic. These fundamental
topics are assumed to be orthogonal and independent from each other.

Aterm t; € T, with T beeing the set of all terms, is represented by a term vector t;
in the R vector space. Each term vector is assigned a term weight between zero and one.
A term vector direction represents term relevance according to fundamental topics,
whereas the algebraic term vector length |t_;’ corresponds to a term weight which is
defined to be not larger than one and not lesser than zero:

ti = (tin,tig, - tik)
5| = \/t + 2y 4.+ 12, €[0,1]

A document model of a document d; € D is represented in TVSM by a document

vector d; € R. Further, the document vector length is normalized to the length of one
for further convenient usage (since only the vector direction is of interest):

Ve D:d, = —35 = ‘@-‘:1 with & =3 wyfi
05 t; €T

Here, wy, 1, represents the weight of a fundamental topic ¢; in a document d;. One
might apply different weighting schemes, e.g. similar to those described in the context
of the VSM (refer section 2.3).

In Figure 2.2 we present TVSM document model visualization for a “fast red car”
document. The TVSM document model is obtained as a sum of term vectors represent-
ing terms in the document.

Tast red car

Figure 2.2: TVSM document model visualization.

The similarity between two documents d; and d; is defined as the scalar product
of document vectors. This is equal to the cosine of the angle 34, 4, between document
vectors, since document vectors always have the vector lenght of one:

d;

= 08 (34;,d4

j| COS ﬁdiadj
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car

fast slow

Figure 2.3: TVSM operational vector space construction principles. a) negative and
positive axis intercepts b) only positive axis intercepts.

The rationale behind the usage of only positive axis intercepts in the TVSM is
shown in the visualization of two possible approaches in Figure 2.3: usage of negative
and positive axis intercepts—part a, and usage of only positive axis intercepts—part
b. The part b scenario allows only the angles between term vectors from 0° to 90°.
This allows term similarity values to stay between zero and one as: V(3 € [0°,90°] —
cos(B) € [0,1]. This allows intuitive understanding of the document similarities as
0—to represent documents being totally not similar and 1—to represent absolutely
similar documents. The part a scenario, however, allows similarity values to be in the
interval [—1,1] as for: V3 € [0°,180°] — cos(83) € [—1,1]. Basically, it is more of
a convenience issue, as now, documents “fast car” and “slow car” from Figure 2.3.a
have a similarity of 0, which intuitively says against any similarity between these two
documents.

With the knowledge of term vector lengths and angles between them one computes
documents similarities as follows:

szm(dl,d]) = idj
1 -1 -
= 57075705
1 -
= 127757995
[ 6j
1 . o
= S = E wdi1tktk§ wdjvtl,tl
0i| |05 twer fer
1 -
= T=77s E E Wd; £, Wd; 1, Tt
0i| |05| toeT tieT
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color
1.0A

red, ruby

green .

inflection

stopwords

wave, waving .

h
a, the .221.0

> .
motion

vehicle car, auto  ______ synonymy

Figure 2.4: Topic-based vector space model visualization.

The length of the unnormed document vector d; can be computed as follows:

E Wd, t;, Lk

treT

E wdi RA% tk‘

treT

E E Wd, 5, Wd, t, Lkt

tre€T tie€T

5;

2 2
= ( Z Wdi,tk,{k>

tr€T

In Figure 2.4 we provide visualization of the TVSM operational vector space. Here,
the multi-dimensional space consists of three dimensions. But, as opposed to the VSM
example presented in Figure 2.1, dimensions are constructed from fundamental topics.
In our example these are vehicle, color and motion topics. Afterwards, we visualize
one possible term vectors assignment.

By introducing such a topic-grounded vector space the TVSM is capable of ex-
pressing synonymy, inflection, composition, derivation, hyponymy and meronymy (see
section 2.2) through assigning appropriate angles between term vectors. Furthermore,
the TVSM is compatible with stop lists and stemming, which has also been formally
shown in [36]:

e Synonymy—high linguistic interdependency, term vector angles tend or equal to
0°, like with car and auto term vectors in our example;

e Inflection—maximal linguistic interdependency, term vector angles equal 0°,
like with wave and waving term vectors in our example;

e Composition—language dependent, e.g., in English—low interdependency, term
vector angles tend to 90°;

o Derivation—high linguistic interdependency, term vector angles tend to 0°;
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e Hyponymy—high interdependency, term vector angles are low, heuristics that
assigns vector angles might consider the number of intermediate relation layers;

e Meronymy—high interdependency, term vector angles are low, heuristics that
assigns vector angles might consider the number of intermediate relation layers.

The procedure of obtaining term vector lengths and angles for TVSM is not for-
mally defined. One might come up with own feasible approaches like for example
presented in [11]. Also, the term vector length concept is left open for own contribu-
tions. In general it is recommended to set vector length to one for content bearing terms
and to zero for stop list terms, or use approaches which are depending on the inverse
term frequency regarding the whole document base. By this, seldom (and therefore
well discriminating) terms get a higher weight over frequent terms.



Chapter 3

Enhanced Topic-based Vector
Space Model

It was already mentioned in section 2.4 that the TVSM takes the word semantic re-
lations better into account compared to the VSM. However, it still lacks a formal ap-
proach for obtaining term vector lengths and inter-term vector angles. Further, it is not
possible to express such linguistic phenomena like homography, metonymy and word
groups (see section 2.2) in the TVSM. The enhanced Topic-based Vector Space Model
(eTVSM) aims to close this gap. This is implemented through obtaining document
similarities not on the basis of term similarities, but on the basis of term interpreta-
tions. The operational vector space in the eTVSM is similar to the vector space of the
TVSM, however document models are now constructed from interpretation vectors.
Interpretation vectors in turn are constructed following a predefined formal procedure.
The eTVSM operates with the following concepts: word, word stem, term, interpreta-
tion and topic. Term relations are expressed in an ontology which operates with term,
interpretation and topic concepts. The eTVSM was first proposed in [36]. This chapter
is devoted to the eTVSM formalism.

3.1 eTVSM Ontology

The eTVSM operational vector space has to be derived from a domain ontology which
is responsible to hold information about relationships between various concepts of a
domain. In computer science, an ontology is a data model (data structure) that repre-
sents a domain and is used to reason about objects in that domain and relations between
them [24]. To construct an ontology which will represent word relations, the eTVSM
uses concepts of terms, interpretations and topics. These concepts are organized in a hi-
erarchical, non-cyclic directed graph [27] structure. Edges of this graph aim to specify
semantic relations of concepts of the same class, as well as inter-conceptual semantic
relations.

3.1.1 Topic Map

Just as in the case with the TVSM (see section 2.4) the operational vector space di-
mensionality of the eTVSM is defined by topics. However, the difference is that topic
vectors now do not need to be orthogonal. Angles between topic vectors are defined by

13
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T
2 T
Tz T?
N A
T4 Ts Ts T

Figure 3.1: Abstract topic map example.

topic concepts relation level defined in ontology. The topic relations are expressed in a
topic map, which is a part of a domain ontology used by the eTVSM. A Topic map is a
directed graph with topics as nodes. The graph edges assign super-, sub-topic relations.
The only constraint on the topic map structure is that directed edges should not form
cycles. The edges are not typed. Therefore, one is free to define any kind of relations
by the edges. Such relations might be: is a, part of or member of relation. Angles
between topic vectors are, therefore, only dependent on topic map configuration, but
not on the type of edges used.

In Figure 3.1 an abstract topic map example is shown which will be used here to
illustrate computation of topic similarities which are taken up by the eTVSM for the
calculation of term and document similarities. A super-topic can relate to an arbitrary
number of sub-topics. Moreover, two different topics can share a common sub-topic.
Such a graph, which consists of all connected topics represents a domain where all
topics will gain similarity level based on the amount of intermediate topics in the topic
map structure. Therefore, it is feasible to model several domains by introducing sev-
eral topic map graph-like structures that are not connected. Topics from one of such
disconnected domain will be orthogonal (topic similarity will be equal to zero) to all
the topics from the other domains. In general, it is possible to specify topic map data
structure as it is shown in Figure 3.2 provided in Entity-Relationship-Diagram notation
(see [17)).

super-topic

©.n)

Topic

sub-topic

Figure 3.2: Topic map data structure.

Obtaining Topic Similarities

The process of obtaining topic similarities can be subdivided into two routines. First,
eTVSM proposes formal procedure for gaining topic vectors from the structure of a
topic map. This heuristic process is proposed in [36]. Afterwards, topic similarities are
obtained as scalar product of topic vectors. The operational vector space dimensional-
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ity is specified by the number of topics in the system.

Being ¢ the number of topics in the topic map, a set of all topics can be given as
© = {7, 72,..., 7t} In order to represent the topic map structure we can use a super-
topic relation S (7;) C (© \ 7;). By defining the set S(7;) for each topic we completely
define structure of the topic map. Returning to the abstract topic map example from
Figure 3.1, the super-topic relations are defined as follows:

S(m) ={}
S(re) ={m}
S(r3) ={m}
S(ma) = {m2}
S(75) = {72}
S(TG) = {TQ,TS}
S(r7) = {73}

The super-topic relation allows us to construct more complex relations, such as a
p-level super-topic relation. This transitive relation provides super-topics that are p
levels above the target topic.

SP(1;) = S(m) for p=1
SP(7;) = UTkESP—l(Ti) S (k) for p>1
To obtain all super-topics of the target topic we can use an unbound transitive super-
topic relation:
S*(1;) = SYm) USHr) US3 () U ...

Again, returning to the abstract topic map example from Figure 3.1 the unbound tran-
sitive super-topic relations are defined as follows:

5*(m) = {}

5*(m2) = {m}
5*(r3) = {m}
S*(T4) :{71,7'2}
S*(T5) = {71,7'2}
S*(Tﬁ) :{7’1,7'277'3}
S*(7'7) :{7'1,7'3}

A set of leaf topics © 1, contains all topics that are not included into any super-topic
relation of any topic from a topic map which means that they don’t have any sub-topics:

O = {Ti €0O:-d71, €0 with 7; € S(Tk)}

In our abstract topic map example, the leaf topics set consists of:

O©r = {74,75,76, 77}

Respectively, complementary to the O, is a set of internal topic nodes Oy. Oy in-
cludes topics that have at least one sub-topic:

oy =00, =0\06,

In our abstract example, the internal topics set consists of:
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Oy = {1, 72, T3}

As we have stated before, a topic vector 7 = (7.1, Ti2,...Ti.t) € R" is assigned
to each topic from a topic map. The approach for gaining topic vectors separates two
formal procedures for leaf topics O, and internal topics O as proposed in [36]. In
case of leaf topics, topic vectors are obtained as:

- * * *
VTZ' S @L LTy = ‘(Ti,177—’i,27’ .o 7Ti,t)|

. " 1 if T ES*() Vi=k
with Tk —{ 0 else (7:)

While in case of internal topic nodes, topic vectors are obtained as:

V7, €On 1 T; = E T
Ts€O:T€5(Ts)

The heuristics behind this approach is that leaf nodes are considered as main build-
ing blocks. Leaf topics are seen as the specific part of their super-topics. That is why,
all dimensions of the vector that correspond to the set S*(7;) U 7; acquire same value
of one. Then, topic vectors for topics from set © 5 are obtained as the sum of its direct
children. The logic behind is that internal topic node describes all topics that are its
direct children. Also, by normalizing vector length to one, the weight of each topic in
topic vector becomes dependent on the number of intermediate topics in a topic map
structure. The normalization is also performed because it is only important to know the
direction (angles) of topic vectors, therefore after normalization it holds:

Vr, €0 : |7 =1

Thus, the formal procedure for obtaining topic vectors is as follows. First, leaf
topic vectors are calculated (including normalization). Then we are able to calculate
all super-topic vectors of leaf topics, and so on up to the root topic node(s). A recursive
approach to implement this procedure is appropriate. Further, we provide topic vectors
for topics from our abstract topic map example from Figure 3.1:

= (0.669, 0.495,0.429,0.120, 0.120, 0.255, 0.174)
7 = (0.642,0.642,0.194, 0.224, 0.224,0.194, 0)
73 = (0.607,0.282,0.607, 0,0, 0.282, 0.325)

7 = (1/v3,1/V/3,0,1/1/3,0,0,0)

75 = (1/v3,1/v/3,0,0,1/v/3,0,0)
76 = (1/2,1/2,1/2,0,0,1/2,0)

= (
7 = (1/v/3,0,1/+/3,0,0,0,1/v/3)

Once we have all topic vectors we can obtain topic similarity of two topics as the
scalar product of corresponding topic vectors. Because topic vectors are normalized,
the scalar product is equal to the cosine of the angle 3;; between topic vectors:
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sim(n, Tj) = 7_';7_"]
t
= Z Ti,kTj,k
k=1
= cos fi;

Finally, all pair-wise topic similarities from the abstract topic map example from
Figure 3.1 are given in Table 3.1:

71 72 73 T4 T5 T6 77

71 | 1.000 | 0.933 | 0.933 | 0.741 | 0.741 | 0.924 | 0.734
T2 | 0.933 | 1.000 | 0.742 | 0.871 | 0.871 | 0.836 | 0.483
73 | 0.933 | 0.742 | 1.000 | 0.513 | 0.513 | 0.888 | 0.888
T4 | 0.741 | 0.871 | 0.513 | 1.000 | 0.667 | 0.577 | 0.333
75 | 0.741 | 0.871 | 0.513 | 0.667 | 1.000 | 0.577 | 0.333
76 | 0.924 | 0.836 | 0.888 | 0.577 | 0.577 | 1.000 | 0.577
77 | 0.734 | 0.483 | 0.888 | 0.333 | 0.333 | 0.577 | 1.000

Table 3.1: Topic similarities for the abstract topic map example.

3.1.2 Interpretations

In the eTVSM interpretations are intermediate links between topics and terms. Con-
ceptually, interpretations play the role of semantic terms. By introducing intermediate
concept you as the modeler of a domain ontology receive more freedom and opportu-
nities to express linguistic phenomena. It is possible to map two terms car and auto
to the same interpretation to express total synonymy relation; more complex structures
are discussed in detail in [36].

super-topic

(0,n)
() O.n) .
Interpretation Topic b opic

Figure 3.3: Interpretation to topic relation in eTVSM ontology.

Figure 3.3 shows the relation of interpretation concept to topic concept. Basically,
an interpretation can be linked with an arbitrary number of topics. However, links be-
tween interpretations are not allowed. Because a topic map structure is free of cycles,
provided extension to the topic map preserves this property. Interpretations now be-
come leaf nodes of the ontology. A document model in eTVSM is stored in terms of
interpretations.
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Obtaining Interpretation Similarities

Interpretation similarities are obtained similar to topic similarities. Before we will start
with constructing interpretation vectors, we will present some formalism:

e &, is the set of all interpretations;
e g(¢;) €[0...1], s the interpretation weight with ¢, € ;

o T(¢;) € p(©) \ {}, is the interpretation to topic assignment, where p(©) is a
powerset of all topics.

Now, the interpretation vector 51- = (¢i1,Pi2,- .- Pit) can be defined as:

(gi _ 9(#i) Z 7

ZmeT(m) Th T €T (¢1)

We obtain weighted interpretation vectors (with g(¢;) beeing the weight) as a normal-
ized sum of topic vectors which are linked with the target interpretation. Visualization
of the resulting interpretation vector is given in Figure 3.4:

T.automobile, @.auto

A
Y
T.automobile | | t.railcar Qc&
@.auto d.car? @.railcar  T.railcar,.railcar

Figure 3.4: Interpretation to topic assignment example.

Interpretations similarity is defined as the scalar product of two interpretation vec-
tors:

t
$idj = Z Pk Pj,k
k=1

The angle (3;; between interpretation vectors is:

1 a;z(gj
9(6i)9(95)

Bij = cos

3.1.3 Terms

Term are treated as the smallest information unit that has one or several semantic in-
terpretations. To express this multiplicity in semantic meanings, term might be linked
with arbitrary number of interpretations. Figure 3.5 shows the relation between term
and interpretation concepts (TI-Map). Another relation (SI-Map) is used to assign so
called support terms to the term-interpretation link. The role of support terms is to ex-
plain semantic meaning of the TI-Map link. Furthermore, support terms are intended
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) TI-Ma o

Term Interpretation

on) SI-Ma o)

Figure 3.5: Term to interpretation relations in eTVSM ontology.

to be used for disambiguation of terms which means: to find a proper decision what is
the “right” interpretation of a term (in case it might have several ones).

Basically, support terms are terms that co-occur frequently in a document with the
term they are related to if a specific interpretation of the term is used. Consider inter-
pretation to topic assignment example given in Figure 3.4. Also, consider that term car
was designed to be linked with all three interpretations: ¢.auto, ¢.car? and ¢.railcar.
Consider auto interpretation link to be supplied by the following support terms: auto,
automobile, machine and motorcar. At the same time railcar interpretation link has fol-
lowing support terms: frain, railway car, railroad car, railway, railroad. Once we find
the term car in a document, support terms assist us in deciding for the right interpre-
tation to include in a document model. If a document contains terms like automobile,
machine, motorcar it is obvious to decide for the ¢.auto interpretation. Otherwise,
one should decide for ¢.railcar interpretation when a document discusses trains or
railway. In case when it is impossible to give a significant preference to one of the in-
terpretations a decision for the ¢.car? interpretation is useful to avoid wrong decision.

A term can consist of an arbitrary number of words. Terms that consist of more
than one word can be referred to as compound terms (see section 2.2). E.g., terms
like President John F. Kennedy are compound terms. This allows treating such term
occurrences as the interpretation of “the 35th President of the United States” rather than
attempting to find appropriate interpretations from four parts of the string tokenized by
space characters. However, the ability of the eTVSM to identify such compound terms
greatly depends on an ontology you have modeled. You can as well define an ontology
that does not recognize the term President John F. Kennedy. But, what is important:
you as the modeler have such an opportunity to define compound terms if appropriate.
Inter-term links are not allowed. Therefore, by attaching terms to interpretations we
keep eTVSM ontology structure free from cycles. In Figure 3.6 we further refine our
example from Figure 3.4 by attaching terms.

3.1.4 eTVSM Ontology Modeling Language

So far we have looked into concepts that contribute to a domain ontology which can
be used by the eTVSM. These are topics, interpretations and terms. All together, by
organizing them in a directed graph structure, they describe the world which an eTVSM
system is capable of “understanding”. eTVSM ontology concepts and their relations
are shown in Figure 3.7.

The quality of retrieval results provided by an eTVSM system—as it will be shown
later—greatly depends on the ontology upon which it operates. Therefore, the task of
ontology modeling is of high importance. We have already shown how we can graph-
ically represent an ontology. It is now time to present a common eTVSM ontology
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T.automobile T.railcar

NN

¢.auto ¢.car? @.railcar

/ \1\\ v A/»/ \1
automobile motorcar auto car | railcar railroad || railway
car car

Figure 3.6: Term to interpretation to topic assignment example.

(G (0,n) .
Interpretation Topic

sub-topic

(0,n) (0,n)
(1,n) (0,n)
Term

Figure 3.7: eTVSM ontology concepts relations.

graphical modeling language as it was proposed in [36]. Graphical notation for ontol-
ogy concepts is shown in Figure 3.8.

Topic - Defines a topic

- Defines a term

Figure 3.8: Graphical notation for eTVSM ontology concepts.

In order to define concept relations, following types of connector edges shown in
Figure 3.9 are used. The original eTVSM ontology modeling language definition also
proposes shortcuts (see Figure 3.10) in case when both, a topic and an interpretation,
have the same name or there are no explicitly assigned terms to the interpretation, and
this interpretation concept is just used to connect a term to a topic.

Support terms can be modeled as labels on term to interpretation edges. Alterna-
tively, support terms can be derived automatically from the eTVSM ontology graph
structure as terms that are assigned to neighboring interpretations. The original source
of the modeling language proposes to automatically assign a term to a topic, through
intermediate interpretation concept, all having the same name—the name of the term.
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- Defines a super-topic to sub-topic
relation (in the arrow direction)

- Assigns an interpretation to a topic

- Assigns a term to an interpretation

/7

Figure 3.9: eTVSM ontology connector edges concepts.

- Defines a topic and an
interpretation with the same name
and assigns this interpretation to
this topic

Topic =
Interpretation

Figure 3.10: eTVSM ontology modeling notation shortcut.

However, we see this as the convenience extension to the modeling language that was
presented.

3.2 eTVSM Ontology Modeling

We have claimed that eTVSM is capable of representing major linguistic phenomena
like: inflection, composition, derivation, synonymy, hyponymy, meronymy, homog-
raphy, metonymy and word groups. In this section we want to provide examples of
eTVSM ontology modeling patterns for representing some linguistic phenomena with
the graphical language presented in section 3.1.4. Explanation of proposed linguistic
phenomena can be found in section 2.2.

Homography

Homography is a precedent when two words have the same orthography but different
interpretations. See section 2.2.

Computer
mouse

¢—e Mouse? e— Mouse

computer
mouse

Figure 3.11: eTVSM ontology homography modeling.

Metonymy

Metonymy is the substitution of one word for another with which it is associated. See
section 2.2.
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. Press Press
News media _ : .
. (newspapers) i | (news writers)
ijbl'ié'b'r'é's'é .........

photographer
writer

newspaper
magazine

Figure 3.12: eTVSM ontology metonymy modeling.

Figures 3.11 and 3.12 present eTVSM ontology patterns to represent homography
and metonymy linguistic term relations. However, the degree of freedom of eTVSM
ontology composition allows for constructing of more complex arbitrary structures that
do not fit into presented patterns or combine them. For further details refer to [36].

3.3 Constructing the eTVSM Document Model

The primary responsibility of the eTVSM as the Information Retrieval model is to pro-
vide similarities between documents. In order to obtain similarity values the eTVSM
operates on formal document representations—document models. In this section we
will explain steps which the eTVSM undertakes in order to construct document mod-
els. Figure 3.13 presents the overall picture of the schema for eTVSM document model
construction. Heuristics, related with such an approach, is discussed later in section 3.5.

Document: An automobile (or motor car) is a wheeled passenger vehicle
Plain text: an automobile or motor car is a wheeled passenger vehicle
Koo o Ve V¥ ¥ Yo Y
Words: an automobile or motor car is a wheeled passenger vehicle
*1 *2 *3 *4 *5 *6*7 *8 {9 {10
Stems: an automobile or motor car is a wheel passenger vehicle
Terms: automobile “motor car” wheel passenger vehicle
Interpretations: d.car @P.wheel ¢.passenger @.vehicle

Figure 3.13: eTVSM document model construction steps.

Document to Plain Text Document

This step includes removing formatting from a source document. Also, one might con-
sider filtering out a character subset from a string. Consider the following document:

An automobile (or motor car) is a wheeled passenger vehicle that carries
its own motor.

The result of applying this step to the document might return a string that looks like:
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an automobile or motor car is a wheeled passenger vehicle that carries its
own motor

After this step all the formating of the document is filtered out.

Plain Text Document to Words

At this step a document is tokenized by a space separating characters set to give an
ordered set of words that appear in the document. The output of this step applied to our
document example:

an automobile or motor car is a wheeled passenger vehicle that carries its
own motor

will result in:

{an, automobile, or, motor, car, is, a, wheeled, passenger, vehicle, that,
carries, its, own, motor}

The output is an ordered multiset, with the member possibly included multiple times
in the multiset. The reason to preserve word ordering will become clear later in this

section.

Words to Stems

At this step a stemming algorithm (see section 2.1) is applied to each word from a
multiset resulting from the previous step:

{an, automobile, or, motor, car, is, a, wheeled, passenger, vehicle, that,
carries, its, own, motor}

will result to something like:

{an, automobile, or, motor, car, is, a, wheel, passenger, vehicle, that, carry,
it, own, motor}'

This step preserves word ordering provided from the previous step and results to an
ordered stems multiset.

Stems to Terms

At this step we extract terms that are present in eTVSM ontology from a document.

{an, automobile, or, motor, car, is, a, wheel, passenger, vehicle, that, carry,
it, own, motor}

will result to something like:

{{automobile}, {motor, car}, {wheel}, {passenger}, {vehicle}, {carry},
{motor}}

! The result heavily depends on the stemmer applied.
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Now, the reason for preserving stem order becomes clear. This was primarily done to
be able to recognize compound terms that consist of more than one word, like motor
car in our example. Note, that motor car string has a chance to be recognized as the
term {motor, car} only, if such a compund was explicitly modeled in eTVSM ontology.
From this moment on, the order of concepts becomes worthless for the eTVSM.

Stopword removal is implicitly included in this step. If the word is not found as a
part of any term modeled in the ontology it will be filtered out. Preserving stopwords
up to this step allows recognition of compounds that include stopwords, e.g. head of
state—"the chief public representative of a country who may also be the head of gov-
ernment” gets the chance to be recognized as a single term. In case stopword removal
has happened before, in previous steps, this step will probably classify this string as
composed of two terms head and state. The impact of such misjudgment might result
in “wrong” document model and as a consequence distortion of document similarity
values.

Terms to Interpretations

At this step we resolve terms to interpretations by selecting interpretations that are
modeled in domain ontology as connected to a target term. In case there are multiple
interpretations connected to the target term, the decision should be carried out based
on the document content analysis.

Carry Vehicle

*IS-A
@ Wheeled
o vehicle
for N
Car Wheel

/DoMAIN \HAS»PART
Passenger Engine

Figure 3.14: eTVSM ontology extract example.

Considering the eTVSM ontology extract proposed in Figure 3.14 the application
of this step to the result of the previous step:

{{automobile}, {motor, car}, {wheel}, {passenger}, {vehicle}, {carry},
{motor}}

will result to:

{@.car, d.car, p.wheel, ¢.passenger, ¢p.vehicle, ¢.carry, p.motor}
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This multiset of interpretations is the eTVSM document model for the initial document.
The content and semantics of the document is completely defined by eTVSM ontology
concepts and can be obtained by looking into the relations between concepts included
into the document model.

Automobile and motor car terms both get mapped to the ¢.car interpretation as
these terms are both members of the total synonymy pattern instance for topic 7.car.
Resolution of other terms is trivial one-to-one term to interpretation mapping in our
example. The domain ontology of the example also sets a meronymy relation between
T.engine and T.car, T.wheel and T.wheeled vehicle topics. A hyponymy relation is set
between T.car and T.wheeled vehicle, T.wheeled vehicle and T.vehicle topics. Thus,
we obtain an automobile domain as the directed graph of interconnected automobile
related topics. Orthogonal to automobile domain is the 7.carry topic which in our
example is not connected to any other topic.

3.4 eTVSM Document Similarity

Now, as we have formal document representation (the document model), we can derive
a procedure for obtaining document similarities. eTVSM document similarity calcula-
tion is similar to one in TVSM. The difference is that TVSM operates directly on terms
and eTVSM has an intermediate concept of interpretation between topic and term con-
cepts which is used for obtaining similarities. Thus, eTVSM treats a document as
the entity composed of interpretation concepts. It was already shown how this aids in
representing linguistic phenomena (see section 3.2). A document vector is defined as:
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The document vector is a weighted sum of interpretation vectors which are included
in the document model. The document vector is normalized to the length of one. The
document vector length is calculated similar to the TVSM:
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Finally, the similarity between two documents d; and d; is again obtained analogously
to the TVSM, as the scalar product of corresponding document vectors. Considering
the document vector normalization, the similarity value becomes equal to the cosine of
the angle between document vectors:
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3.5 Heuristics for the eTVSM

In this section we would like to discuss heuristics in eTVSM. These are the points
where one might apply several solutions in eTVSM implementation that consequently
will lead to different similarity values produced for the same document set. It is up to
a developer and an ontology modeler to find the best approach compromise between
factors that will be discussed now.

Ontology modeling. The eTVSM extends the TVSM by defining a formal approach
for acquiring document vectors and consequently angles between these vectors from
the eTVSM ontology structure. Like any other modeling task, eTVSM ontology mod-
eling can be accomplished in numerous ways, applying different principles leading
to different results. Different modeling examples, including same concepts that yield
different similarity values, were presented in [36].

Ontology mapping on vectors. The formal procedure for deriving document vec-
tors which was described in this chapter is just one reasonable approach. One might
think of any other usable approach which will transform eTVSM ontology concepts
to document vectors which will express ontology relations in a vector space through
angles between concept vectors.

Interpretation weights. As it was shown in section 3.1.2 interpretation vectors are
obtained as a weighted sum of topic vectors. However, it is not defined how to obtain
weight values. It is just stated that these values should be assigned values on the [0, 1]
interval. Moreover, [36] proposes to initially assign to all weights the value of one.
The reason for the interpretation to topic relation weight assignment is to express the
relation of an interpretation to the specific topic in case when this interpretation is
connected to multiple topics. Thus, the assignment of values from the [0,1] interval
instead of just one has an intuitive advantage.

Term to interpretation link selection. This task should be solved when migrating
from terms contained in the document to interpretations. It is possible that one term is
assigned to many interpretations. However, it is required to select only one interpre-
tation. This choice is again a heuristic decision. Support terms discussed in section
3.1.3 should aid the selection decision. However, support terms alone are not enough
to carry out the deterministic decision in favor of a concrete interpretation.

Word to term resolution. Terms in eTVSM ontology are considered the smallest
content bearing unit with a specific semantic meaning. Consider the following word
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sequence obtained from a document—{new, york, city, tour}. Some possible term res-
olutions considering that all these terms are modeled in eTVSM ontology can be:

o {{new, york, city, tour}};

{{new, york, city},{tour}};

{{new, york}, {city, tour}};

{{new}, {york, city}, {tour}};

e ctc.

In a real size document the number of possible resolutions explodes. One possible
approach to solving this problem is at each step to take the longest possible term that
matches the document starting words. Afterwards, restart the procedure from a new
starting point—at the place where the last longest term has terminated. The procedure
is continued till the end of a document.

Preprocessing place. €TVSM is highly sensitive to the order and place of appli-
cability of document preprocessing steps. Consider the following document—*United
States of America”. In case the stemming and the stopword removal is done before
words to terms resolution the recognition of this string sample to a single term of
“North American republic containing 50 states” becomes impossible. Rather, the most
probable resolution will result three terms: unite, state and America.

Though so many heuristic points that are present in eTVSM, one might find here a
great potential for ad hoc model re-configuration. One possible use scenario might be
considering of user feedback on certain query results. One might express user inten-
tions in eTVSM ontology upon requirement arises to increase similarity values between
certain documents.






Chapter 4

Information Retrieval Quality
Measurements

4.1 Measurements

There are number of ways to measure how well the retrieved information of Informa-
tion Retreival systems matches the intended one. Before we introduce these measure-
ments lets take a look at the formalism needed to formally define the measurements:
Let D be a set of documents for validation and K be a set of criteria/queries. Ry C D
is a set of documents which are relevant according to the system when criteria k£ has
been used, and CRE =D\ R,f is a set of documents not relevant according to the
system. Analogously we can define R} C D as a set of documents “really” relevant
according to the user and CR} = D\ R} as a set of documents not relevant accord-
ing to the user. Figure 4.1 visualizes a single Information Retrieval experiment which
consists of criteria/query input and an analysis of retrieved documents.

D

Figure 4.1: Information Retrieval experiment visualization.

4.1.1 Recall

In these terms recall can be defined as the ratio of correct assignments by the system
divided by the total number of correct assignments:

_ #(RINERY)

Graphically this is depicted in Figure 4.2.

29
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R."R.

Figure 4.2: Recall visualization.

number of relevant documents retrieved

R =

number of relevant documents

Recall measures the completeness of the results; therefore, high values are desirable.

4.1.2 Precision

Precision is the ratio of correct assignments by the system divided by the total number
of system assignments:

_ #(BENRY)
Pk—TREG[Ol]

Graphically this can be depicted as in Figure 4.3:

D

R."R.

Figure 4.3: Precision visualization.

p_ number of relevant documents retrieved

number of documents retrieved

Precision measures the accuracy of the results; therefore, high values are desirable.
Recall and precision can also be evaluated at a given cut-off rank, denoted as R@Qn and
P@n, where instead of all retrieved documents only top n are considered.

4.1.3 F-measure

F-measure can be used as a single quality measure of retrieval experiment. F'-measure
is the weighted harmonic mean of precision and recall. F'-measure can be obtained as:

2pr
(p+7)
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It combines recall (r) and precision (p). This is also known as F}; measure because
recall and precision are evenly weighted. F measure was initially introduced by van
Rijsbergen [62]. In general case the formula for Fy is given for arbitrary IV as:

(1 +N 2) pr

p+ N2r
Two other commonly used F' measures are Fj 5, which weights precision twice as
much as recall, and F» measure, which weights recall twice as much as precision.

N =

4.1.4 Error rate

As the negative measure of the system performance one can introduce the error rate:

# (GRS N RY) + # (RS NCRY)
E, = S [0 e ].]
#D

The error rate measures the quota of errors; therefore, low values are desirable.

During the evaluation measurements for each single experiment should be col-
lected. The task of the systems comparison based only on a large amount of indi-
vidual observations is not feasible since this means that multi-dimensional values have
to be compared. Therefore an aggregation of these measurements is useful. One ap-
proach is based on acquiring individual measurement for each experiment and then
averaging over experiments. Or, the measurement might be computed globally over all
experiments. The former way is called macro-averaging and the latter way is called
micro-averaging. Further, the approach of macro averaging of measurements over ex-
periments with further aggregation of results through statistical tests for acquiring the
significance level of the evaluated parameter is proposed (see section 5.6).

4.2 Measurements Graphical Representation

Precision and recall are the most common Information Retrieval quality measure-
ments. These two measurements usually show an inverse relation. So that when one
measurement value increases—the other one decreases. The desired system state is
such when both recall and precision are equal to one. This is the case when an In-
formation Retrieval system returns exactly the number of documents which are rele-
vant (#R]) and all the returned documents are relevant (R{ = Rj,). This condition
should hold for every input query. Of course, such an ideal system is not realistic. In
the real world, Information Retrieval systems would behave more like it is shown in
Figure 4.4.

Two lines may represent the performance of different retrieval systems. One might
derive the graph like this by simply plotting the average over queries (recall, precision)
points, as the function of a cut-off rank, and connecting them. Further, one might fit in
a trendline or use any kind of smoothing technique. While the exact slope of the curve
may vary between systems, the general inverse relationship between recall and preci-
sion remains. Much of this relationship has to do with language. If the goal of a search
is comprehensive retrieval, then the searcher must include synonyms, related terms,
broad or general terms, etc. for each concept. He may decide to combine terms using
boolean rather than proximity operators. In addition, some secondary concepts may be
omitted. As a consequence of these decisions, precision will suffer. Because synonyms
may not be total synonyms and the probability of retrieving irrelevant material might
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Figure 4.4: Recall-precision plot.

increase. Broader terms may result in the retrieval of material which does not discuss
the narrower search topic. Using boolean operators rather than proximity operators
may increase the probability that the terms won’t be in context. Unfortunately, if the
searcher doesn’t use these techniques he won’t achieve high recall.

As it was shown in section 4.1—precision and recall are set-based measures. They
evaluate the quality of an unordered set of retrieved documents. Further, in chapter
5 we propose a new approach to Information Retrieval system comparison where the
comparison judgment has a strong statistical reasoning and provides significance level
of derived outcome, rather than leaving decision solely based on a visual plots compar-
ison.

However, often, the Information Retrieval scenario is such that it returns an ordered
by relevance list of documents. To evaluate such a ranked list, precision can be plotted
against recall after each retrieved document. Because, each input query might result a
different number of relevant documents, individual query precision values are interpo-
lated to a set of standard recall levels. Intuitively, we are trying to discover precision
once recall reaches a specific (standard) level. Usually, eleven standard recall levels are
used (from O to 1 in increments of 0.1).

The particular rule used to interpolate precision at standard recall level i is to use
the maximum precision obtained for the query for any actual recall level greater than
or equal to 7. This interpolation rule also defines precision for a standard recall level
of 0.0. Note, in general, precision is not defined for a recall of 0.0. A recall level cor-
responds to a recall obtained with Rf set constructed from top n documents returned
after a search procedure. Precision that corresponds to a recall level should be ob-
tained on same R,f set (when a relevant document is not retrieved at all, its precision is
assumed to be 0). Interpolation to standard recall levels then should take place on all re-
call levels and corresponding precision values for n = 1... N. Here, IV is the number
of top documents that include all the relevant documents for the query searched.

Let us take a look at the following example. Let Rf = {ds,ds1, dg7 }. Further, let
us assume that our system has returned the following ordered by relevance sequence
of documents Rf = {dy,ds1,dss,dg1,ds, daa, d1, ds7, ds, dg7, }. Here, the first doc-
ument is considered the most relevant—this is document d7. In our example, the first
relevant document retrieved is ds;, which gives recall of 0.3 and precision of 0.5. Next
relevant document is d3 which gives us 0.6 recall at 0.4 precision. Next, and last,
relevant document d3 gives us 1.0 recall with 0.3 precision. In Figure 4.5, all actual
precision values are plotted with circles (and connected by a solid line) and the inter-
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Figure 4.5: Precision at standard recall levels plot.

polated precision is shown with the dashed line.

Afterwards, two Information Retrieval models can be compared based on the aver-
age precisions over all queries on 11 standard recall levels graph. Each recall-precision
average is computed by summing the interpolated precisions at the specified recall cut-
off rank (denoted by Y PQN,; where PQN; is the interpolated precision at recall level
1 and a cut-off rank V) and then dividing by the number of queries:

Zf:%ueries P]@Nl
#Queries

The average plots of different runs/models can be superimposed on the same graph
to determine which run is superior. Curve which is closest to the upper right-hand
corner of the graph (where recall and precision are maximized) indicates the best recall-
precision performance system. Also, often such comparisons are carried out in three
recall ranges: [0...0.2), [0.2...0.8) and [0.8...1.0]. Interval borders are dictated by the
interpolation rule defined before. These ranges characterize high precision, middle
recall, and high recall performance, respectively.

i ={0.0,0.1,0.2,...,1.0}






Chapter 5

Comparison of Information
Retrieval Models

Many Information Retrieval models and systems exist. Some of them are quite sim-
ple and do not require much computation power, others have sophisticated algorithms
claiming to deliver better results. In addition, new and promising models appear on the
market. In fact, in chapters 2 and 3 we have described the evolution steps of eTVSM
retrieval model from VSM, through TVSM. However one question still remains: is it
better than the other ones presented in this work or any other existing models?

In this chapter we discuss the method of performing quantitative evaluation of an
Information Retrieval system implementing an Information Retrieval model. We pro-
pose statistical approaches tailored for the purpose of Information Retrieval model
comparison. As a consequence we can come up with a model effectiveness order
through their pair-wise comparison. In this case we can say which system performs
better under the given conditions. Another perspective of this problem arises when in-
stead of two alternative systems, we have one system which we think might be capable
of beeing better then the other. In this situation, we might for instance want to evaluate
how well it performs under specific model setup and how it reacts to changes of setup
variables. This is especially important when evaluating a model which performance
highly depends on its internal configuration. This is exactly the case with the eTVSM.
The results provided by the eTVSM highly depend on the configuration of the domain
ontology which is used by the eTVSM.

This chapter includes a complete description of all steps that should be taken to
perform a quantitative evaluation of Information Retrieval models. It includes prepa-
ration of the workload, following by an experiment description with further identifica-
tion of statistical aggregation methods of the collected measurements. The proposed
approach suits both described scenarios—inter-model comparisons, and study of the
model effectiveness under different model configurations.

5.1 Design of a Model Evaluation
Referring to [45], we aim to derive a design for a pure laboratory test under the as-
sumption that our test setup is configured to correspond to the real world model and

therefore statistical generalization is adequate. Moreover, we pay more attention to a
system centered approach as we are particularly interested in the “quality” of the results

35
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Figure 5.1: Design of a model evaluation procedure.

of a model. In this section we will discuss the design of the overall evaluation setup to
perform such an evaluation. In other words we will discuss what steps are needed and
in which order these steps should be executed in order to perform the evaluation. In
Figure 5.1 you can see the proposed “big picture” of evaluation design that is given in
the notion of an activity diagram.

Tests in general, and experiments in particular, are usually intended to answer spe-
cific questions. In our case the question that we want to answer is: “How effective is
the Information Retrieval system?”

Effectiveness is how well the system does what it is supposed to do; its
benefits are the gains deriving from what the system does; its efficiency is
how cheaply it does what it does. [32]

We understand effectiveness as the ability of the Information Retrieval system to re-
trieve relevant documents and to suppress non-relevant documents. In this context we
can assume benefit to be proportional to the effectiveness. The efficiency of the system
is out of scope as it can be evaluated as a part of the user centered approach [45]. As
you can see in Figure 5.1, we start with the question and then perform steps in order to
be able to answer this question at the end.

5.2 Elements of the Evaluation

We will come up with an detailed approach of how to perform evaluation of an In-
formation Retrieval system. Moreover, we will make this approach suitable for the
evaluation of the eTVSM and make it such that it will aid us in choosing an optimal
strategy for the eTVSM configuration. Furthermore, we will propose a short descrip-
tion of the basic phases that we propose for the evaluation process.

The preparation phase deals with preparing all necessary components needed for
performing an evaluation. The actual system evaluation will start in the next phase;
however, it is preferable that prior this all necessary measures are taken. These mea-
sures include getting the workload for the system that will be tested as well as prepa-
ration of the system itself. All internal variables that influence systems work should be
configured.

An important component of any test is the experimental design—the way in which
the test is organized in order to answer our questions that we pose to the system. At
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the experimant phase all the information prepared in the previous phase should be
effectively fed into the system. By saying effectively, we mean the way that allows
completely exploiting all available information, and transforming it into the data array
that is suitable for statistical analysis. We do this by collecting measurements (see
chapter 4) in the course of the evaluation for every single experiment that accumulates
the knowledge about this experiment and that characterizes the system in the way it is
needed for the evaluation.

In the analysis stage we use statistical methods to work with measurements col-
lected during the experiment phase. This is a pure statistical phase, where by statistical
means we try to understand what retrieved results say about the system, and to which
extent they can be generalized. After this stage either we answer the question, or de-
cide that the data processed was not informative enough to aid us in answering the
question—which is also a valid outcome.

5.3 Test Collection

To conduct evaluation of a system we need to come up with an appropriate workload.
In case of Information Retrieval systems this workload is represented in the form of
a test collection. What do we need in order to be able to perform evaluation? To
answer this question we should look on how does a regular interaction of a user with
an Information Retrieval system look like. The user wants to retrieve data from a large
array of documents. To do this he/she formulates information demands in the form
of a query request. Afterwards, the user feeds this query into a system and receives
document from the system which are evaluated by the system as beeing relevant. The
relevance here is considered by the Information Retrieval system. From this simplistic
example it is clear that we need a document collection upon which our system will
perform the retrieval task. Furthermore, we need queries that will initiate retrieval
process and will simulate user requests. This already enables us to make the system
work: perform some actions and return results. However, these results are pointless
without actual users deciding whether documents retrieved by the system are really
what he/she was looking for. To be able to judge the work of our system we need to
have relevance judgments or relevance assessments that can be seen as the following
function:

rel (d,q) € [0,1]

where d is a document from our document collection and ¢ is a query. In general this
function is defined on the interval from zero to one. “0” relevance means that this
document is absolutely not related to the query, and “1” means that this document is
absolutely related to it. Other values in the interval reflect upon the relevance level.
As a special case we can work with the rel function that is defined as returning values
which are members of the set: {0,1}. At the end these three components: document
collection, queries and relevance judgments form a test collection. We will now de-
scribe each of these components.

Document Collection

There are plenty of documents available on the web: news articles, electronic libraries,
web pages. All of them suit for our purpose. Alternatively it is possible to do some
simulation experiments using pseudo-documents which are generated in some fashion
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(perhaps involving Monte Carlo techniques) [32]. This kind of simulation of course
has its role and can aim answering specific research questions. But, in most cases it is
easier and better to use genuine documents.

Queries

The situation with queries is more challenging than in case with documents. And
there are number of reasons for this. If we stick to the idea of simulating real world
conditions, we need to obtain real queries. The problem with genuine queries is that
it is hard to trap them as they exist for a short period of time and the location of such
request acts is usually sparse. But this is nothing in comparison with the actual time
needed to collect the queries that will be targeted for the use with acquired document
collection. The major challeng is: Can we guarantee that genuine queries will at least
target the topics of the documents in such collection? Here arises a strong necessity
in artificial queries construction. Such artificial queries may vary in their degree of
realism; the main point is that they should exploit the document collection properties.
The problem here is that we do not really know what are the important characteristics
which we should be trying to reproduce [32]?

It is critical to understand the importance of queries selection. These are the queries
that will initiate retrieval process of the evaluated system. Thus, obtained queries col-
lection should be able to numerously exploit all aspects of the retrieval model to allow
statistical generalization on results. In order to achieve this goal queries should be
formed to be matched to the most of documents from the document collection and
carry different levels of relevance to these documents.

Relevance Judgments

Effectiveness, as we have defined it, is good for the understanding of what is happening,
but is definitely not sufficient as a formal basis for an experiment. It still remains
unclear how can we come up with appropriate relevance judgments? As the output of
the Information Retrieval system is targeted for the human use it is only the user who
can make such judgments. The next question which arises is which user’s judgments
can be considered correct? Quite often people have different preferences and different
point of views on common issues. Therefore, relevance judgments cannot be done by
a single person but should be performed by a group of people simultaneously on the
same query on the same document collection. Furthermore, the estimated measured
parameter should be obtained as the mean value over calculated measurements from
all the judges. First of all this approach allows us to construct confidence interval for
the measurement estimator and make further statistical reasoning on the number of
the judges being sufficient. Also, we can classify queries that cause judges to provide
sparse relevance assessments.

Relevance judgments can be considered as a bottle-neck of the overall test collec-
tion creation process. Ideally, relevance judgments should be made for each document
upon each query. Considering the fact that each query-document pair is judged by sev-
eral people the amount of work needed to be done explodes. Additionally, by assuming
an ideal case when judgments are made on the full content of the document this work
can be out of manageable scope for an experimenter. Due to this reason we advise to
take a look at existing test collections that were used for other Information Retrieval
experiments and are publicly available online.
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5.4 Existing Test Collections

By now, it should be clear that a test collection creation itself is a challenging task.
Additionally, failing to come up with representative test collection may, and probably
will spoil all further calculations. Therefore, it makes sense to take a look at existing
test collections that have been used in different Information Retrieval experiments and
are publicly available. These collections are already tested and are proven to deliver
usable results. Further, by carrying out evaluation of our system on these collections
we get a chance to compare our system with already available evaluations of other
systems on these collections.

Classical test collections can be considered those that were used in the first exper-
iments of Information Retrieval and still appear in the literature as those proved to be
useful in the past. In Table 5.1 you can find a list of selected commonly known test
collections:

Name #Docs | #Queries | Size [MByte]
ADI 82 35 0,04
Time 425 83 1,5
Medline 1033 30 1,1
Cranfield | 1400 225 1,6
CISI 1460 112 2,2
CACM 3204 64 2,2
LISA 5872 35 34
NPL 11429 93 3,1

Table 5.1: Classical test collections.

Test collections provided in Table 5.1 are available online and include documents,
queries and relevance judgements as discussed above.

In the next category we distinguish test collections that appeared later. These col-
lections are usually larger in size. The first one that can be classified to this category
is Reuters-21578. 1t consists of 21578 documents and is the ancestor of Reuters-22173
[55]. These collections are approximately 20Mb in size. Long time Reuters-21578
was the most widely used collection for text categorization evaluations, but now the
situation seems to change in favor of larger collections such as Reuters Corpora Vol.1
and Reuters Corpora Vol.2. Though all these test collections were originally designed
for Information Filtering evaluations and thus have no queries provided for conduct-
ing Information Retrieval evaluations, they are widely used for retrieval evaluations as
well. An approach for creating proper queries is described in [55]. Also, during TREC
2002 [3], 50 search topics (test queries) were developed on Reuters Corpora Vol.I for
the filtering track. They can be applied for testing ad hoc searches [6]. Reuters-21578
is available for download on the web [2], while Reuters Corpora Volumes one and two
are available from NIST, the National Institute of Science and Technology. Other often
used test collections are available from National Institute of Informatics [1].

Finally, we want to draw your attention to test collections provided by TREC [3].
The Web research collections are distributed by the University of Glasgow for research
purposes only. In order to receive copies of one or more of these collections, you
must sign an agreement with the University of Glasgow and pay a contribution to the
University’s various costs in preparing and distributing the data. These collections and
contribution amounts are provided in Table 5.2:
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Name Size [GByte] | Fee

WT2g 2 £250
WT210g 10 £400
.GOV 18 £400
.GOV2 426 £600

Table 5.2: TREC test collections.

5.5 Experimental Design

To support the procedure proposed in Figure 5.1, the experimental design has to bind
the preparation phase with available workload, a configured system and acquired mea-
surements. Most of such existing experiments use just one set of requests/queries to
evaluate or compare a number of systems. It is called “matched pairs” procedure [32],
when the efficiency of the systems is compared on the same request. Moreover, there
is a clear statistical reason for such approach. Any statistical significance testing will
be much more efficient with this method. Again, this approach is oriented to decrease
the influence of the bottle-neck of the whole evaluation process which is the amount of
requests. With this approach it is possible to reuse the requests decreasing the need in
the larger number of distinct requests. Therefore, the experimental design can be quite
simple. Each request/query is searched against every system or every system configu-
ration. Since the searching part of the system is controlled by simple rules, there is no
problem in relation to replicating searches or the order in which the systems are tried
[3]. The only matter of convenience in case of a single system evaluation is performing
the evaluation for the whole request set for a single configuration, further reconfiguring
the system and performing the complete course of evaluation for a new setup.

5.6 Statistical Comparison Justification

So far we have came up with measurements that characterize Information Retrieval
model effectiveness (see section 4.1) and we have came up with an evaluation design
(see section 5.1) that incorporates the collection of these measurements. In this section
we will discuss approaches of statistical analysis of collected measurements. There
are two approaches: The first aims to select the best out of two systems. These can
be different systems or the same system being evaluated in different configurations.
The second approach is a test, which is designed to check the level of significance in
the difference of effectiveness of two systems. This test is known as ¢-Test [44] in
statistics. Furthermore, proposed statistical methods can be applied to all presented
measurements. Interpretation of results, however, depends on the comparison order of
specific measurement.

5.6.1 Assumptions

Prior to starting statistical evaluations on retrieved measurements we will make some
assumptions on the nature of the data processed. The key assumption is that the mea-
surement values of Information Retrieval systems are normally distributed. This as-
sumption follows immediately from the way these measurements are collected. The
observed precision, recall, F, and other measures are obtained through averaging mea-
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surements obtained by different people. Therefore, the Central Limit Theorem [57]
comes into play: Be (X;),.y a sequence of independent and identically distributed
(iid) random variables with actuarial expectation 4 = F [X;] € R and variance 0% =
Var [X;] € R. We can then define:

1 — S W
— . P 7/” —
Sn=— ;X Zn= 755

Fo(t) = Pr(Z, <1]

Here, Z,, is “standardized” S,,. Being F;,(t) the distribution function of Z,,, then

E, %o

as n — oo. Here ® is the distribution function of a normal distribution with mean value
0 and variance 1. Therefore, we can assume our measurement as being a realization of
a random variable that has normal distribution with unknown parameters ; and o2,

5.6.2 Comparing Two Systems

In this section we will provide an approach for comparison of Information Retrieval
systems. We will restrict our method to the case of comparing two systems. As already
mentioned, these can be completely different systems or the same system evaluated
under different internal configurations. We use the above stated assumption of observed
measurement being iid for both systems. Further, let uq and po respectively be the
true measurement value expectations for test-systems A and B. The key idea of this
comparison method is to find a confidence interval I, for the difference p = pu; —
o and a given confidence level «. p can be estimated through j (the mean value).
Figure 5.2 shows possible outcomes for /i including the confidence interval.
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Figure 5.2: Possible outcomes for ji confidence interval.

There are three different outcomes when comparing two systems for difference in
their mean values of the observed parameter. Outcome (a) corresponds to the case
when system B is significantly better than system A, while outcome (b) will mean
that system A is significantly better than system B. In case of outcome (c) a clear
distinction is not possible. In this case further measurements needs to be made until
the confidence interval does not contain 0.

To reconstruct the confidence interval we will use Paired-¢ confidence interval [41].
It is used in Student’s ¢-test for the statistical significance of the difference between two
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sample means, and gives confidence interval for the difference between two population
means. To the already discussed assumptions one should add the one that the number
of replications (experiments) is exactly the same for both systems (observations are
“paired”—measured for the same input for different systems). With these assumptions
the random variables

Zi=X;-Y

with observations z; = x; — y; are iid. This allows us to compute:

2(n) = %Zzz S?(n) = ! Z (21 — 2(n))*

n—1+4
=1

as unbiased estimations of F [Z] and Var [Z]. Now we can construct « level confi-
dence interval as:

5%(n)

72(n)+tn71,17% n
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Here, t is the quantile of the Student-¢ distribution [26].

In case the number of observations differs for both systems we can use a modified
procedure for confidence interval construction. This procedure is known as Welch

Procedure [16]. It assumes that n1 needs not be equal to no:

Sim) = g 3 (i = a{m))?
Sy = g Do~ i)

Then we compute the estimated degree of freedom as:
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Finally we compute the confidence interval for ji = Z(n1) — §(n2) as:
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f is usually not an integer, therefore one should look at neighbored integers when
finding ¢ f1_o and pick the larger one.
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5.6.3 Significance Test (t-Test)

In the previous section we have discussed an approach for comparing two systems.
This approach can be extended in a way to determine the level to which system A out-
performs system B. This kind of analysis can be performed with the help of statistical
test, and to be more precise—the ¢-Test [41]. The evaluation that was discussed in the
previous section should be continued to the point when the confidence interval for the
observed parameter does not contain 0. This means that there is no need to perform
all experiments (feed in all queries), but continue evaluation to the point when clear
distinction can be made. However, the number of queries we posses might not be suf-
ficient for the experiment to deliver any results. This might be the case when using test
collections proposed in Table 5.1. In this case one might use the approach proposed
in this section. It will always deliver results, but again the level of significance will
depend on the amount of information processed in the experiment.

Again, we have observations of the tested measurement for both systems. X; for
the system A and Y; for the system B. As we have explained in the assumptions
section 5.6.1:

Xi ~ N(pa, 0%) Y ~ Ny, )

This gives us possibility to construct a test. The null hypothesis is H : p, — py < do,
or that the difference of expectations for the observed parameter is less than some
tested value dy. The alternative hypothesis is that this difference is larger than tested
value dy meaning that system A performs for this parameter better than system B,
K : piz — piy > do. Therefore, the aim of the test is to reject H and to confirm K to
some significance level. According to the ¢-Test we reject H when:

T > tn1+n2—2,1—a (*)

where n; is the number of experiments for system A and no is respectively the number
of experiments for system B. In most cases n; = ny, = n. However, they need not
to be equal. « is the significance level to which we test dy. t is the quantile of the
Student-t distribution [26] and 7' is our test statistics which is obtained as:

X-Y —dy
1 1) -
(%+%)e
where X and Y are the arithmetic averages of the observed parameter for both systems.
And 6 is the standard quadratic failure for the random variable X; — Y;. Because T is

calculated using random variables, T itself is a random variable. It can be shown that
T has a Student-t distribution:

T =

T~ bny+na—2

where n1 + ny — 2 is the degree of freedom used in the Student-¢ distribution. The
last thing we need in order to be able to perform all the calculations is the method of
calculating &2. &2 is the estimator of the variance for the random variable X; — Y; and
can be obtained as:

o (M -1SI+ (- 1)S;

ny+ne — 2
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where Sg and Sj are the estimators of the variance of random variables X; and Y;. 62
is used to compute test statistics in two-sample pooled ¢-Test when number of obser-
vations for both systems differs [41]. The formula to obtain estimator of the variance
was already provided in section 5.6.2.

With this approach an experimenter is able to vary parameter dy which specifies the
level to which system A outperforms system B in evaluated parameter and the « level.
Also, it is possible to get the corresponding « level for the tested data by calculating
test statistics and solving inequality (x).

There is no such thing as a watertight method for evaluating an Information Re-
trieval system [32]. Any existing approach to evaluating or comparing Information
Retrieval systems will have to deal with heuristics to some extend only for the reason
of this process been highly dependent on human factor. Researchers in the Information
Retrieval field have devoted a significant amount of time in developing good, standard-
ized evaluation techniques. The approach proposed here is a standardized approach
suitable for a typical Information Retrieval model evaluation. By typical, we mean
system that suites common work scenario described in section 5.3, and which evalua-
tion design can be adjusted to the general framework proposed in section 5.1.



Chapter 6

Themis Implementation

In this chapter we will discuss our eTVSM implementation. Of course, the eTVSM
implementation itself is essential, however, we see the desired system more like a
framework for Information Retrieval models implementation. In other words, we want
our system to be a well-defined support structure in which other Information Retrieval
models can be organized and developed. This should aid the development of new In-
formation Retrieval models, which are not yet supported by the system and facilitate
evaluation and comparison of models through a common testing component.

6.1 Whatis Themis?

We have chosen “Themis” as the name for our Information Retrieval framework. In
mythology, Themis was the Titaness of order and justice, her word was seen as law.
Themis is depicted as the blindfolded goddess, seated upon her throne, carrying a sword
and a scale. The blindfold symbolizes her impartiality in judgment and setting reward
or penalty. The scale was used to measure the deed at hand, and the sword was used to
deliver justice.

Figure 6.1: Themis framework logo.

These are the features we expect from an Information Retrieval model. We want to
be impartial for setting reward or penalty to terms in a document in a form of weights.
At the end we aim to derive a measure of document relevance to assign appropriate
rank to each document according to a query. Themis is an in-database data-structure
with clear access interface. This data-structure is optimized for storing English natu-
ral language document models and performs document similarity judgments based on

45
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the enhanced Topic-based Vector Space Model. As well it includes a database imple-
mentation of other fundamental Information Retrieval models, such as VSM. Future
implemented Information Retrieval models should correspond to Themis interface and
might use the common functionality provided by the framework for their benefit.

6.2 Technology
The implementation technology choice was mainly driven by the following factors:

e Efficiency. The selected technology should provide efficient algorithms for han-
dling common Information Retrieval model tasks like sorting, fast key record
access, etc;

e Price. The price of the technology used should not be a barrier for the end-user.
Preferably the technology should be distributed under the open-source license;

e Compatibility. The system should be deployable on different platforms. The
final implementation should be made to work on multiple computer platforms.

A relational database was chosen for the purpose of acting as a storage container
for documents and document models. Moreover, most of the commonly used meth-
ods in Information Retrieval model are already implemented in relational databases.
The efficiency of these methods is driven by the relational database core competence
in these methods. PostgreSQL was chosen as the technology that meets proposed re-
quirements. PostgreSQL is a free object-relational database server (database manage-
ment system), released under a flexible BSD-style license!. PostgreSQL can run on
most of the platforms like Windows, Mac OS X or Linux. Since our use of Post-
greSQL exceeds just the purpose of a simple storage container, we have decided to
implement the system logics in PL/pgSQL. PL/pgSQL (Procedural Language / Post-
greSQL Structured Query Language) is a procedural language. It closely resembles
Oracle’s PL/SQL language. PL/pgSQL extends SQL to a true programming language,
and allows much more control, including the ability to use loops and advanced control
structures. Though PostgreSQL supports many languages, PL/pgSQL is the only pro-
gramming language installed by default. So, by using PL/pgSQL we are able to express
the framework and Information Retrieval models logics and limit the software instal-
lation on an end user system to just a PostgreSQL server. The programming interface
to the system (Themis API) is written in Java primarily for the reason of compatibility
and licensing cost issues.

6.3 Themis System Architecture

The system architecture is related to component aspect of the structure of a system.
In Figure 6.2 we propose the overall system architecture of the Themis framework.
It incorporates structural variance for a concrete Information Retrieval model which
should allow fitting multiple models into Themis framework. The crawler component
is designed as an external one.

Any Information Retrieval model included in the Themis framework should im-
plement three components. These are the Search Engine and the Document Model

! Free or open source license that derives from or is similar to the BSD license.
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Figure 6.2: Themis system architecture.

Builder components which implement the algorithmic part of the model. The Docu-
ment Model provides a model specific persistence layer. All together they build up
the Information Retrieval model component. A structural variance on Information Re-
trieval model component should allow unified interaction with Themis environment.
This includes a common interface for models evaluation, interaction with the crawler
as source of document input and model configuration through a common system con-
figuration repository.

Clients are external components or systems that use Themis API to solve their tasks.
Themis API consists of several APIs provided by depicted components. Proposed
system architecture was used as the guidelines for Themis implementation. Now, we
will discuss all active components of the architecture in detail.

6.3.1 Search Engine

The Search Engine component is a part of the Information Retrieval model component.
Its main responsibility is the comparison of documents based on their document models
through obtaining documents similarity values. In Figure 6.3 a system architecture ex-
tract specifying the Search Engine component and passive/active systems with access
types that are relevant to the Search Engine component are shown. The Search En-
gine component provides a Search API to enable access to the Search Engine internal
functionality. The Search API is responsible for:
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Figure 6.3: Themis Search Engine system architecture.

e Query search: performs the document comparison of the target document with all
documents currently stored in the system in the form of document models. Think
of this functionality as of a normal Web search scenario of entering a query and
obtaining a list of relevant documents ordered by their relevance to the query.
The input parameters should be a document identifier (document text or unique
document ID, note that queries are treated as regular documents). Query search
returns a list of relevant documents at specified range;

e Document comparison: returns similarity of two documents according to the
corresponding Information Retrieval model based on two document identifiers
(document texts or unique IDs).

The Search API is used by the Tester component to perform Information Retrieval
model evaluation. The Search Engine component performs its computations based on
the document models which it receives from the Document Model storage. It is im-
portant to understand that the Search Engine only retrieves document models from the
Document Model storage. How these models appear in the storage is not known to the
Search Engine component. The Search API assumes receiving documents or queries
(treated as documents in Themis). To be able to acquire access to the corresponding
document model the Search Engine component uses an Information Retrieval model
API (see section 6.3.2). The Search Engine passes a document to a Document Model
Builder component which ensures the existence of a document model in the Document
Model storage and will reply with the document model unique identifier.

6.3.2 Document Model Builder

The Document Model Builder component is a part of the Information Retrieval model
component. Its main responsibility is the construction of document models as defined
by the corresponding Information Retrieval model. Every Information Retrieval model
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Figure 6.4: Themis Document Model Builder system architecture.

incorporated into the Themis framework is expected to provide an own Document
Model Builder component implementation. In Figure 6.4 a system architecture ex-
tract is show that specifies the Document Model Builder component and passive/active
systems along with access types that are relevant to the Document Model Builder com-
ponent. The Document Model Builder component provides an Information Retrieval
model API which provides the following functionality:

e Document model insertion: constructs a document model for a document so that
it corresponds to the needs of the implemented Information Retrieval model. If
the document model for the incoming document already exists, it gets updated;

e Document model removal: if there is no further need for keeping a document
model in the system this functionality alows the deletion of a document model.

Consumers of the IR model API are the Search Engine, the Tester and the Crawler
components. The Search Engine component communicates with the Document Model
Builder component to ensure that the query document, which initializes the search, is
present in the system in the form of document model. As the prerequisite to a test,
the Tester component might require creation of document models for documents from
test collections that act as the test workload. The Themis framework assumes the ex-
istence of a Crawler component. This component is responsible for the content of the
Document Model storage and its update frequency.

Finally, the Document Model Builder work is configured through the Themis Con-
figuration Data storage. Such a configuration data might include information on, e.g.
stemming algorithm used, whether stopword removal should be applied, etc. In gen-
eral, one might recognize common settings applicable to any Information Retrieval
model, like in case with document preprocessing steps, and model specific configura-
tions. Because Themis was implemented primarily for the reason of evaluation of the
eTVSM, the implementation also includes support for eTVSM ontology (as described
in section 3.1). The eTVSM Document Model Builder component instance constructs
document models based on the data structure stored in the eTVSM ontology storage.
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6.3.3 Configuration System
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Figure 6.5: Themis Configuration System system architecture.

The Configuration System component provides access to the configuration parame-
ters of the Themis framework. This includes common and model specific configuration
parameters. External components gain access to the Configuration System through the
Configuration API. Figure 6.5 shows a system architecture extract that specifies the
Configuration System component and passive/active systems along with access types
that are relevant to the Configuration System component. The Configuration API pro-
vides the following functionality:

e Setting common, as well as model specific, configuration parameters in the Themis
framework;

e Accessing common, as well as model specific, configuration parameters in the
Themis framework;

e Add/Edit/Delete functionality for the eTVSM ontology concepts. This function-
ality set completely supports eTVSM ontology data structure maintenance.

The Configuration System has a full read/write access to the eTVSM ontology and
Configuration Data storages to fulfill its tasks.

6.3.4 Tester

The Tester component is responsible for carrying out automatic Information Retrieval
model evaluations, collecting measurements, and aggregating these measurements. In
Figure 6.6 you see a system architecture extract that specifies Tester component and
passive/active systems along with access types that are relevant to Tester component.
The Tester component provides a Test API which provides the following functionality:

e Setting test configuration parameters;

e Accessing test configuration parameters;
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Figure 6.6: Themis Tester system architecture.
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e Loading/unloading test collections. This functionality allows loading, editing,
unloading Information Retrieval test collections. Tester component uses IR model
API provided by Document Model Builder component to perform these tasks.
For the description of a common test collection content please refer to sec-
tion 5.3. Test collections are stored in the corresponding storage system;

e Performing tests. Tester component communicates with Search Engine to con-
duct experiments. It uses Search API to initialize search and as a respond obtains
search results produced by a corresponding Information Retrieval model;

e Collecting measurements. The Tester component supports collecting of mea-
surements and their statistical aggregation described in chapters 4 and 5.

The test procedure carried out by the Tester component can be described by the fol-
lowing guidelines: First, the document models for the documents from the target test
collection and the target Information Retrieval model are constructed. Further, the
Tester component collects search results for the target test collection queries. Then, the
measurements and results of statistical aggregations become available through the Test
API. The Test Configuration storage is designed for keeping test runtime configuration
parameters. These include model specific settings, e.g. eTVSM ontology automatic
construction scheme to be used while testing. Basically, these are the settings that do
not influence document preprocessing and work of the Information Retrieval model.

6.3.5 Crawler

The Crawler is treated by the Themis framework as an external component. A crawler
is a program or automated script which browses the document collection in a methodi-
cal, automated manner. A good example of a crawler is a Web crawler which operates
on World Wide Web. In Figure 6.7 a system architecture extract that specifies the
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Figure 6.7: Themis external Crawler system architecture.

Crawler component and passive/active systems along with access types that are rele-
vant to the Crawler component is presented. The Crawler has access to the persistent
storage (Crawler Database) to save results of its work. In this configuration the crawler
discovers new documents by itself, during its work, and provides an API for the exter-
nal components to “suggest” new documents.

In our scenario the Themis framework expects the Crawler to provide natural lan-
guage documents along with their URLs on regular basis. Themis might incorporate
functionality for extracting content bearing part of a document. Document models are
obtained for new incoming documents, while already existing documents get updated.

6.4 Themis Data Model

Above, we have discussed tasks active components of the Themis system architecture
are performing. In this section we will discuss the persistence layer these components
rely on. A data model is a model that describes in an abstract way how data is repre-
sented in an information system, such as Themis.

document document_model word
PK |id < PK,FK1 |doc_id | ——pPK |id
— PK,FK2 | word_id
url value
doc_text weight
is_query
length
last_update document_product
doc1_id
doc2_id
product

Figure 6.8: Themis VSM data model.

Let us start by taking a look at the document model storage for the VSM. For the
description of VSM please refer to section 2.3. The physical schema for the storage
of VSM Document Models is shown in Figure 6.8. The document entity aims to
represent documents which have a VSM document model representation in the sys-
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tem. The url attribute is used to reference the actual location of the document, while
last_update attribute specifies when this document was cached last time from the
specified location. doc_text is the cached document. is_query is a flag used to
distinguish between documents and queries. Finally, the vector length of the document
is stored in the 1ength attribute. This value is stored for performance optimization.
It is possible to obtain this parameter after the document gets cached. Afterwards, we
refer these calculated values while obtaining similarities.

A general search scenario requires obtaining similarity values of a target query
with all documents from the Document Model storage. This happens in two steps:
First, the query is transformed into a query document—including the calculation of the
document vector length. Second, the similarity between the query document and all
other documents is calculated by using the stored vector lengths. Since the calculation
of the vector length is one half of the similarity calculation algorithm, the usage of
stored document vector lengths significantly raises the speed of the calculation.

The document_model entity is used to store document models. Here, doc_id
references a document, weight attribute obtains a word weight value according to
applied weighting scheme. The word access is done through a reference word_id to
the word entity. In Themis, a word represents the smallest information unit. As stated
in section 6.1, Themis is primarily designed for indexing English text documents. This
fact allows us to identify words as sequence of characters between common separator
characters like spaces”. All unique words are then stored as word entities. Further, all
other entities that encapsulate words, would reference the word entity. This forbids
multiplicity on the same word concept representation in the Themis framework.

The inner document product is implemented as a database view—a logical unit that
represents product between each possible document pair in the system. Together with
computation of the 1ength attribute in document entity, the document_product
view covers the algorithm of obtaining VSM similarities.

The Document Model storage is Information Retrieval model specific. The physical
schema for eTVSM Document Model storage is shown in Figure 6.9. The conceptual
difference here, as compared to VSM schema, is the interpretation entity reference in
the document_model entity instead of word reference. Also, document_term
entity was introduced to allow automatic judgments while interpretation selection dur-
ing eTVSM document model construction. For more information on eTVSM docu-
ment model refer to chapter 3. nocc attribute refers to the number of occurrences of
the specific term in the specific document.

Contrary to the VSM case, the eTVSM Document Model storage alone does not
provide enough information for obtaining eTVSM similarities. What lacks are interpre-
tation similarities, which are the part of the eTVSM ontology storage.
interpretation and term entities, as well as word entity discussed before, are
also eTVSM ontology concepts.

The Tester component persistence layer is shown in Figure 6.10. The proposed
physical schema already incorporates IR Test Collection and Test Configuration stor-
ages. Test Collection storage consists of collection, document, query,
relevance and stopword entities. collection entity specifies collection name
and assigns it a unique key. All other entities reference collection to express
their relation to a specific test collection. doc_id attribute of document entity and

2 This fact does not apply to all the languages. E.g., such approach would not be applicable in case
of Japanese or Chinese languages. Especially confusing is Vietnamese, here spaces do not necessary
denote a word break. Other languages exist (like Inuktitut) where a word extracting procedure that relies
on separator characters would result sentences consisting of a single word.
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Figure 6.9: Themis eTVSM data model.

query_id attribute of query entity assign unique entity IDs within test collection.

The relevance entity aims to express relevance between a query and a docu-
ment. The specific relevance entity instance will define that a certain document is
relevant to the specific query in a given test collection. Some test collections specify
suggested stopword list to use while retrieval process. stopword entity is modeled
specifically for these cases, to store suggested stopwords to use while retrieval. The
test and test_cfg entities are designed to be able to distinguish between different
tests. Each test is identified by its name and by parameter values that configure this test.
Initially, two test configuration parameters were proposed. These are the start position
and the number of retrieved documents that identify search results interval to use in a
test. These might be useful if the test is designed to get measurements at a given cut-off
rank.

Finally, test run results need to be stored in order to be able to obtain the desired
measurements. For this reason we have introduced a notion of a run. Basically, run
entity specifies that the test with test_id was performed on the test collection with
col_id. start and finish attributes specify a time span of the test run. Also,
one might specify a description in the descr attribute. The search entity is used
to store results of a run. Additionaly to a run reference, the search entity includes
query_id, doc_id and sim attributes. They specify what similarity value was
obtained for a given query-document pair. The document_map entity specifies the
mapping between document IDs in a test collection and IR model specific Document
Model storage. This is required because Document Model storage IDs might not match
to the ones defined in a test collection, which consequently causes wrong relevance
judgments match.

Now, we will discuss the domain ontology physical data schema (see Figure 6.11)
as used by the eTVSM. For the description of the eT'VSM ontology concepts and their
roles refer to section 3.1. Here, the topic entity is used to represent topics of the
eTVSM ontology concept. Together with the map entity, the t opic entity defines a
topic map (see section 3.1.1). It is then an algorithmic task to ensure that topic map
is free of cycles. The map entity defines a parent topic to child topic relation in a
topic map and sets the specific link type to this relation. The link type is specified in
the map_t ype entity. Further, interpretations (interpretation entity) are linked
to the topics with the help of the imap entity. Similarly, terms (term entity) are
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Figure 6.10: Themis Tester data model.

connected to interpretations with the help of the tmap entity. vector and ivector
entities are used to store topic and interpretation vectors respectively. It should be
algorithmically supported to maintain correct topic and interpretation vectors upon any
changes in eTVSM ontology structure as vector values greatly depend on the ontology
graph structure.

While obtaining eTVSM document similarities the interpretation similarities are
required. Similarly to the case with both vector entities the 1 sim entity is used to
store pre-computed interpretation similarities which will be then reused while calcu-
lation of the document similarities. Finally, the word entity is responsible for storing
the smallest Themis information units—words. All the word instances contained in
other Themis entities that were already presented are the references to the word entity.
These are, e.g. the name attributes of the entities presented in Figure 6.11. Also, the
term attribute of the t erm entity was designed as the array attribute of elements with
type similar to the id attribute of the word entity (e.g. integer). This allows to rep-
resent compound terms (see section 3.1.3) as an ordered list of references to the word
entity. Contrary to the word entity—the st opword entity is used to reference words
that should be ignored while obtaining documnents similarity values. These are the
stopwords that will get filtered out from a document content prior to document model
construction. word_ id attribute is a reference to the corresponding word entity de-
signed as a stopword.
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Figure 6.11: Themis eTVSM ontology data model.

6.5 Time vs. Space Complexity Compromise

One of the eTVSM disadvantages is its high computational complexity. An not opti-
mized eTVSM implementation will not be feasible in a real world problem size sce-
nario. The key to the computational problem is that document model consists from
eTVSM ontology interpretations. Once new interpretations appear or old get removed
from eTVSM ontology, document models for all the documents need to get updated.
Also, when computing document similarities, interpretation similarities are used. In-
terpretation similarity computation is itself a complex task with prior obtaining of topic
vectors, what requires non-local study of eTVSM ontology graph structure. In such a
situation one has to start looking for a compromise between additional storage for pre-
computed intermediate values and algorithm execution time in order to obtain a usable
combination of both. Further, one might loose the requirements on data being up-to-
date. Time precious tasks, such as response to a user query input, might be performed
on “old” data which gets periodically updated in a separate process chain.

We want to present our solution that was implemented in Themis. In Figure 6.12 we
propose an integrated view on main Themis process chains. We have applied the eEPC
notation. Here, hexagons represent triggering events, rounded rectangles represent ac-
tivities and shaded rectangles represent information units consumed and produced by
activities. Further, we present the description of three main process chains and their
dependencies:

e Ontology control chain: In this process chain we track changes in eTVSM on-
tology that influence interpretations similarity values. This chain is initialized
by the “domain ontology is changed” event. Further, based on the current do-
main ontology structure we update interpretations similarity values. Interpre-
tation similarities are the pre-computed values that will be used for documents
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Figure 6.12: Themis event-process chains.

similarity computation. Document models do not get updated synchronously
with domain ontology changes;

e Document model control chain: This chain gets initialized by one of two events.
Either a new document gets crawled by the system (“new document is crawled”),
or the timeout since last document model update has expired (“document model
is outdated”). Afterwards, document model gets constructed for the correspond-
ing document based on the current domain ontology configuration. At this point,
document model becomes up-to-date with respect to domain ontology;

e Query search chain: This chain gets initialized by a user entering a search query
into the system. First, a document model for the query is obtained. The differ-
ence with document model construction in document model control chain is that
the document model is not constructed if the query document model is already
present in the system. Here, we assume that the query document model will get
updated on regular bases in document model control chain. Thus, a query model
is constructed inside this chain only if this query was never sent to the system
before. This should decrease response time for already searched queries. After
the “query model obtained” event, the actual document search is performed.

The presented approach was developed with optimization on accelerating response to
user query input in mind. The basic assumption is that domain ontology changes are
seldom activities with small effects. In a regular scenario, one usually start with an
already constructed ontology allowing minor changes to it over time. In such a case,
document model changes are more frequent because of changes in document source
rather than because of ontology changes. Thus, it is heuristically reasonable to reduce
document model update to only the point of time when it gets re-crawled by the system.
Document models are aggregating over time and collectively compose the informative
system value. Therefore, the reconstruction task of all document models upon change
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in the domain ontology in a short time is not feasible. The assumption of seldom
eTVSM ontology changes allows us to store pre-computed up-to-date interpretation
similarity values. This results in to a minimum reduction of computational complexity
for eTVSM documents similarity calculations.



Chapter 7

eTVSM Evaluation

In the previous chapters we have introduced tasks Information Retrieval deals with. We
have looked into approaches that can be applied to solve these Information Retrieval
tasks. Approaches presented in chapter 2 included the VSM and the TVSM models.
Furthermore, we have introduced a novel Information Retrieval model in chapter 3—
the eTVSM. We have provided measurements and methodologies for Information Re-
trieval models evaluation and comparison in chapter 5. Finally, we have provided hints
on implementation of Information Retrieval models, in particular eTVSM, which are
the target for the evaluation design described in chapter 6.

In this chapter we want to use the theoretical knowledge that was presented before
in order to obtain practical results. We will present our evaluations of the VSM and
the eTVSM using different domain ontology configurations. We will limit our presen-
tation to “milestone” eTVSM evaluations and configurations only. We have performed
many more evaluations and configuration to incrementally raise the effectiveness of
the eTVSM, however due to time and space constraints it is reasonable to put the focus
on configurations which either significantly improved the effectiveness or which unex-
pectedly decreased the effectiveness of the model. Finally we will also compare our
evaluations with some other results from the literature, especially with the results for
the Latent Semantic Analysis (LSA) model.

7.1 Evaluation Setup

In this section we pursue two goals. First, we want to present the evaluation setup which
is used for our evaluations. This includes identification of the test collection, the spec-
ification of the document preprocessing steps and their configurations, and document
model creation particularities. Another, very important goal that we aim to fulfill is to
make evaluations carried in this work comparable with other model evaluations done
by other researchers. The matter is that by having access to such an internal model
configuration it is possible to provide same evaluations of other models with similar
configurations. This will make evaluation results comparable. Unfortunately, our own
experience shows that researchers usually provide final results but neglect stating all of
the common configuration parameters that greatly influence presented results. At the
very end, it is not important which Information Retrieval system performs better on the
evaluated measurement parameter, but which performs better in the same configura-
tion environment. E.g. evaluations show that measurement values differ considerably

59
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when incorporating stopword removal (with most common stopwords) as compared to
no stopword document preprocessing for the same Information Retrieval model. Same
applies if evaluations are done on different stopword sets which are disjoint or inter-
sect instead of being totally equal. Therefore, we are able to perform true inter-model
evaluations and comparisons. It’s our aim to give other researchers the opportunity to
compare their model effectiveness with our results under the same configuration.

To perform our evaluations we will use the Time test collection which was already
presented in section 5.4. The Time test collection consists out of 425 documents and
83 queries. These are the articles from the Time magazine. The reason for selecting
such a small collection is that we had not much practical experience with eTVSM be-
haviour and therefore we prefer a small document model evaluation cycle for eTVSM
evaluation under different ontology configurations. It was already mentioned in sec-
tion 3.5 that the domain ontology configuration is a heuristic task which greatly in-
fluences model performance. Also, it has to be mentioned that the Time collection
consists of about 250000 words and about 20000 unique words. This gives a huge
variety of possible eTVSM ontology configurations—what initially is the target of our
evaluation. Aside of this, there are many Information Retrieval model evaluations for
Time test collection which are available in the literature [10, 22, 50, 34, 56, 35] for
comparison.

At the document preprocessing stage there is no letter case distinction. All the
text is considered to be in lower case. This does not allow distinction between such
terms like it (a common stopword) and IT (abreviation for “Information Technology”).
However, this choice was carried out not only for the sake of simplicity, the Times test
collection itself does not provide character case distinction. The stopword set which is
used for stopword removal is the original Time collection stopword set. It is provided
as a part of the Time test collection in a separate file. For the stemmer we have used
the Porter stemmer [47].

A weighting scheme is required to assign weights to stem words if using the VSM,
or interpretation weights to interpretations in eTVSM (here, document model weights
are assumed, not domain ontology interpretation weights which are all set to be equal
to one). In our evaluations we have used a plain concept occurrence as the measure
of its weight in the document. A separate attention requires the eTVSM document
preprocessing. While our evaluations we have used the document model creation ap-
proach described in section 3.3 as the guideline. To make the document model creation
process more sophisticated we integrated stopword removal as not including stopword
terms in eTVSM ontology, this approach was already discussed. Furthermore, stem-
ming of words is performed only if the word is not found in the domain ontology,
afterwards term search attempt repeats. Finally, the longest matching term principle is
used. All these principles were already discussed in section 3.5.

7.2 VSM Simulation with eTVSM

In chapters 2 and 3 we have shown the evolution of the VSM over the TVSM to the
eTVSM. The eTVSM operates on the vector space defined by the modeled topics and
allows more degree of freedom as compared to TVSM by introducing intermediate
interpretation concepts. Nevertheless, all of the mentioned models are vector based
models. Because the eTVSM operational vector space is configurable through the used
ontology, VSM can be seen as the specific case of the eTVSM. In order to simulate
VSM behavior eTVSM must operate on a specially configured eTVSM ontology. Such



7.2. VSM SIMULATION WITH ETVSM 61

ontology must result in the operational vector space which is compareable to the one
of the VSM.

In this section we will show how it is possible to simulate the VSM with the e TVSM
and we will perform evaluations of both models. The practical goal that we pursue
by such evaluations is to obtain a VSM evaluation measurement which can be later
compared to further eTVSM evaluations. Also, we are able to partly check our eTVSM
implementation and obtain first eTVSM evaluation measurements. Finally, we can use
the methods proposed in section 5.6 to show the insignificant difference between both
these models evaluation measurements as a proof of their equivalence.

7.2.1 Formal Simulation eTVSM Ontology Derivation

In this section we will derive an approach for a domain ontology configuration to ensure
an eTVSM configuration which behaves identical like the classic VSM. Under identi-
cal Information Retrieval models we understand the models which produce identical
similarity values for any given pair of documents. The eTVSM document similarity
function which was derived in section 3.4 is defined as following:
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Now, let us assume interpretation similarities to be such that:
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Under such conditions |d;| can be obtained as:
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Interpretation similarities assumption will leave only the items in our sum for which
k = [. Finally, following the same considerations as in the previous step we obtain
eTVSM similarity function as:
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This function resembles the function for obtaining VSM document similarities:

etvsm.sim(d;, d;)

Z teTWd,; tWd; t
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with the only difference of having document interpretation weights instead of document
stem word weights. However, the principles of obtaining these weights are similar in
both models (this can be plain document occurrence or tf-idf approach discussed in
section 2.3 or any other). So, by ensuring interpretation concepts from the domain
ontology of the eTVSM to be identical to the word stem concepts from the VSM, we
ensure models to be identical. This, as well as interpretation similarity assumption
stated before, can be realized by an ontology modeling approach shown in Figure 7.1.

vsm.sim(d;, d;)

T1 T2 TN

Figure 7.1: VSM simulation eTVSM ontology.

Such a modeling unit which consists of a topic, an interpretation and a term should
be created for each word stem recognized by the VSM. Term is exactly the VSM word
stem, while the interpretation and the topic are “dummy” concept instances. The fact
that there are no inter-topic relations ensures interpretation similarities to be orthogo-
nal towards each other. Also, eTVSM interpretations now correspond to VSM word
stems with one-to-one relation. An eTVSM which operates on an ontology which was
constructed using the principles shown in Figure 7.1 simulates VSM.
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Figure 7.2: VSM simulation recall-precision plot.

7.2.2 Evaluation of VSM Simulation with eTVSM

The preparation phase of our evaluation includes loading of the Time test collection
into Themis through the Tester component. The comparison procedure requires us to
perform evaluation of both Information Retrieval models on the same test collection.
In case of eTVSM we require to configure a domain ontology following the principles
that were presented and theoretically grounded in section 7.2.1. The VSM does not
require any additional configuration as long as all preprocessing steps are configured
analogously to the eTVSM.

Figure 7.2 presents the recall-precision plot as it was described in section 4.2. Here,
we have plotted the average over all queries (recall, precision) points for the corre-
sponding measurements taken at a given cut-of rank r € [1,...,100]. Both plots (for
VSM and eTVSM) coincide to give a path shown. Minor differences in measurements
might be the result of rounding performed along the calculations, and different calcu-
lation schemes applied for both models. In general, it is possible to state that both such
models are identical. Also, as you can see, the general inverse relation between recall
and precision remains.

We have constructed the precision at standard recall levels plots (this was described
in section 4.2) for both of our evaluations. They are presented in Figure 7.3. The visual
comparison of both plots also speaks for the identity of both evaluated models. These
first evaluation measurements we will take as the starting point for our comparisons
with the further eTVSM evaluations we are going to perform in next sections. We
intend to improve these measurements by introducing inter-term semantic relations in
domain ontology used by the eTVSM.
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Figure 7.3: VSM simulation precision at standard recall levels plot.

7.3 Synonymy eTVSM

We have taken the name “synonymy eTVSM” for an eTVSM which operates on an
ontology designed to represent synonymy term relations. The eTVSM ontology total
synonymy modeling pattern is presented in Figure 7.4. We expect to use external syn-
onymy knowledge for an automatic ontology construction. Of course, we expect new
evaluation results to outperform the ones for VSM we have obtained so far, since the
resolution of synonyms should help in detecting new similarities between terms which
haven’t been recognized before.

Automobile
car machine

Figure 7.4: eTVSM ontology total synonymy modeling.

Synonymy is the fact that many equivalent or closely related meanings can be con-
veyed by distinct words. This means any strategy that simply uses string matching to
select documents which contain terms also found in the user’s query is bound to miss
many relevant documents. These are the documents that use another terms with the
similar meaning as the terms specified by the user. Synonyms (alternative names for
the same concept) are well-known feature of natural languages. Together with spelling
differences synonym variations cause many problems in Information Retrieval. If an
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Information Retrieval system is not capable of synonymy recognition it will most prob-
ably see no similarity in document containing terms like car and auto. Standard ap-
proaches to solve this problem are query expansion mechanisms [9, 31, 43, 20]. A
query expansion-enabled interface will take as input a given search term, look for syn-
onyms in the controlled vocabulary, and return documents that match either the search
term or any of its synonyms. In our case, we will use an somehow similar approach;
conveniently eTVSM already incorporates a container for synonymy vocabulary which
can be expressed as a part of the ontology used by the eTVSM. Intuitively, integration
of synonymy into Information Retrieval should increase model effectiveness. Later, in
this section, we will check our guesses by performing concrete evaluations.

7.3.1 WordNet as Source of Semantics

We have already shown how it is possible to simulate a VSM with an eTVSM in sec-
tion 7.2. This can be achieved by applying a specially modeled “dummy” ontology.
Such ontology assumes all terms to be orthogonal—inter-independent. However, the
eTVSM potential is hidden in its ability of representing term relations and to model
term meaning relations as used by humans. For a small sized ontology, like one shown
before in Figure 3.14 concept relations can be modeled manually. Similar examples
of an ontology modeling can be found in [36]. But, such approach does not suit our
needs. It is not feasible to model semantic relations manually for some thousands of
terms (which are potentially present in Time test collection or in any real world sce-
nario) in a short time. Moreover, the complexity multiplies with the need of ontology
re-modeling for eTVSM re-evaluation with applying different ontology modeling ap-
proaches.

An alternative to manually modelling an ontology is the reuse of existing ontologies
or lexicons. WordNet is a semantic lexicon for the English language. It groups English
words into sets of synonyms called synsets, and it provides short, general definitions,
and records the various semantic relations between these synonym sets. WordNet was
created and is being maintained at the Cognitive Science Laboratory of Princeton Uni-
versity under the direction of psychology professor George A. Miller. Development
began in 1985. Since then WordNet has grown to include 117597 synsets which in-
clude a total of 207016 word-sense pairs. WordNet can be interpreted and used as
a lexical ontology in the computer science sense. In our scenario, we want to reuse
this accumulated knowledge. We aim at an automatic domain ontology construction
by reusing the WordNet. This can be achieved by extracting terms and their semantic
relations from the WordNet lexicon and loading them into an ontology suitable for the
eTVSM.

The WordNet database and software tools have been released under a BSD style li-
cense and can be downloaded at [4] and used freely. The database can also be browsed
online [7]. There exist many related projects, primarily artificial-intelligence solu-
tions and access APIs. One of these APIs is of particular interest to us. This is the
PostgreSQL API proposed within WordNet SQL Builder project [5]. We have used
WordNet version 2.1 and loaded it into a PostgreSQL database schema to unify the
domain ontology and WordNet storage. To allow an automatic ontology construction,
a transformation script was written which mapped WordNet concepts to ontology con-
cepts. In Figure 7.5 we provide the WordNet schema extract proposed by WordNet
SQL Builder project which is relevant to our needs.

The synset entity is used to store WordNet synsets. The semlinkref entity is
used to define semantic links between any pair of two synsets. The semantic link type
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linkdef
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PK | wordid
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Figure 7.5: WordNet SQL Builder schema extract.

is defined in the 1inkdef entity. The word entity is used to store terms—these are
terms in the sense of the eTVSM as presented in section 3.1.3. These terms are ordered
to appropriate synsets through the sense entity. Each term can appear in multiple
synsets, as well as each synset can include multiple terms. rank property of sense
entity is used to assign a rank to a term-synset relation. E.g. term car is assigned to
five synsets (has five senses). The most highly ranked sense is “a motor vehicle with
Sfour wheels; usually propelled by an internal combustion engine” which is assigned a
tagcount of 598. The next ranked sense (tagcount of 24) for the term car is “a
wheeled vehicle adapted to the rails of railroad”. tagcount is a measure of term
sence usage frequency. Synset descriptions are defined in the definition attribute
of the synset entity. Finally, the pos property of a synset entity is used to define
a part of the speech for the terms which are grouped in the synset.

7.3.2 Synonymy eTVSM Ontology Modeling Approach

In this section we want to present a possible principle of automatic domain ontology
construction which exploits the synonymy semantic relations given by the WordNet.
This approach has caused our Information Retrieval model effectiveness measurements
to improve as compared to the VSM evaluation. The starting point for our synonymy
eTVSM approach is the “dummy” ontology as already presented in section 7.2.1. The
prior approach did not assume any semantic relations between terms. We will now start
to narrow this gap by automatically assigning synonymy relations from the WordNet
between terms recognized while the evaluation presented in section 7.2 when we were
simulating VSM with eTVSM. The following pseudocode for adding new terms from
the target test collection into the synonymy ontology has to be applied on each term
recognized in the document base:

IF term (T) EXISTS IN eTVSM ontology RETURN
ELSE
IF term NOT IN WordNet
create dummy eTVSM ontology for term (T)
ELSE
select most highly ranked synset/sense (S) for term (T)
create linked topic and interpretation for synset (S)
create term (T)

QO J oy U1 W DN
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9: link term (T) to interpretation (S)

In case when a term was not found in the WordNet database (line 3) the “dummy”
ontology consisting of linked topic, interpretation and term (like in the case of the VSM
simulation) has to be be created (line 4). Otherwise, we create a new term and link it to
a new or existing most highly ranked WordNet synset equivalent interpretation. This
procedure has to be repeated for each term in the following priority order: noun, verb,
adjective and then adverb. This assures that we check all parts of the speech in the
order of most common WordNet synsets. This is required because some terms can
represent different parts of the speech, e.g. likely can be either adjective or adverb.
First, we look for the most content bearing parts of the text—nouns, further moving to
the term senses that have less content weight. Such procedure assures that each term
is present only once in the resulting eTVSM ontology with exactly one sense (one link
to interpretation). Moreover, in each case we take only the most highly ranked synset
(most common term sense). Finally, all these measures result in an eTVSM ontology
free from semantic non-determinism which extracts most of the synonymy knowledge
from WordNet.

7.3.3 Evaluation of Synonymy eTVSM

The preparation phase of synonymy eTVSM evaluation as compared to VSM simu-
lation differs only in a model preparation activity, in particular the eTVSM ontology
construction. Figure 7.6 presents the precision at standard recall levels plot for the
synonymy eTVSM evaluation (syn eTVSM) superposed on the same type plot for the
VSM evaluation (VSM).
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Figure 7.6: Synonymy eTVSM precision at standard recall levels plot.

Visually the synonymy eTVSM has a higher precision at all eleven standard recall
levels. Furthermore, we will perform a comparison of the VSM and the synonymy
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eTVSM following the procedure proposed in section 5.6.2. For the measurements,
upon which to perform comparison, we have chosen precision and recall measure-
ments. These measurements were collected for each query from the test collection at a
cut-off rank equal to the number of relevant documents proposed by the test collection
for this query. In such a setup the number of relevant documents and the number of
documents retrieved is always equal. Thus, precision is equal to recall, resulting in a
single measurement value for each model-query pair. Measurements were collected for
both models.

According to the comparison procedure we have constructed confidence intervals
for a difference in compared measurement values. We have decided to construct confi-
dence intervals for 4 = p1 — o where 1 is the mean measurement value for synonymy
eTVSM and p is the mean measurement value for VSM for different confidence levels
«. The computational results are provided in Table 7.1. The intervals were obtained
based on computed estimators 2 = 0.0177 and S? = 0.0285. According to the applied
comparison procedure we can conclude that synonymy eTVSM performs better than
the VSM with respect to the compared measurement value when confidence interval is
a positive interval not containing zero. In Table 7.1, you can find that such a state is
achieved when confidence level « is raised to 0.35.

a | tg21-g I,
0.01 | 2.6371 | [—0.0312,0.0665]
0.05 | 1.9893 | [—0.0192,0.0545]
0.10 | 1.6636 | [—0.0131,0.0485]
0.15 | 1.4531 | [-0.0092,0.0446]
[- ]
[- ]
[- ]

0.20 | 1.2920 0.0062,0.0416
0.25 | 1.1586 0.0038,0.0391
0.30 | 1.0430 0.0016,0.0370

0.35 | 0.9400 | [0.0003,0.0351 |

a—confidence level, t—Student-t distribution quantile,
I—confidence interval.

Table 7.1: VSM and synonymy eTVSM comparison—confidence intervals.

The statistical generalization concludes that in a sequence of similar comparisons of
the VSM and the synonymy eTVSM on similar test collections the synonymy eTVSM
will perform better with respect to compared measurement value on average in 2 out
of 3 cases. In 1 out of 3 cases it will be not possible to give statistically grounded
preference to the synonymy eTVSM over the VSM.

7.4 €eTVSM with Semi-automated Ontology

The previously presented Synonymy eTVSM assumes that we define sets of terms; all
the terms inside such set are considered to be completely interchangeable in a seman-
tic sense. In synonymy eTVSM all the terms from one such set get connected to one
corresponding interpretation and further to a topic. So, terms can be either considered
totally similar or totally not similar. However, eTVSM allows expressing intermediate
similarity levels between terms by setting relations between topics on the topic map
level. This opens new possibilities for expressing semantics to further improve Infor-
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mation Retrieval effectiveness of eTVSM. This is, however, a hypothesis that should
be checked.

7.4.1 Why Semi-automated?

Of course, a completely automatic approach to eTVSM ontology construction which
assures high model effectiveness is a desired solution. This would mean that an eTVSM
based system can be deployed and configured to right away deliver highly effective re-
sults. These results would exploit term semantic relations obtained from WordNet and
are expected to compete or even outperform any existing Information Retrieval system.
We have performed numerous evaluations which included different topic map config-
uration patterns. Just to give an idea, we have tried to load hyponymy and meronymy
relations both and each separately, we have used the domain term relation presented in
WordNet, we have tried the approach presented in [36] for automatic eTVSM ontol-
ogy loading from WordNet. The results of our attempts are summarized in Figure 7.7.
Here, with dashed lines, we have presented the general guiding lines for the precision
at standard recall levels plots we have obtained during our evaluations.
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Figure 7.7: Guiding lines for precision at standard recall levels plot in case of eTVSM
with automated ontology evaluations.

It is visually distinguishable that our totally automated ontology construction ap-
proaches result in a model that performed worse than synonymy eTVSM or even VSM.
The conclusion, which needs to be done is that it is hard to find a full automated ap-
proach that provides good results. Moreover, even if we find such an approach its
benefits are doubtful for the use on other test collection or in general case. The reasons
for this, as we can identify them, are:

e WordNet is a general purpose ontology. Specific domain knowledge is not present
in WordNet; therefore, it has no chance to get into a domain ontology. E.g. the
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Time collection which is composed from the articles from the Time magazine
of the period of Cold War. To be more precise its articles cover the period of
1950s’-1960s’. WordNet, however, does not represent historical knowledge of
that time in sufficient level of details. E.g. a query like “signing of the test
ban treaty.” which is query number 60 in Time test collection demonstrates this
problem. The term test ban is present in WordNet. It is also possible to discover
through hyponymy relation that test ban is a kind of a ban, prohibition, refusal,
denial, etc. It is, however, not possible to figure out that this ban has to do with
a ban on testing of nuclear weapons and what countries were involved in this
treaty. Such information would be quite useful for retrieving relevant documents
in this particular case;

e WordNet does not include all terms. E.g. a term like Ngo Dihn Diem—*first
President of the Republic of Vietnam” is not present in WordNet, but is quite
often within Time test collection documents and queries. The manual study of
Time test collection suggests of introducing synonymy relation between terms
Ngo Dihn Diem and President Diem. Furthermore, any relation of Ngo Dihn
Diem to Vietnam is also missing.

These observations led us to the idea to come up with a list of heuristic recom-
mendations for constructing eTVSM ontology automatically or, if prior is not always
possible, manually. In such conditions domain ontology construction can be seen as
the symbioses of two: automatic loading term relations from WordNet and later hu-
man semantic enrichment which addresses described earlier problems. Because of this
human intrusion, we will address the resulting ontology as the one obtained through a
semi-automated procedure.

7.4.2 Semi-automated eTVSM Ontology Modeling Approach

After deciding to allow human intrusion into the domain ontology construction process
we will go again a step back and take the ontology obtained on the synonymy eTVSM
step as the starting point for a new ontology. We will now state a list of hypotheses
we consider relevant for improving the effectiveness of eTVSM through semantic term
relation enrichment of our initial ontology:

e Most of the semantic knowledge, valuable for Information Retrieval model effec-
tiveness, is concentrated in queries. The primary reason for this hypothesis is
the fact that queries are the initiators of retrieval process. We, users of an In-
formation Retrieval system, formulate our information need in form of queries.
We do this by encoding in queries all the content and semantic information that
describes our needs. In regular Information Retrieval scenario queries are short
documents, significantly shorter than documents we intend to retrieve. Thus, by
reducing human activities only to operations on queries we significantly decrease
required human effort in ontology construction assistance, and at the same time
maximize these effort effectiveness;

o All compound terms that occur in queries should be recognized. Compound
terms were already discussed in section 3.1.3. Failing to recognize such terms
as, e.g., test ban—*“a ban on the testing of nuclear weapons that is mutually
agreed to by countries that possess nuclear weapons” or Ngo Dihn Diem—*‘first
president of the Republic of Vietnam” from Time test collection might greatly
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distort intended query semantics which consequently will deliver documents rel-
evant to the misjudged user intention;

e FEach recognized term should be a part of a synonymy group. Benefits of syn-
onymy were already described and grounded in section 7.3. If there exist total
synonymy terms for the terms that appear in queries—they should be modeled;

o Semantic relations between terms from the same query should be modeled. 1f
there exist any semantic relations that were presented in section 2.2 between
any pair of terms from the query they should be modeled. This should poten-
tially increase the chance of retrieving documents that include similar semantic
relations—which is an intended behavior;

e Specific domain knowledge for terms from queries should be modeled. Some
terms might intend to define not a general purpose meaning, but a meaning spe-
cific to some domain. E.g., term hot line in WordNet is described as “a direct
telephone line between two officials”. However, within Time test collection the
intended meaning for term hot line is the concrete “direct telephone line between
the White House and the Kremlin”. The knowledge about concrete official users
might be valuable for this concrete test collection. Similar, the term Ngo Dihn
Diem might be modeled to possess relations with Vietnam and President terms.

The above presented are the most important factors that we believe should be included
into an eTVSM ontology to ensure high retrieval effectiveness. These should be treated
as suggested guidelines to eTVSM ontology construction. If it is possible this approach
is preferred to be performed automatically, if not, it might be partially automated and
further finalized through human assistance.

7.4.3 Evaluation of eTVSM with Semi-automated Ontology

In the previous section we have produced hypotheses that should improve eTVSM
effectiveness. In this section we want to derive practical justification or rejection of
these hypotheses by performing evaluations. The preparation phase for eTVSM eval-
uation will now consist of two stages. First, we have to perform preparation we have
accomplished for the synonymy eTVSM (see section 7.3.2), afterwards we will enrich
the obtained ontology by following the guidelines presented in section 7.4.2. In order
to demonstrate the application of these guidelines in action we present some concrete
examples from Time test collection. We will concentrate our attention only on issues
relevant to stated hypotheses:

1. Query 60: “Signing of the test ban treaty.”

The proposed eTVSM ontology constructed according to descrbred principles
for query 60 is shown in Figure 7.8.

The particularity of such a query is that after stemming and stopword removal
it consists of four words: sign, test, ban and treaty. And, that the most content
bearing part of the query is encoded in a single compound term—test ban. Fail-
ing to recognize this term leads to query misunderstanding. Here, we have also
assigned a semantic relation between a pair of terms from query. It specifies that
test ban is an instance of a treaty. Term treaty is assigned synonym pact obtained
from WordNet.
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Treaty

\HAS—INSTANCE

Figure 7.8: Query 60 from Time test collection enrichment ontology extract.

2. Query 2: “Efforts of ambassador Henry Cabot Lodge to get Viet Nam’s Presi-
dent Diem to change his policies of political repression.”

Proposed eTVSM ontology constructed according to descrbred principles for
query 2 is shown in Figure 7.9.

Vietnam President
ambassador

HAS-PART, HAS-MEMBER HAS-INSTANCE
south South @ Ngo Dihn
Ambassador . : g .
vietnam Vietnam Diem
HAS-INSTANCE HAS'MEMBER/

ngo dihn president
diem diem

henry cabot Henry Cabot
lodge Lodge
ambassador
lodge

Figure 7.9: Query 2 from Time test collection enrichment ontology extract.

The compound terms that should get recognized in this query are: Henry Cabot
Lodge, Viet Nam, President Diem. Further, we should apply domain knowledge
to represent that Henry Cabot Lodge was the ambassador in South Viet Nam and
Ngo Dihn Diem was the President in Viet Nam. To extend relations between
terms in the query we might relate South Viet Nam to Viet Nam as its part. For
relations modeling in a query like this it is quite likely that the human participa-
tion would be required.

Recall-precision Plot

For our evaluation we have obtained eTVSM ontology by first performing automated
synonymy eTVSM ontology construction. We have then added all additional relations
manually. Nevertheless, it is possible to perform portion of the task we have performed
automatically by loading corresponding WordNet concepts. We have followed to the
proposed guidelines and performed ontology construction similar to example queries
2 and 60 we have presented from Time test collection. It must be mentioned, that as
far as proposed guidelines can not be seen as strict instructions; there is a notion of
heuristics in our procedure. However, we believe that any rational work in proposed
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direction should deliver improvement in results. Figure 7.10 graphically presents recall
and precision measurements we have obtained at this stage of evaluation.
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Figure 7.10: eTVSM with a semi-automated ontology recall-precision plot.

With a solid line, we have plotted measurements obtained while VSM evaluation
(VSM). This line can be seen as a benchmark for further comparisons. At the early
stages of eTVSM ontology construction we have performed evaluation to check how
eTVSM behaves. We have performed eTVSM re-evaluation after each 2-3 queries
we have used to derive term relations. Measurements for some initial intermidiate
evaluations are shown with dashed lines (int. ¢eTVSM). The behavior of recall-precision
plot with respect to number of processed queries assured us that we are on the right
way. We have presented the recall-precision plot for our final evaluation with eTVSM
ontology after performing processing of approximately half of Time test collection
queries (111 additional term relations were added manually for about 16000 terms
in total). It is shown with dashed line of variable-dash line lengths (s-a eTVSM—
closest to the right-top corner). Regardless of quite considerable visual improvement in
recall-precision plot, we believe that not actual numbers are of real value, but a general
tendency of model effectiveness behavior which tends to the (1, 1) recall-precision
measurement values combination.

Precision at Standard Recall Levels Plot

We have constructed the precision at standard recall levels plot for our final eTVSM
evaluation. You can see it in Figure 7.11 superposed on plots for prior evaluations:
VSM simulation (VSM) and synonymy eTVSM (syn eTVSM). It is shown with line
connecting solid-filled circles that represent actual precision values (s-a eTVSM). As
you can see, eTVSM with ontology configuration derived in this section delivers better
precision at all standard recall levels.
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Figure 7.11: eTVSM with a semi-automated ontology precision at standard recall levels
plot.

Comparisons

a ls2,1-2 1,
0.00050 | 3,6251 | [—0.0059,0.2567]
0.00075 | 3.5021 | [~0.0014,0.2522]
0.00100 | 3.4132 | [0.0018, 0.2490 |
0.00125 | 3.3432 [0.0043,0.2465]
0.00150 | 3.2853 [0.0064, 0.2444]

a—confidence level, t—Student-t distribution quantile,
I—confidence interval.

Table 7.2: VSM and semi-automated eTVSM comparison—confidence intervals.

We will perform comparisons of semi-automated eTVSM with prior performed
evaluations of VSM and synonymy eTVSM. First we will perform the comparison
procedure described in section 5.6.2. We compare the semi-automated eTVSM with
the VSM. Again, as in section 7.3.3, for a comparison measurement we will take re-
call and precision measured for each query at a cut-off rank equal to the number of
relevant documents to this query proposed by the Time test collection. Thus, recall is
equal to precision for each query and we have one measurement value for each query-
model pair. We will construct confidence intervals for 4 = @1 — ps where pq is the
mean measurement value for semi-automated eTVSM and p:2 is the mean measurement
value for VSM. Intervals were obtained based on computed estimators 2 = 0.1254 and
S$? = 0.1089. Computational results for confidence intervals are given in Table 7.2.
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The comparison setup concludes that semi-automated eTVSM performs better than
VSM with respect to compared measurement parameter when confidence interval is a
positive interval not containing zero. In Table 7.2 you can see that such condition holds
when confidence level « reaches value of 0.001.

We have performed the same procedure for the same measurement parameter to
compare semi-automated eTVSM with synonymy eTVSM. Confidence intervals for
W = 1 — po were constructed, where i1 is the mean measurement value for semi-
automated eTVSM and po is the mean measurement value for synonymy eTVSM.
Intervals were obtained based on computed estimators 2 = 0.1077 and S? = 0.0836.
Computational results for confidence intervals are given in Table 7.3. In this compar-
ison setup we can conclude that semi-automated eTVSM performs better than syn-
onymy eTVSM with respect to compared measurement parameter when confidence
interval is a positive interval not containing zero. In this comparison the confidence
level of 0.001 still includes zero and has negative segment. However, at 0.00125 con-
fidence level « the statement of semi-automated eTVSM superiority over synonymy
eTVSM becomes statistically grounded.

« lg21-2 I,
0.00050 | 3,6251 [—0.0073, 0.2228]
0.00075 | 3.5021 [—0.0034, 0.2189]
0.00100 | 3.4132 | [~0.0006,0.2161]
0.00125 | 3.3432 | [0.0016, 0.2138 ]
0.00150 | 3.2853 [0.0035, 0.2120]

a—confidence level, t—Student-t distribution quantile,
I—confidence interval.

Table 7.3: Synonymy eTVSM and semi-automated eTVSM comparison—confidence
intervals.

In both comparisons performed the significance level « is low enough to conclude
that semi-automated eTVSM outperforms VSM and synonymy eTVSM. Next, we per-
form a statistical test and check the level of difference in the measured parameter, that
we can statistically reason on semi-automated eTVSM superiority. The test description
was given in section 5.6.3. Results of the test are provided in Table set 7.4.

These results can be interpreted as follows: Suppose, you want to check the sig-
nificance level of measured parameter for semi-automated eTVSM to be better as for
VSM for dy = 0.03. The corresponding test statistics value 7" from Table 7.4.a is
1.6832. Further, you must find an appropriate ¢ value in Table 7.4.c for which holds
T > t. In our case this ¢ value is 1.6542. The corresponding confidence level « is,
therefore, 0.05. This means that semi-automated eTVSM outperforms VSM in com-
pared parameter in 0.03 with a confidence level of 0.05. Following same procedure,
we might conclude, that semi-automated eTVSM outperforms synonymy eTVSM in
compared parameter in 0.03 with a confidence level « of 0.09.

The study of difference-confidence level pairs also speaks for superiority of semi-
automated eTVSM over VSM and synonymy eTVSM, even in the test conditions of
Time test collection that has only 83 queries. However, the problem of statistical signif-
icance justification of obtained results is opened for all test collections, as they usually
possess limited number of queries, resulting in a small sets of tested measurement val-
ues.
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dy T do T o | tiea,1—a
0.001 | 2.1948 0.001 | 1.8570 0.01 2.3493
0.005 | 2.1242 0.005 | 1.7874 0.02 | 2.0702
0.01 | 2.0360 0.01 1.7004 0.03 1.8939
0.02 1.8596 0.02 1.5264 0.04 1.7616
0.03 | 1.6832 0.03 | 1.3524 0.05 1.6542
a) 0.04 | 1.5068 b) 0.04 | 1.1784 c) 0.06 1.5629
0.05 | 1.3304 0.05 | 1.0045 0.07 1.4830
0.06 | 1.1540 0.06 | 0.8305 0.08 1.4115
0.07 | 09776 0.07 | 0.6565 0.09 1.3465
0.08 | 0.8012 0.08 | 0.4825 0.10 1.2867
0.09 | 0.6247 0.09 | 0.3085 0.15 1.0397
0.10 | 0.4483 0.10 | 0.1345 0.20 | 0.8438

do—tested difference level, T—test statistics,
a—confidence level, t—Student-t distribution quantile.

Table 7.4: Results of the test: a) test statistics for semi-automated eTVSM and VSM
test, b) test statistics for semi-automated eTVSM and synonymy eTVSM test, c) confi-
dence levels and corresponding Student-t distribution quantiles.

Summary

The proposed approach has delivered a significant improvement in eTVSM evaluation
results. Nevertheless we have to rely on human assistance, we attempt to keep it as
small as possible. Potential human operations are reduced to query interpretations.
To further benefits of proposed approach one might address non local phenomenon of
acquired improvements. Along with the re-evaluations of eTVSM for intermediate on-
tology configurations we have observed not only improvements in measurements for
queries been processed, but also for other queries from test collection. For the concrete
test collection (Time collection) it makes sense to go through all queries and perform
proposed procedure. But what to do in a real-world scenario, with ever changing doc-
ument collection and endless stream of various incoming queries? For such cases we
propose the following behavior: The starting eTVSM ontology should be configured
following the principles presented in synonymy eTVSM description (see section 7.3.2).
Afterwards, one might apply ontology enrichment with term relations acquired from
most common queries that were sent to the system. To make this approach feasible,
one must keep track of queries sent to the system and their frequencies.

Additionally the proposed approach suits well for the Information Retrieval sce-
nario with user feedback. Imagine that users of your system are allowed to send back
their experience of working with your system in a form of documents they intend to see
retrieved or retrieved with a higher rank position to a given query. One might enrich
eTVSM ontology to contain term relations between query and document terms for such
most frequent user suggestions.

7.5 Latent Semantic Analysis

So far we have performed evaluations and comparisons of the eTVSM and the VSM.
On a very high level we explain superiority of eTVSM over VSM in terms of eTVSM
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ability to actually “understand” documents and queries. eTVSM tries to model hu-
man perception in parts through representing human perceptional units and relations
between them in the eTVSM ontology. Thus, an ontology configuration becomes some
sort of a simplified human perceptual model we believe to be sufficient for our scope of
Information Retrieval problem. In this section we want to discuss another Information
Retrieval model that applies similar view to the Information Retrieval problem—the
Latent Semantic Analysis (LSA). The LSA approach claims as one able to model hu-
man conceptual knowledge. Applied mechanisms allow comparing documents at the
level of their topical similarity.

LSA is a well studied approach with widely available evaluation results for various
test collections. We would like to perform comparisons of former obtained in our work
evaluation results for eTVSM with same measurements obtained in LSA evaluations.
Furthermore, we will give a brief introduction to LSA with presenting principles of
LSA operations it takes to fulfill its tasks. We will then provide LSA evaluation results
we have found in the literature for Time test collection. Finally, we would like to
provide conceptual differences, as we see them, between eTVSM and LSA.

7.5.1 Introduction to Latent Semantic Analysis

LSA is a fully automatic mathematical/statistical technique for extracting and inferring
relations of expected contextual usage of words in passages of discourse. It is not a
traditional natural language processing or artificial intelligence program; it uses no hu-
manly constructed dictionaries, knowledge bases, semantic networks, grammars, syn-
tactic parsers, or morphologies, or the like, and takes as its input only raw text parsed
into words defined as unique character strings and separated into meaningful passages
or samples such as sentences or paragraphs. LSA is a theory and method for extracting
and representing the contextual-usage meaning of words by statistical computations.
LSA was applied and assessed in several ways. These are:

e predictor of query-document topic similarity judgments;

e simulation of agreed upon word-word relations and of human vocabulary test
synonym judgments;

e simulation of human choices on subject-matter multiple choice tests;
e predictor of text coherence and resulting comprehension;

e simulation of word-word and passage-word relations found in lexical priming
experiments;

e predictor of subjective ratings of text properties, i.e. grades assigned to essays;
e predictor of appropriate matches of instructional text to learners;

e mimic synonym, antonym, singular-plural and compound-component word re-
lations, aspects of some classical word sorting studies, to simulate aspects of
imputed human representation of single digits, and, in pilot studies, to replicate
semantic categorical clustering of words found in certain neuropsychological
deficits [37].
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What is interesting in respect to our work is LSA application in Information Retrieval
field. Some researchers have called attention to the analogy between Information Re-
trieval and human semantic memory processes. One way of expressing their common-
ality is to think of a searcher as having in mind a certain meaning, which he or she
expresses in words, and the system as trying to find a text with the same meaning. Sys-
tem’s success will then be the correct query meaning interpretation and further retrieval
of documents with a similar meaning from a document collection. It was shown that
LSA copes with this task better than systems that look for term matches in queries and
documents. Its superiority can often be traced to its ability to correctly match queries to
documents of similar topical meaning when query and document use different words.

Some first tests of LSA were performed against standard test collections, most of
them were presented in Table 5.1 on page 39. These are test collections of documents
for which representative queries have been obtained and knowledgeable humans have
more or less exhaustively examined the whole database and judged which abstracts are
and are not relevant to the topic described in each query statement. For such experi-
ments LSA performance ranged from equivalent to the best prior methods to up 30%
improvement as compared to them.

7.5.2 Latent Semantic Indexing

In the context of its application to Information Retrieval, LSA is called Latent Semantic
Indexing (LSI). Prior to start comparison of eTVSM and LSI evaluation results we
would like to present the algorithmic formalism used by LSI [38]. The first step is to
represent the text as a matrix in which each row stands for a unique word and each
column stands for a text passage or other context. Each cell contains the frequency
with which the word of its row appears in the passage denoted by its column. The
cell entries are then subjected to a preliminary transformation. It is basically the term
weighting scheme in which each cell frequency is weighted by a function that expresses
both the word’s importance in the particular passage and the degree to which the word
type carries information in the domain of discourse in general.

Let X be such a matrix that element (7, j) describes the occurrence of term 4 in
document j, as simplest—term occurrence in the document. Then X looks like this:

dj

Z1,1 T1n

tr —

i

Tm,1 e Tm,n

Each row in such a matrix will be a term vector giving its relation to each document:

LLZT = [-ri,l ‘e xiyn}

Similar, a column in this matrix will be a document vector, specifying its relation to
each term:

T1,j

Lm,j
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Now, the dot product tiTtp between two term vectors gives the correlation between the
terms over the documents. The matrix product X X contains all these dot products.
Element (4, p) (which is equal to element (p, 7)) contains the dot product ] t,, (= t]'t;).
Likewise, the matrix X7 X contains the dot products between all the document vectors,
giving their correlation over the terms: d} d, = d d;.

LSI applies singular value decomposition (SVD) to the matrix. This is a form of
factor analysis, or more properly the mathematical generalization of which factor anal-
ysis is a special case. In SVD, a rectangular matrix is decomposed into the product of
three other matrices. One component matrix describes the original row entities as vec-
tors of derived orthogonal factor values, another describes the original column entities
in the same way, and the third is a diagonal matrix containing scaling values such that
when the three components are matrix-multiplied, the original matrix is reconstructed.
There is a mathematical proof that any matrix can be so decomposed perfectly, using
no more factors than the smallest dimension of the original matrix. Now assume that
our matrix X was subject to SVD to give U and V' orthonormal matrices and ¥—a
diagonal matrix.

X =Uxv7T

The matrix products giving us the term and document correlations then become:
xXxT UV (UsvTT = (UsvT) (VT sTyT)
usvivetuT =ussTu”
XTX = (UsvhHTUzvT) = (VT sTuT)(UsvT)
= VvuTusvt =vxTsy?

Since X7 and ¥TY are diagonal we see that U must contain the eigenvectors of
X X7, while V must be the eigenvectors of X7 X. Now the decomposition looks like
this:

U by VT
(d;)
!
g1 0 [ \41 }
) — | |ur| .. |w : o :
0 . o] [ Vi }
The values o1, ..., o; are called the singular values, and uy,...,u; and vy, ..., v; the

left and right singular vectors.

When fewer than the necessary number of singular values are used, the recon-
structed matrix is a least-squares best fit. One can reduce the dimensionality of the
solution simply by deleting coefficients in the diagonal matrix, ordinarily starting with
the smallest leaving k largest singular values. (In practice, for computational reasons,
for very large test collections only a limited number of dimensions, currently a few
thousand, can be constructed.) The amazing thing about this approximation is that not
only does it have a minimal error, but it translates the term and document vectors into
a concept space. The vector ¢; then has k entries, each giving the occurrence of term i
in one of the k concepts. Likewise, the vector d}- gives the relation between document
j and each concept. This approximation can be written as:
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Xy, = Up e ViE

You can now do the following:

e See how related documents j and g are in the concept space by comparing the
vectors d; and d,, (typically by cosine similarity). This gives you a clustering of
the documents;

e Comparing terms i and p by comparing the vectors #; and fp, giving you a clus-
tering of the terms in the concept space;

e Given a query, view this as a mini document, and compare it to your documents
in the concept space.

To do the latter, you must first translate your query into the concept space. It is then
intuitive that you must use the same transformation that you use on your documents:

d;y = 3,'Uld;

This means that if you have a query vector ¢, you must do the translation ¢ = E;l Ulq
before you compare it with the document vectors in the concept space. The comparison
of the query vector with all document vectors will conclude the document collection
search for relevant documents.

By reducing dimensionality only to the most significant dimensions LSI is able to
abstract from unimportant seldom content extracting valuable conceptual knowledge
and presenting it in the low-dimensional (appropriate for computational requirements)
concept space. Such operation of abstracting from details and concentrating on main
topic is concidered by LSI to be similar to human normal approach to world perception.

7.5.3 Comparison of LSI with eTVSM

In order to be able to compare LSI evaluation results with those already obtained for
eTVSM we performed a search for existing LSI evaluations on the Time test collec-
tion. Further, we obtained an approximate values for comparable measurements on
evaluation that has delivered best results for LSI out of what we have found. For this
purpose we used evaluation results we obtained from [10]. The visual comparison of
such approximate precision at standard recall levels plot for LSI with former eTVSM
evaluations can be done in Figure 7.12. Here, the LSI effectiveness approximation,
dashed line (LSI approx), is superposed on already presented evaluation measurements
for eTVSM.

Visual analysis shows that LSI evaluation from [10] performs better than synonymy
eTVSM 7.3 (syn eTVSM) and worse than semi-automated eTVSM (s-a eTVSM) eval-
uation measurements obtained in section 7.4. However, you might as well find LSI
evaluations that do not show superiority over synonymy eTVSM [18]. LSI gives de-
scriptions on how to represent the contextual-usage meaning of terms by precise statis-
tical computations leaving minor space for variations. The only model parameter that
can influence effectiveness is the number of dimensions to include in a concept space.
In such conditions, the number of possible variations of concept space modeling is
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Figure 7.12: LSI precision at standard recall levels plot.

very limited. On the other hand, eTVSM allows an unlimited number of operational
spaces each giving the specification of capable human-like understanding of semantic
relations between terms. Some general LSI drawbacks are:

e The resulting dimensions might be difficult to interpret. This leads to results
which can be justified on the mathematical level, but have no interpretable mean-
ing in natural language;

e LSA,in general, assumes that words and documents form a joint Gaussian model
(a Poisson distribution is observed). A newer alternative is a probabilistic Latent
Semantic Analysis [29] based on a multinomial model. It is reported to give
better results than standard LSA.






Chapter 8

Conclusions

In this work we have performed a complete evaluation cycle of a novel Information
Retrieval model—the eTVSM. It includes model configuration, actual experiments and
further collecting and aggregating of quality measurements. Prior to our evaluations we
have presented theoretical background on the topic which included eTVSM descrip-
tion, Information Retrieval model effectiveness measurements, statistical approach to
model comparisons and evaluation design for performing Information Retrieval model
evaluations.

We have performed evaluations in chapter 7 which show that eTVSM performs
better then other approaches like VSM or LSI if a proper domain ontology is provided.
The eTVSM can represent semantic term relations to model common linguistic phe-
nomena by representing these relations in a domain ontology. Such semantic term re-
lations are then mapped by the eTVSM onto the vector angles in the operational vector
space. Furthermore, the eTVSM proposes a formal procedure for deriving term angles
from an eTVSM ontology model which now becomes a central place for semantic term
relations modeling. As long as semantic term relations are considered to be expressible
through one parameter a vector space is a perfect choice for representing them through
angles. A vector space gives an endless space for expressing levels of semantic rela-
tions, yet having an intuitive interpretation of terms to be more relevant the smaller the
angle is between corresponding term vectors.

One of the drawbacks of the eTVSM is its computational complexity. If to come
up with its pure implementation that follows all the theoretical prescriptions presented
in chapter 3, the system that is based on such an Information Retrieval model will be
hardly usable. One change in ontology would result in the necessity to reconstruct all
document models. Changes in ontology might also result in non-local change in inter-
pretation similarities that are used while obtaining eTVSM document similarities. In
section 6.5 we have presented approach to implementing Information Retrieval system
based on eTVSM which reduces overall complexity by not requiring synchronous exe-
cution of certain activities. It includes simplification assumptions and basically defines
a transaction schema for common eTVSM operations. This approach was used for
eTVSM implementation in Themis (developed framework for Information Retrieval
models) and has proven its benefits while eTVSM evaluations conducted in chapter 7.
In general, we believe that with proposed transaction schema eTVSM might be de-
ployed for a real-world scenario as, e.g., a model for the Information Retrieval system
in a middle size company’s Intranet.

Any Information Retrieval system along with efficient algorithms also requires
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effectiveness from incorporated retrieval model. Search results should not only be
delivered fast, they also need to be relevant to user queries. As the output of performed
evaluations we have came up with an eTVSM ontology lifecycle that starts together
with system deployment. It was presented in section 7.4. The basic idea is to start from
an automatically constructed ontology which has delivered the best effectiveness of
the model—synonymy eTVSM (see section 7.3.2). Then, this basic ontology can get
enriched online based on the developed heuristic guidelines presented in section 7.4.2.
These heuristic steps should improve chances for users to find relevant information.

A further positive aspect of the eTVSM is that it allows on the fly model re-
configurations through changes in eTVSM ontology. This feature is important for
Information Retrieval systems that intend to consider user feedback to improve effec-
tiveness. It is a case when users are allowed to send back their experience of working
with a system in a form of documents they want to be retrieved with a higher rank
position to a given query.
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