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| argue that the shift of explanatory burden from the gemertt the
evaluator in OT syntax — together with the difficulties thag@awhen we
try to formulate a working theory of the interfaces of syntdeads to a
number of assumptions about syntactic structures in OTIwdnie quite
different from those typical of minimalist syntax: formadtures, as
driving forces behind syntactic movement, are uselessdarndational
and representational economy are problematic for both rapand
conceptual reasons. The notion of markedness, central im@igy
Theory, is not fully compatible with the idea of synactic omy. Even
more so, seemingly obvious cases of blocking by structuwwahemy
do not seem to result from grammar proper, but reflect (ecaced)n
aspects of language use.
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The history of the Chomskyan branch of generative syntabeaseen as an
attempt to explain syntactic regularities as much as ptesa#the result of the
rules that govern syntactic construal. Ideally, genelldtiland well-formedness
converge: every expression that can be generated is watlefi. Grammatical
constraints, if they exist, are constraints on syntacticegation, they ideally
apply within the derivational process.
This high emphasis on procedural aspects of syntax modsleften been
challenged, first of all by representationally oriented mlsdike LFG, HPSG,
a.0. While | do not want to make a claim related to this isswe]lldiscuss in
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this paper how the relation between derivational and remtasional aspects is
handled in Optimality theoretic grammars.

OT makes a distinction between output candidates and olpbuuts. The
two sets of generatible and well-formed expressions aredamtical. Prince &
Smolensky (1993, 2004) argue that this distinction is alyamplicit in the his-
tory of generative grammar. They observe a shift in focusftioe rules for the
generation of expressions to well-formedness constramtsutput structures.
This becomes clear in the following quote:

“As originally conceived, th&RULE of grammar was to be built
from a Structural Description delimiting a class of inputslaa
Structural Change specifying the operations that altenedriput
(e.g. Chomsky 1962). The central thrust of linguistic iriigegion
would therefore be to explicate the system of predicated tmsan-
alyze inputs — the possible Structural Descriptions ofstl@nd to
define the operations available for transforming inputse-ghbs-
sible Structural Changes of rules. This conception has [t
repeatedly by the discovery that the significant reguisitivere
to be found not in input configurations, nor in the formal dsta
of structure-deforming operations, but rather in the ctigraof
the output structures, which ought by rights to be nothingano
than epiphenomenal. We can trace a path by which “conditions
on well-formedness start out as peripheral annotationdiygithe
interpretation of rewrite rules, and, metamorphosing lagss into
constraints on output structure, end up as the central bbidin-
guistic study.

As the theory of representation in syntax has ramified, tee th
ory of operations has dwindled in content, even to triweadihd, for
some, non-existence. [...]"

(Prince & Smolensky 1993, 1; Prince & Smolensky 2004, 1)
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The shift in perspective that is formulated here is direcgffected in the
architecture of an OT grammar:

(1)  Structure of an OT grammar

a. Gen(Ip) —  {Out, Out, ... }

(Prince & Smolensky 1993, 4; Prince & Smolensky 2004, 5

The grammar derives pairs of underlying forms and outpun&(input, out-
put). Each input form is combined with a candidate set of possotput forms
by the candidate generation function Gen. H-Eval comp&esandidate out-
puts on the basis of the set of violable constraints whichoadered in a lexi-
cographic ranking. The optimal candidate is the one th&bpas best on the
constraint hierarchy.

The generator determines what constitutes a possible datedli.e., what
a linguistic structure is in general. One could also stas¢ en consists of
inviolable constraints. About the relation of Gen and H4Eead their status
within the theory, Prince & Smolensky say the following:

“[...] The function H-eval determines the relative Harmaty
the candidates, imposing an order on the entire set. An apbout-
put is at the top of the harmonic order on the candidate seteby
nition, it best satisfies the constraint system. Though Gearalrole
to play, the burden of explanation falls principally on tlhmdtion
H-eval, a construction built from well-formedness consiis and
the account of interlinguistic differences is entirelydti® the dif-
ferent ways the constraint-system H-eval can be put togeaiiven
UG.[...]

Optimality Theory, in common with much recent work,
shifts the burden from the theory of operations (Gen) to bee t
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ory of well-formedness (H-eval). To the degree that the thed
well-formedness can be put generally, the theory will fullie ba-
sic goals of generative grammar. To the extent that operduased
theories cannot be so put, they must be rejected. [...]"
(Prince & Smolensky 1993, 5)

This quote makes clear that Optimality theory is conceivedaival to
operation based theories of grammar. The minimalist pragra developed by
Chomsky (1995), and further extended in later work by Chgnasid his many
collaborators, is the most important current theory of kil in syntax:

Optimality Theory shifts the explanatory burden of a grammadel from
the derivational system, the generator, to the system dfomeledness con-
straints. As a consequence of this, the generator funchoold be as uncon-
strained and simple as possible. Let us assume, as a stpding that we
choose a minimalist generator for an OT syntax model. Thamailnst gen-
erator has at least the following components:

* Merge and Move:

— substitution
— adjunction (XP, X)

— multiple specifiers
» feature checking

« feature strength (alternatively, EPP-features)

1 Some aspects of minimalism look like candidate competitfominimalist derivation starts
with a list of lexical items, the numeration, initially piskwo of them and merges them.
From this stage on, there is always a choice for the next algoival step: either a new
lexical item from the numeration is merged with the struefwr an element within the
structure is moved. This choice between Merge and Move ishootévation for the model
of serial optimisation explored by Heck & Miller (2000), wh is based on the minimalist
architecture.
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* interface interpretation

The work of some of these components is taken over by the Bvaponent
of the OT grammar. If the OT generator is designed in a minsh&hshion,
thensimplificationshould mean that the OT generator gets rid of some of these
components. | will try to defend the following claims in tipaper:

1. Formal features are the ideal candidate for such a rexyaticluding
the associated mechanisms, feature checking, featurendnmovement
etc. As a consequence, the notion of ‘interface intergometat the core
motivation for features and feature checking —, becomesrflupus, too.

2. Simplicity is not necessarily equal to economy of repnéssigon. Marked-
ness considerations suggest that the least marked seaete in balance
betweerncompressiomndredundancy

3. A convincing theory of the syntax-prosody mapping imgogarticular
uniformity requirements on syntactic structures.

1 Simplifying the Syntactic Aparatus
1.1 Broekhuis 2000 (and others): Eliminate Feature Strendgt

In early minimalism, movement afh-items is triggered by strong features (al-
ternatively, nowadays, wh-feature on a head with an EPP-feature). The di-
mension of feature strength (strong vs. weak feature) oofiti®nal presence
of EPP-features is not necessary under an OT approach wioeenment is reg-
ulated by the relative rank of the derivational economy t@mst STAY. This
has been demonstrated, among others, in minimalist worlvldmovement
(Grimshaw 1997, Ackema & Neeleman 1998, Legendre et al. 1898 Object
Shift (Broekhuis 2000).
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The OT generator has the task to generate a set of candidatuses for a
given input. In minimalist terms, this means that structwagh strong features
and structures with weak features are generated in patalielthe task of the
wellformedness constraints to select the optimal outpbé ifleal of a mini-
malist grammar is that one input (or: numeration) can onidle one single
well-formed output. Assuming feature strength (or, nowad&PP features) is
one way to ensure this.

Broekhuis (2000) argues that one advantage of the OT moelini the
ability to derive what he callsonditioned feature checkingn Scandinavian,
object shift, the movement of an object noun phrase outsidéPpapplies if
three conditions are met: (i) the verb has left the verb mhr@s the object is
an unstressed pronoun, (iii) no other material c-commanthe object is left
within VP.

(2) Object shift in Swedish: (Holmberg 1999)

a. Jagkysstehennente
| kissedher not
b. ??Jag kysste inte henne

c. Jagkyssteinte Marit
|  kissednot Marit
d. *Jag kysste Matrit inte

Broekhuis (2000) follows earlier analyses of this phenoomeim that he as-
sumes that the object pronoun in (2-a) moves to its casei@ogsite. in a po-
sition where it checks its case feature. An early minimalrstlysis would as-
sume here that the case feature either on the noun or on tde\&2-O, which
checks the case feature, must be strong in order to evokethisment.

But then there must be an unchecked strong case featureaj (@ich
should, erroneously, lead to ungrammaticality. It furtremnains unclear why
(3-b) is ill-formed.
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(3) a. Jaghar intekysst henne
I havenot kissedher

b. *Jaghar henneinte kysst
| haveher not kissed

Broekhuis (2000) shows how OT offers a way out: case is urkgtbin Swedish
In principle, but case movement can be triggered by ano#wof, here it is the
constraint DPRONOUNwWhich requires definite pronouns to leave VP.
Broekhuis further assumes that the minimal link conditi®mam inviolable
constraint on the generator: there will only be candidates fulfil the MLC.
This explains why (3-b) is ungrammatical: although thisisture would fulfil
D-PRONOUN it will not even be generated since the object’'s movemeiy ou
side VP violates the MLC if the verbal head has not moved oufPfitself.
Broekhuis assumes the constraintaSE, which requires case features to be
checked and BvY, which penalises syntactic movement (cf. Grimshaw 1997).
The ranking that derives the above observations about tdfjétis as follows:

(4) D-PRONOUN>> STAY > CASE

The minimalist conception of feature strength is in thiscaot replaced by
the relative rank of the constraint that requires featureckimg, CASE, and
STAY. The high rank of DPRONOUNIeads to “conditioned feature checking”:
case movement might apply for a different reason than thekohg of the case
feature?

Such a reformulation of feature strength as constraintingnkas also been
used in various OT accounts wh-movement (cf. Grimshaw 1997, Ackema &
Neeleman 1998, Legendre et al. 1998). The general pictatdhtbse accounts
draw can be sketched as in (5).

2 Note that Hans Broekhuis has recently revised his earlieowatt, adopting an approach
in terms of “shape conservation”. See the discussion inxasleent paper included in this
volume, section 4.2.2.
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(5) Simple economy-of-movement accountwff-fronting vs. whin-situ
within OT:

a. (CHECK-WH > STAY yieldswh-movement.
b. SrAy > CHECK-WH yieldswh-in-situ.

One might object that this is hardly more than a reformutatibthe minimalist
approach. This even holds, e.g., in Ackema & Neeleman’'s&L88count of
multiple questions, as in (6-a):

(6) a. Who bought what?
b. What did you buy?

Despite the fact that theh-feature on what remains unchecked, and would
have to be checked in a single question (6-b), (6-a) is gramataTraditional
generative syntax had to invent complicated deviceswkeabsorption to ex-
plain this. In minimalism, a solution suggests itself thgtleits the distinction
between the checker and the checkee of a formal featuree if+ivh] feature
on C’ is strong, while that on thesh-phrase is weak, then we expect just one
wh-phrase to be fronted. The OT approach by Ackema & Neelema@8(19
mimicks this by assuming a 3-constraint system, includingy$S Q-SCOPE
(for thewh-phrase) and Q-MRKING (for the C head).

1.2 Against Economy of Movement as a Violable Constraint

A reformulation of a minimalist analysis that works in OTrtex is, of course,
a good thing to do. However, it is not a very forceful argumariavour of OT.

There are a few further objections to be made. First, it icglpf analyses like
these that they silently take over background assumptfons.concern that |
have is the question how to rule out a candidate structueeli& following one:
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(7)  What did John say?

CP
/\
NP C
T
What C! IP
PN
did NP; |’
|
John 1Y VP
/\
t; Vo

say

A violation of STAY can be avoided by simply inserting tird-phrase directly
in [Spec,CP]. This candidate fulfills both QAMKING and Q-&OPE hence it
should be optimal even (wrongly) in in-situ languages.

In minimalism and its predecessors, structure (7) is ugualed out by in-
terpretive and case requirements: an NP is assignédide inside VP, and un-
interpretable otherwise. Likewise, case is assigned hrdbposition, or another
one designated for object case assignment, hence an NEeohsdo [Spec, CP]
has no case, or its case feature unchecked.

These options are not as straightforwardly applicable in A"ong most
varieties of OT syntax that are on the market, there is canseat least with
respect to one issuthe input contains an argument structure specification

For this reason, an argument against the structure in (€rimg of a viola-
tion of the®-criterion is much less forceful than in a purely derivatibsystem:
omitted merge int@®-position does not lead to a loss of semantic information,
if the latter is given in the input.

One principal difference between minimalism (and otheepuderivational
systems) and OT syntax is the construction of the interfaedéseen syntax on
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the one hand, and semantics and phonology on the other. umstra genera-
tive conception syntactic structures are fed into the séimand phonological
modules, whichnterpretthe “instructions” the syntactic structure provides.

An OT conception of the interfaces brings syntactic, semamd phono-
logical/prosodic representations intorrespondencelt organises theimap-
pings Semantic and phonological structures are generated endiept of the
syntactic structure, and they serve as candidates in an @ipeittion for the
optimal syntax-semantics and syntaxphonology mappings.

Mapping requirements are typical candidates for violable dOnstraints.
Examples for constraints on syntassemantics mapping are the constraints D-
PRONOUN, Q-ScorPE and Q-MARKING, mentioned above. Such constraints
can easily come into conflict, and therefore imperfect maggare expected to
be the rule rather than the exception in OT.

Hence, from the logic of an OT model, it would be a mere stipoato
claim that a constraint lik&-MARKING requiring arguments to be inserted in
their ©-position was inviolable and part of the generator.

A similar argument can be made with respect to case assignamemMNP
might be faced with particular syntactic ordering consitaibecause it has a
particular case, but not necessarily in order to receive.dasnight bring its
case, being a morphological property, already with it.

It is thus difficult to argue that candidate (7) is ruled out®gn, as the
inviolable principle supposed to hold in Gen can hardly beéivated. Hence,
economy of movement cannot help us prevent the candidai® finafm being
optimal in in-situ languages. In other wordg-in-situ does not equal absence
of wh-movement.

| therefore want to propose that there is no place for comssréike SrAy,
neither in Eval, nor in Gen. Syntactic movement should bduewed by its
effectsonly. It is welcome if it helps fulfilling highly ranked constrds) and
disadvantageous if it leads to their violation. But thesestints should not
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be about movement itself, but about thyntactic consequencesf semantic,
morphological and phonological relations among words anmtstituents, like,
for instancewh-phrase placement, syntactic conditions for case licgnand
agreement, prosodic structuring etc. The impression tleabave of syntax as
being an economically designed system should be an emdrggmbduct of
this, if anything?

| want to emphasise that this does not imply the abandonirgyofactic
movement per se. At this stage, there is no need to imposeasadtriction on
the generator. However, one conceptual issue might arigen@at movement
as such is not subject to wellformedness constraints, wéatrfiigd a situation
where two structurally different candidates have an idahtionstraint violation
profile. The case | discussed aboce could be of this kind, @reschematically,
the following pair of trees:

(8) a. XP b. XP
/\ /\
A; X’ A X/
/\
X0 YP X0 YP
N |
t; YO YO

This situation would be an artefact of the way the generatdefined. It would
not be an empirical issue in any sense. We are well-advisaddid such candi-
date pairs for conceptual reasons. The question then weulhizh of the two
trees should be given up. Whether we can really do withouesyic movement
in the generator is, however, also an empirical issue wirshieyond the scope
of this article.

3 This is very much in line with recent proposals by Grimsha@0(®, 2006) though she takes
a different avenue to fulfil this goal.
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1.3 An alternative account ofwh-movement in terms of syntax-semantics
correspondence

| would like to propose an alternative account of the typglogwh-movement
that does without economy of movement. It is based on theespandence

between semantics and syntax and can be sketched as in (9).

(9)  Alternative OT account oivh-movement:

a.
b.

An objectwh-phrase as in “What did you say?” has a couple of se-
mantic and morphological propertieslt, casef-role, a.0.) which
are syntactically relevant.

Assume that case position afdposition are identical and that the
former is dependent on the latter, therefore omissible.here
Assume further that Q-&oPEis essentially the demand to have an
operator c-command its scope domain.

To capture thevh-movement vswh-in-situ issue, it is not necessary
to refer to economy of movement. Rather, we might postulae t
thewhitem is in conflict between which of its semantic properties
determines its position, [SPH or [O©]. Assume two constraints,
SCOPE-Pos9-Pos.

SCOPE-Pos> ©-Pos derivesvh-movement.

©-Pos> SCOPE-Pos derivesh-in-situ.

This is an explanation of the typological variationvati-movement in terms of
conflicting semantics>syntax mapping demandw/ifscope ©-role). It might
be the conceptually stronger analysis in the sense thatatrels something to
say about the in-situ position.

Furthermore, | think this kind of approach has an empiridabatage. Note
the following problem with Turkish:
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[...] It should be noted that, although Turkish is an SOV lzage,
the basic word order is overridden by various other factéos ex-
ample, the most unmarked position for a WH-element is torthe |
mediate left of the verb, irrespective of the grammaticédtren.
The second-best alternative is for the WH-element to beeplac
its original position; [...]

(Kornfilt 1997)

(10) a. bu kitab-1  kim oku-du?
thisbook-acc who read-Past

b. kim bu kitab-i oku-du?

who this book-Aacc read-Past
“Who read this book?”

As the position left adjacent to the verb is the focus positmoTurkish, it is easy
to integrate Turkish into our alternative account, assgntirat thewh-phrase
bears focus:

(11) Constraint Ranking for Turkish:
FocusPos> O-Pos> ScopePos

An analysis in terms of economy can be extended in the samgofivagurse.
However, Turkish shows that the positioningvaf-items is not simply a matter
of havingwh-movement or not. The spirit of theT&Yy -based analysis is called
into question.

The claim being made here is that the surface position ofmhé&em is
alwaysdetermined by some semantic property, no matter whichipasttis.
The wh-item bears several semantic properties with conflictirme@inent re-

4 This assumes that (10-b) has focus on the direct object —samgmion that has been con-
firmed to me by Orhan Orgun, p.c.
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quirements @-role, scope, focus), and the conflict is resolved in the uUSTa
way.

1.4 Reinhart (1995): syntactic economy relativised by syaik-semantics
interface needs

In this section, | would like to introduce another applioatiof the OT model

in terms of syntax-semantics correspondence that | illustrated in the previou
section. It deals with a problem that has been discussedih&# (1995). She
notes the following grammaticality contrast for English:

(12) a. *Bill, wonders whatwho, bought.
b. Who, wonders whatwho, bought?
c. Who, wonders whatBill , bought?

This is a problem for economy of movement, as the order ohiréems in the
subordinate clause in (12-b) violates superiority, andckatshould be ruled
out for the same reason as (12-a). But, surprisingly, therslihate clause’s
subject NP does not induce a superiority violation herd,gasn (12-c).

This observation about (12-b) is only correct, as long aswlieembedded
wh-phrases do not compete for the embedded [Spec,CP] positi@@-b). I.e.,
‘who,’ has matrix scope. This distinction is difficult to integganto a minimal-
Ist analysis, if [WH] is treated as a purely formal syntadtiature:
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(13) ... C

cY IP

WH]

NP, I’

[+wh]
|

0 VP

VO/\NPg
[+wh]
The [WH] Comp of the embedded clause should attract the si¢se/h] ele-
ment, which is whgin both (12-a,b). The main problem for the analysis lies in
the fact that the [WH] Comp is blind for the semantic scopéhefith-elements
it attracts.
Reinhart’s solution relativises the Minimal Link CondiigMLC) to seman-
tically equivalent syntactic structures. This interptieta of the MLC in terms
of competition and blocking is already close to an OT account
In the OT analysis in terms of semantiesyntax correspondence presented
here, Reinhart’s idea can be implemented quite nicely. Assthat there is
no formal [WH] feature, no attraction of such features, andthecking. Take
the constraints SCOPE-Pos afePos from above. Consider the following OT
competition:

(14) input: Qxy [ x wonders Qz [y bought z ]]
Candidate structures:
a. *Who,wonders whg bought what
b. *Who, does whq wonder what bought
c. v/ Who, wonders whatwho, bought

The three candidates are Reinhart’'s examples in (12). T specifies the
reading where both the matrix subject and the embeddedduigee matrix
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scope. Which is the optimal syntactic structure for thisneg?

(15) OT tableau for (12)-(14):

Qxy [ x wonders Qz [y bought z ]| ScopPE )

(14-a) #(y) *(2)
(14-b) {00 | *(y)*(2)
= (14-c) W) | @)

Structure (14-a) has two violations oc8PE because neither the embedded
object nor the embedded subject occupy their scope positiginucture (14-b)
has only one violation of SOPE because the matrix subjaghphrase remains
in situ. However, both the embedded object and the embedd®gdct occupy
their scope positions and therefore incur violation®oT he candidate in (14-c)
exploits the fact that the matrix subjeghphrase simultaneously satisfies both
ScopPeandO in the same syntactic position. This gives this structueesiiivan-
tage of having one violation @ less than (14-b), for the embeddet-object,
‘what. The only element that violatesc®PEis the embedded~hd. This is
the optimal candidate.

(14-b) might even be worse under a definition afc®E that requires an
operator to c-command the elements in its scope domainigiha met, though
what, is in the embedded [Spec,CP], because one element of thisidowhg,,
has moved higher — such a definition af & Eis thus even able to deriveh-
island effects,

Let me summarise the claims | have made so far:

» Syntactic constraints should formulate placement remuénts as conse-
qguence of particular semantic, morphological, or (perhppsnological
properties of syntactic elements.

> | carried out this analysis in Vogel (to appear).
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» Gen does not contain any checking operations.
» Consequently, the respective features are unnecessary.
So, Gen simply consists of two operations, . ..
o Gen= MERGEx+ MOVE «
... plus a restriction on vacuous movement to avoid endlesgmtion
of output-equivalent structures.

Given this, it seems that the simple generator is the uncansd, thus
(hopefully not too) powerful generator — still includingetipossibility of syn-
tactic movement. Note that this is very much in common wign@Y principle
“Richness of the Base”: no constraints should be imposectergéneration
of candidate structures. This (methodological) princgrephasises the role of
Eval in OT in the effort to yield explanatory adequacy.

2 Syntactic Simplicity and Markedness

Both minimalism and Optimality Theory use meta-principlest are assumed
to shape linguistic expressions. In minimalism, this pptecis economyboth
derivational and representational. Optimality Theoryeebn the principle of
markednesd would like to discuss in this section how these two consept
late.

OT’s notion of markedness is close to the traditional undexing of this
term in traditional linguistics. Typical claims about théf@erences between
marked and unmarked versions of an expression are the fatjow

* The unmarked expression is typologically more frequeantithe marked
one.

* When a language has the marked expression, it also has tharked
expression.
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* In languages that have both the marked and the unmarkedssipn, the
contexts in which the marked expression can occur build pgrrsubset
of the contexts in which the unmarked expression can occur.

How does syntactic simplicity correlate with this traditéd conception of
markedness? Optimality Theory is good at modeling so-ddllepair strate-
gies”. In phonology, this repair is typically threeutralisationof a marked fea-
ture, which happens under particular conditions, as, mgserman final de-
voicing — where syllable-final obstruents lose voice, drgd/— [rat]:

(16) German final devoicing (after Wiese 1996)
[+ obstruent}— [ voice] [_],

As we will see in the following sectiorsyntacticrepair strategies are not al-
ways the unmarked option, and the unmarked option is notyshtvee structure
that is in some sense less complex, i.e., less marked in thmarsense. A
further issue is the relationship between analytical andhstic expressions.
Sometimes, we use syntactic means in order to fill a ‘morphoéd gap’. Are
these syntactic means therefore less marked? And if so, svhiyei syntactic
route often block, when the morphological route is avadabind how can this
all be integrated in a theory of syntactic markedness?

2.1 Optional and Obligatory Complementisers

A nice example for an unmarked-marked pair of two syntactfressions are
the two versions of English subordinate clauses, with artidovt complemen-
tiser, CP vs. IP. InterestinglytHat-clauses, i.e. CPs, have to be seen as the
unmarked option in the classical sense. The contexts whesedre possible
are a proper superset of those where that-less (IP) variant is possible. For
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instance, when the clause is fronted, otlgt-clauses are possible, while both
forms are legitimate in the final position:

(17) a. |would never say John should leave
b. | would never say that John should leave

c. That John should leave, | would never say
d

*John should leave, | would never say

The complementiser becomes obligatory with the insertfaanaadverbial pre-
ceding the subject (cf. Grimshaw 1997).

(18) a. *She swore/insisted/thought(,) most of the tim#é{gy accepted
this solution.

b. She swore/insisted/thought that(,) most of the timbéy taccepted
this solution.

The possibility of complementiser-less clauses is rastlito complements of
so-called bridge verbs. Many verbs only allow for a claus#hwomplemen-
tiser:

(19) a. Iregretthat John left
b. *I regret John left

Considerations about the economy of representation waigjgesst that the ver-
sion with the complementiser is the marked option, becausasi more struc-
ture. This is clearly not the case. We thus conclude that tamgatically un-
marked form is not always the shortest (or literally unmdjkerm. There is a
discrepancy between economy of structure and syntactikedaess.

The complementiser can also be understood as a clausalm@rkebordi-
nation. |.e.that-clauses are literally marked for subordination. This owetgon
seems to stand in opposition to the traditional notion ofkedness. However,
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this is also a matter of perspective. If we see the two formmoasible variants
of English clauses in general, we find thhat-less clauses can serve as both
main and subordinate clauses, whhat-clauses can only serve as subordinate
clausesThatless clauses, from this perspective, have the wider digtan.
All of this suggests that, especially in syntax, expresseame not marked or
unmarked as such. They count as (un)markea particular purpose
(i) The unmarked main clause has no complementiser.
(i) The unmarked subordinate clause has a complementiser.
We can nevertheless make the following two statements:
(i) Subordinate clauses are more marked than main clauses
(iv) Clauses with a complementiser are more complex thasetmothout one.
The statements in (i) and (ii) can be interpreted as the tre$uhe inter-
action of the two markedness tendencies expressed intfui)(i&). The latter
statements can be reinterpreted as scales:

(20) main clause< subordinate clause
IP<CP

By using the method of harmonic alignment, as establisheldrince & Smo-
lensky (1993, 2004), we can construct two universally fixad-eankings of
constraints composed by aligning the two scales appr@apyiat

(21) a. *MainCl/CP> *MainCl/IP
b. *SubCl/IP> *SubCI/CP

It is universally more harmonic for a main clause not to hageraplementiser,
and for a subordinate clause to have one. The interleavitigese two subrank-
Ings is open to typological variation. For English, it is cial that *MainCIl/CP

6 For ease of representation, | use the labels CP and IP foseganith and without comple-
mentiser.
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Is ranked higher than all the other constraints, as thisasttucture that never
occurs.

As this analysis shows, economy of structure does indegdaplale, but
perhaps not in a pure way, but only indirectly as part of a tamg subsystem
that is derived by harmonic alignment. More complex strrgglare sometimes
preferred, for instance in order to maintain a contrast.

This reminds of Horn’s (1984) ‘division of pragmatic labguhe observa-
tion that unmarked forms tend to be used for unmarked sitnatand marked
forms for marked situations. When a pair of two forms standsich a relation,
the more general form will be blocked by the more specific ona ineutral’
context. This is not the case with our two sentence typesthauhext section
will discuss a candidate for such an interaction, Englistsupport.

2.2 Do-support, Periphrasis, and Markedness

As we saw in the previous section, the decision which of twatastic struc-
tures has to be considered as less marked, is not neceskanitied simply by
considering structural complexity. This is also the cadf tie second example
| would like to discuss, Englistdo-support. Consider the following examples:

(22) a. John left.

b. *John did leave.

c. John DID leave.

d. Johndidn'tleave. /*John left not.
e

Why did John leave? / *Why left John?

Do-support is the periphrastic version of a simple tense faraifernates with
the tense inflection on the verb. A couple of contexts makédligatory — in
(22), we have contrastive verum focus (22-c), negationd22nd non-subject
guestions (22-e). Which is the unmarked fom;support or tense inflection?
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If we follow the reasoning above, then the unmarked form ésahe which is
more widely applicable and which occurs especially in ditienvironments.
This is clearly the case witdo-support. However, the unmarked expression
should also be possible in an unproblematic environmeritaBthe judgement
in (22-b) indicates, this is not the case.

These observations thus do not fit the theory of markednesgnitax that
we developed thus far. | see two possible explanations &otitiy of (22-b)
which are in line with our theory of syntactic markedness:

() The non-acceptability of (22-b) is not an instance oftagtic illformed-
ness, but due to pragmatic blocking.

(i) (22-b) is well-formed, its low acceptability is due topaescriptive norm
within the speech community.

Explanation (i), pragmatic blocking, could rely on the theof conven-
tional implicatures, as founded by Grice (1975), and furttexveloped, e.g., by
Levinson (2000). It can happen that two semantically egivialorms stand in
a scalar opposition. These scales are called Horn-scaérd-drn (1984) who
was the first to give a systematic account of such phenomena.

The example that Levinson has studied in detail is the Emglistem of
pronominal and anaphoric reference. The SELF-anaphnasélf, herself, it-
self, myselfetc.) are nowadays the only option for a locally bound proniou
English. But in Old High English, the simple pronouinisn, her, itwere still
possible, i.e., ‘John shaved him’ could mean that John shhiraself. What
has changed since then, according to Levinson, iscdmnwentionalizatiorof
the scale ‘SELF-pronoun — pronoun’. This had the consequttat in contexts
where the SELF pronoun is used, the simple pronoun is blocked

The oddity of (22-b) could be seen as another instance of auwtikision
of pragmatic labour. In general, | would like to propose, $fathetic form is
preferred over the periphrastic form:
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Blocking of periphrastic forms If two forms that differ only in whether they
express a feature by a morpheme or by a function word, builem@-H
scale, then the form that uses the morpheme blocks the fathuges the
function word.

It is striking that the syntactic structure of (22-b) is natagceptable per se,
but, as we see in (22-c), requires, or induces, an additiee@lantic feature,
verum focus. This is in fact a precondition for the buildifgadHorn-scale: the
forms involved in a Horn-scale are wellformed according doecgrammatical
criteria. Thus,do-support is syntactically wellformed, even in (22-b), bet b
cause of the division of pragmatic labour, its use inducesnaastic contrast —
If no such contrast is intended, the use of the disprefewad fs not justified.

While in Standard English the scaléd-support — morphological tense’ is
conventionalized, there exist English dialects which are state comparable to
Old English in Levinson’s example: they use-support even in neutral environ-
ments. This has been reported by Kortmann (2002) for theng@st counties
of England where “unstressedio [occurs] as simple tense-carrier in affirmative
sentences:

We do breed our own cows. This man what do own this, ...

We've been up milking at 6 o’clock in the morning, and then wlegd on
haymaking, ...

Among German dialects, this phenomenon is even more widalgasl,
though also most German speakers will presumably agre€2Bpis illformed
as a Standard German sentence:

(23) ?*Mariatut schlafen
M.  doessleep

7 Kortmann quotes Wakelin (1986), according to whom thisaeds mainly constituted by
the counties of Cornwall, Devon, Somerset, South Avon, 3hiie and Dorset, with East
Cornwall, Devon and (West) Somerset forming its core.
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(23) probably sounds to many Germans like child speech.|8n@hildren use
this construction quite frequently, just as their dialeetavironment does. When
children come to primary school, teachers spend much effodriving them
this habit out. So, for Standard German, a sociolinguistanation for the
low acceptability of (23) seems plausible — it is the restithe exposition to
prescriptive pressure at school.

2.3 Comparative Adjective Formation

The two versions of comparative adjective formation in Esigfollow a pat-
tern similar todo-support: short adjectives are formed wi#r, those with 3+
syllables are built withmore The two options have nearly complementary dis-
tribution:

(24) a. easier, *more easy
b. *intelligenter, more intelligent
c. luckier, more lucky

Adjectives with two syllables are somewhat in between. \izomglesearch, it
IS possible to find both versions fdutky:

(25) a. http://www.omgclothing.com/score/36052/Liberare luckier
in_love!
b. “How You Can BeMore Lucky”
(http://www.somethingyoushouldknow.net/
transcript813.03.htm)




The Simple Generator 123

Periphrastic comparatives afasy can be found in coordinated adjectives:

(26) Periphrastric comparative adjectives with a disytatujective:

a. “Butthen turn to an open source language, inspired by smel
programming, but, oh, so muchoreeasyandpowerful.”
(http://lwww.awaretek.com/programming.html)

b. “AOSell integrates with America Online software to ma&seaarch-
ing stocks with AOLmoreeasyandproductive.”

(http://www.softdepia.com/businesslutionssub 155 1.html)

c. “Actfor themoreeasyandspeedy recovery of small debts, within
the city of Rochester, and the parishes of Strood [etc] anditle
of Sheerness”
(http://library.kent.ac.uk/library/special/html/sqmdl/acts.htm)

This can even be observed with monosyllabic adjectives:

(27) Periphrastic comparatives with coordinated a mornaisid adjective:

a. “Just hope that the script kiddie graphic interface wdlrbore
niceandsober in the future.”

(forum.sysinternals.com/forumosts.asp?
TID=7003&PN=1&TPN=57)

b. “Being the North the poor area, the South therenice andold
area, with medium class all over it and some old rich peosie.al
(geoimages.berkeley.edu/wwp904/htmI/AYRTON.html)

c. “I spent around thirty hours or so working on the Everythin-

gine, trying to refactor it into something a littlmore nice and

usable.”
(www.oreillynet.com/onlamp/blog/2006/06/
refactoringeverythingretrosp.html)
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Like in the case ofdo-support, periphrasis is an option the system can ‘fall
back’ to in a non-trivial syntactic context. Although thepegssions “easier and
speedier” and “nicer and older” are available, the periglitdmore easy and
speedy” and “more nice and old” are not blocked anymore. Elgnthe context
of our discussion about markedness we again notice thatetiehpastic form,
the ‘moré-comparative is the one that is more widely applicable,,ahds,
should count as the less marked form, despite its being btbekthe case of
small adjectives in unproblematic contexts.

In the absence of a morphological strategy, the periploréstn is not even
blocked in the simple cases. This can be seen legecomparatives:

(28) a. “That’s less nice. And we hope.”
(www.aquinas.ac.uk/documents/download.asp?
nodeid=2631&libraryversionid=1719)

b. “Alittle less nice and a lot more nasty would have made IShal
Hal twice the film.”
(www.totalfilm.com/cinemaeviews/shallowhal)

c. “I had to make her a bit less nice and a bit more willing to mak
mistakes and get involved with people.”
(fictionwriting.about.com/od/interviews/a/alixohlixhtm)

This is expected: without a Horn-scale, no pragmatic blogksan apply. If
there was a genuinely morpho-phonological or morpho-syictaonstraint rul-
ing out periphrastic comparatives with small adjectives,would expect this
constraint to also apply with thiesscomparative. Less nicéshould be ill-

formed. As we see, this is false. The illformednessmbfe nicéin unprob-

lematic contexts is thus indeed dependent on the existdrecenorphological
alternative — the two forms build a Horn-scale.
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Summarising the discussion in the last two sections, we tzda that from
a purely formal perspective, periphrastic forms are lesskeththan synthetic
forms, because they are more generally applicable. But xdeEnwve have an
alternation between morpheme and function word, and thatioe has become
conventionalised in the form of a Horn-scale, the less ndhperiphrastic form
Is blocked in neutral environments, due to the pinciple ef‘thvision of prag-
matic labour’. However, this is an observation about lagguase not about
grammar in the narrow sense.

2.4 Agreement with first and Second Person in Relative Clause

Thus far, the results of our discussion on the relation betweaarkedness and
structural simplicity showed that periphrastic forms dre less marked forms,
l.e., those forms that are more widely applicable, and teerasort the sys-
tem can fall back to under difficult circumstances. Thuderc more explicit
structures are less marked than those which are more catlens

However, this should not mean that structural richnessdgs faarked in
general. One example of a richer, but more marked struchateoccurs only
as repair form are resumptive pronouns in German relatiasels. German
relative pronouns are marked for third person and agreetidtin head noun in
the ¢-features person, number and gender:

(29) a. DerMann, der da steht ...
the man-3SgMasthe-3SgMastherestands
b. Die Frau, die da steht ...

the woman-BSgFertWe-BSgFermherestands

But German lacks relative pronouns in first and second petdsing the third
person relative pronoun alone leads to ill-formedness@alty when an ap-
positive relative clause is extraposed (30-a,b). The &irads repaired by in-
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serting a resumptive pronoun that bears the missing peesduares (30-c). This
option is ruled out in third person (30-d).

(30) Relative pronoun agreement with first/second pers@eiman:

a. *lch gehezuihr, der sieam besterkennt.

| go to herthe-3SgNomMasberat-thebest knows-3Sg
“I'll go to her, who (i.e., me) knows her best.”

b. *Ich gehezuihr, der sieam besterkenne.
| go to herthe-3SgNomMasberat-thebest know-1Sg

c. Ichgehezuihr, der ichsieam besten
| go to herthe-3SgNomMast herat-thebest
kenne.
know-1Sg

d. ?*Petergehtzuihr, der er sieam besten
P. goesto herthe-3SgNomMasbe herat-thebest
kennt.
knows-3Sg

e. Petergehtzuihr, der sieam besterkennt.

P. goesto herthe-3SgNomMasberat-thebest knows-3Sg

While (30-a,b) are clearly odd examples, (30-d) sounds diftll ‘archaic’,
as iIf it stemmed from a Shakespeare translation. Neveg$eleaving the re-
sumptive pronoun out, as in (30-e) is clearly the preferradifally acceptable
option, and this strongly contrasts with (30-a,b).

Using such a resumptive pronoun is totally ruled out in rette relative
clauses:

(31) *Ich kenneeinenMann,der er Maria kennt

I know a man the-3SgNomMasbeM.  knows
“I know a man who (he) knows Maria”
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| conclude that the resumptive pronoun in (30-c) is a remamfthat is invoked
by agreement requirements. There is an agreement chaingtaom the head
noun of the relative pronoun, “Ich”, via the relative pronaw the finite verb
of the relative clause. Especially in order to avoid an age® clash with the
finite verb of the relative clause, the resumptive pronouragiired.

(30-c) is the syntactically more complex expression, btitimcase it is also
the more marked expression. It's occurrence is restriciezhses like (30-c).
There is also another important difference: while in allrapées that we dis-
cussed we are dealing with function words that express are#tat could be
expressed by a morpheme, the feature in this latter caseeemagnt, i.e., a
purely formal property of the relative pronoun — of coursee that it is unable
to express. In the other cases above, the expressed pespedre tense and
comparative, i.e., semantically relevant properties.

2.5 Summary

Let me briefly sum up the results of this section:

Periphrastic forms where a function word expresses a sécalintrele-
vant feature are less marked than their synthetic altesgtbecause they have
broader application. Their avoidance in unproblematictexts is due to the
division of pragmatic labour. There has been a considemdibate about the
Integration of these pragmatic aspects into optimalitytiieespecially in the
context of bidirectional OT, see for instance the paper lwrigdr (2001), and the
collection by Blutner & Zeevat (2004). | sketched a bidirecal model of OT
syntax that is able to capture relevant aspects of Hornisidiv of pragmatic
labour, as they are relevant for syntactic analyses, in€M2g04,b).

Clitic doubling, as we find it in the preceding section, isadisefulfil agree-
ment requirements. It does not serve a semantic purposelmascase, has an
isolated range of application, and is therefore the markiio.
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Structural economy in the strict sense seems to hold if fanatords are
used to express a purely morpho-syntactic property likeegent, but not if
they express semantically relevant properties like temsmmparative. Thus,
it seems that the unmarked syntactic expressions are typpeaiphrastic con-
structions. However, empirically, this can be countenbedal by the pragmatic
constraints governing language use.

Unmarked syntactic expressions can be seen as standingalam@ck be-
tweencompressiorisynthetic constructions) amddundancy(clitic doubling).

3 Syntactic Simplicity and Syntax-Phonology Correspondece

A convincing theory of syntax-prosody mapping requireg #yatactic stipu-
lation and structural idiosyncracies be reduced to a mimm@ne noteworthy
problem arises when we apply the theory of syntax-prosogypmng by Truck-
enbrodt (1999) to Grimshaw’s (1997) account of the Englishbwphrase. In
Grimshaw’s system, English active clauses with simpledeare analysed as

simple VPs:
(32) VP
NP V0
John left

The standard Chomskian apporach of the English main classevees that
the inflectional affix of a finite verb is base generated untlantl then lowered
to V? (cf. Chomsky 1981):
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(33) IP

N

\A
John |9
/\\/l

|
Lot
W e

\
\
N

“~.love-s  Mary

However, theories of syntax-prosody mapping make crudalaf the distinc-
tion between functional and lexical projections (Selki®86, 1996, Trucken-
brodt 1995, 1999, a.o.). Of particular importance isltk&ical Category Con-
dition:

(34) Lexical Category Condition (LCC)
(Hale & Selkirk 1987; Truckenbrodt 1999)
Constraints relating syntactic and prosodic categorigdyap lexical
syntactic elements and their projections, but not to fuumati elements
and their projections, or to empty syntactic elements ae firojec-
tions.

The problem that arises when we put the things together tsGhanshaw’s
(1997) VP analysis for simple English active clauses remdeuckenbrodt’s
(1995, 1999) and Hale & Selkirk’s (1987) otherwise very raceount of prosodic
phrasing inapplicable to English.

In (Truckenbrodt 1995), the following two constraints aeatal for syntax-
prosody mapping:

(35) Wrap-XP Each lexically headed XP is contained in a phonological
phrase.



130 Ralf Vogel

Stress-XP Each lexically headed XP must contain a phrasal stress.

As a consequence of the LCC, the relevant lexical XPs are \dMN&hin (36):

(36) (John ppn(left )ppn prosodic structure
a. [ip[neJdohn]|vp left]] traditional analysis
b. [ve[npJdohn] o left]] analysis by Grimshaw (1997)

While the prosodic phrasing in (36) fulfils both Wrap-XP artdeSs-XP under
the syntactic analysis in (36-a), the one in (36-b) viol&&ap-XP for VP. The
appropriate prosodic structure for (36-b) would be the \grodohn left ppp
(underlining signals stress). Thus the theory of Englistiay-prosody mapping
might have to be refined, perhaps in counterintuitive waysth way, the
same is true, if the structure is atomised into a number aftfanal projections.
Already, if the verbal head leaves VP into some higher fumel head, the
consequence for prosodic phrasing might result in atorisat

(37)  Too many functional projections for syntax-prosodypmiag:

a. [p[nepJdohn] [runcrloves e [np Mary ] 1] ]
b.  (John pen(loves ppn( Mary )epn
C. [ip[neJohn] [runcpiloves [runcr2[ne Mary ] ... 1711

Certainly, this happens, when both V and the object NP movéoumgher
functional projections, as in (37-c).

Prosodic phrasing provides indirect evidence for syntattucture. Itis cer-
tainly true that a model of the syntaxprosody mapping works better when syn-
tactic analyses are as coherent, exceptionless, and suréar as possible. The
amount of hidden, ‘invisible’ structure should be reduaed tminimum, but not
for the price of a loss of analytical coherence, as the dsonsof Grimshaw's
(1997) VP-analysis in this section showed.
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Traditional syntax models, generative or not, use maxymgheral descrip-
tions of sentence patterns, very much like the“SNP VP’ rule from early
generative grammar for English sentences. Because of tierady of such
patterns, introducing a different phrase structure rutaifonodified clauses in
simple tenses like the one in (32) would mean an unnecessarglcation, the
introduction of new rule, where the old one was sufficiente Bimplicity of
such an analysis is only apparent. If our OT syntax modeldesdto an anal-
ysis like (32), then it is quite likely that our model needsise®n. In general,
the more variance we introduce into our syntactic analythesmore we have
to take care of in our model of the syntaxprosody mapping.

4 Summary

The starting point of my discussion was the shift of explanaburden from
Gen to Eval within OT. One consequence of this shift sho@ldhia simplifica-
tion of the generator, compared to a purely derivationaiesgdike minimalism.
| argued that OT’s generator can indeed do without a couplajpbrtant ingre-
dients of minimalist theory: features, feature strengtton®my of derivation,
and also, to a certain extent, economy of representatioretNéhit can also do
without syntactic movement, is an open issue.

| proposed a correspondence theoretic conception of Ohsywhere deriva-
tional economy is reduced and relativised to syat@emantics correspondence.

The concept of representational economy is also calledguéstion from
an empirical perspective: the syntactic structures thahtas unmarked, ac-
cording to typological and distributional criteria, oftame not the ‘shortest’
ones. Syntactically unmarked structures are in balanosdaet compression
and redundancy.

Typically, periphrastic constructions are those with thegldest applicabil-
ity. We further found that situations where periphrastiostouctions are ruled
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out have two characteristics: we have a syntactically uplproatic context, and

a synthetic alternative is available. | argued that theses<ahould be treated
as instances of the pragmatic blocking of the periphrastimfoy the synthetic

one. However, the (grammatical) well-formedness of thelwved expressions
IS a prerequisite of such pragmatic blocking to apply.

In the final section, | focused on the syntax-phonology fate, especially
the mapping between syntactic and prosodic constituehessyntax-prosody
mapping in English provides another argument against et stpplication of
representational economy. For the theory of the syntaxiplogy interface, it
IS more important to work with invariant syntactic stru@syy rather than using
the shortest, simplest structure possible.

On the other hand, prosodic phrases are usually headed iogll@ords.
Functional categories play a prominent role in syntactalyses, but they are
nearly irrelevant for the syntaxprosody mapping. The highly abstract syntac-
tic structures that we can frequently observe in the cugenerative discourse,
with a proliferation of elaborated hidden structures anavd&ons, leads to se-
rious complications for the theory of the syntax-phonologgrface. From that
perspective, it is much better to follow the opposite rourteour assumptions
about syntactic structures, we should avoid abstractionueh as possible, but,
see above, use structures with maximal generality.
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