
RESOLVENTS OF ELLIPTIC BOUNDARY PROBLEMS ON
CONIC MANIFOLDS

THOMAS KRAINER

Abstract. We prove the existence of sectors of minimal growth for realiza-
tions of boundary value problems on conic manifolds under natural ellipticity
conditions. Special attention is devoted to the clarification of the analytic
structure of the resolvent.

1. Introduction

The present article is a continuation of the investigation of resolvents of elliptic
operators on conic manifolds from [8, 9] to the case of manifolds with boundary
and realizations of operators under boundary conditions. Our principal focus of
interest are resolvents of boundary value problems satisfying a parameter-dependent
ellipticity condition that resembles the Shapiro-Lopatinsky condition.

While the study of operators on a conic manifold without boundary is mainly
motivated by questions from spectral theory and geometric analysis, the analysis
of boundary value problems has in addition a wide range of applications in par-
tial differential equations. In particular, results about the structure and growth of
resolvents of operators with respect to the spectral parameter have immediate con-
sequences as regards the existence, uniqueness, and maximal regularity of solutions
to parabolic linear and semilinear equations. Hence this paper naturally belongs to
the study of partial differential equations in nonsmooth domains, a subject which
due to its importance in models from applications has recently attracted increased
attention (see [14], [16], [21], [22], [23], [24], to mention only a few). Our results,
in particular, give a fairly complete picture about the existence of sectors of min-
imal growth for L2-based realizations of general elliptic boundary value problems
in domains with cone-like singularities on the boundary. They seem to be new also
when specialized to second order equations under Dirichlet, Neumann, or oblique
derivative boundary conditions.

We begin this paper with a brief discussion on manifolds with boundary and con-
ical singularities. We recall the definitions and some properties of totally character-
istic and cone differential operators, and give a short description of their symbols.
We consider boundary value problems for both of these operator classes and give
the suitable definition of parameter-dependent ellipticity (called b- and c-ellipticity).
Our primary focus, however, are cone operators.

In case of boundary value problems for totally characteristic operators, there is
just one realization of an elliptic operator, and the b-ellipticity with parameter in a
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sector Λ ⊂ C already implies that Λ is a sector of minimal growth for this realization.
The situation of boundary value problems for cone operators is completely different.
There is a variety of domains for every boundary condition, cf. [4], [10], [17]. Each
of these domains can be characterized by the asymptotic behavior of its elements
near the singularities, and c-ellipticity with parameter in a sector Λ is not sufficient
to insure that Λ is a sector of minimal growth for a given domain (c-ellipticity just
entails Fredholm solvability). Similar to the boundaryless case in [8, 9], it turns out
that an additional spectral condition needs to be required for a model boundary
value problem on the model cone with an associated domain. The model boundary
value problem is obtained by “freezing the coefficients” at the singularities, and
the additional spectral condition can be regarded as a kind of Shapiro-Lopatinsky
condition, but associated with the “singular boundary”, coming from blowing up
the conical points. The arbitrariness in the choice of a domain is the source of
substantial difficulties which cannot be overcome merely by considering spaces with
weights, a technique that is widely used in the literature since Kondratiev’s seminal
paper [15].

In the Sections 4–6 we discuss the domains of realizations of parameter-dependent
elliptic boundary value problems for cone operators, the associated model boundary
value problem, and the link between these two.

An important component of this paper is the parametrix construction that we
perform in Section 7. Technically, our approach makes use of Boutet de Monvel’s
calculus away from the singularities (cf. [11], [31]), several aspects of pseudodiffer-
ential boundary value problems on conic manifolds without parameters (cf. [29]),
and, near the singularities, we employ in addition some techniques from the edge-
calculus as studied in the monograph [14].

Finally, in Section 8, we use our parametrix to describe the pseudodifferential
structure of the resolvent and prove in Theorem 8.1 the existence of sectors of
minimal growth for realizations of boundary value problems for cone operators
under natural ellipticity conditions, the main result of this note:

Theorem: Let A be a cone operator of order m > 0, and T be a vector of boundary
conditions for A. Assume that the associated boundary value problem is c-elliptic
with parameter in the closed sector Λ ⊂ C, see Section 4.

Let Dmin(AT ) ⊂ D(AT ) ⊂ Dmax(AT ) be any domain of A under the boundary
condition Tu = 0 in a weighted L2

b-space on the manifold, and let D∧,min(A∧,T∧) ⊂
D∧(A∧,T∧) ⊂ D∧,max(A∧,T∧) be the associated domain to D(AT ) for the model
operator A∧ under the boundary condition T∧u = 0 on the model cone as described
in the Sections 5 and 6.

If Λ is a sector of minimal growth for A∧ with domain D∧(A∧,T∧), then Λ is a
sector of minimal growth for the operator A with domain D(AT ) (see Definition 1.1
below). Moreover, the resolvent of A with this domain can be written in the form(

AD − λ
)−1 = BT (λ) +

(
AD − λ

)−1ΠT (λ),

where BT (λ) is a parameter-dependent parametrix of A − λ taking values in the
minimal domain Dmin(AT ), and ΠT (λ) is a regularizing projection operator onto a
(finite dimensional) complement of the range of A−λ on Dmin(AT ) (see Section 7).

The idea for proving this theorem is the construction of an invertible abstract
reference problem (Theorem 7.21) that is used to reduce the resolvent constructions
to the finite dimensional contribution beyond the minimal domain. In this sense, we
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perform a reduction to the “singular boundary”, and the resulting operator family
plays technically a similar role as, e.g., the Dirichlet-to-Neumann map in regular
boundary value problems. However, a canonical reference domain for the operator A
with boundary condition Tu = 0, which could be regarded as a “Dirichlet extension”
with respect to the singular boundary, does not exist.

Compared to the boundaryless case in [8, 9], managing the boundary conditions
requires special care and forces setting up a much more elaborated machinery. By
consistently working with full operator matrices (with domains that are associated
with the inhomogeneous boundary value problem), we are able to transfer some
methods from the boundaryless situation. This also makes it possible to concen-
trate on the essential singular part of the problem when coming to the resolvent
constructions in Section 8.

Acknowledgement : This article emerged from a collaboration with Juan Gil
(Penn State Altoona) and Gerardo Mendoza (Temple University, Philadelphia).
The author wishes to express his gratitude for many invaluable discussions on the
subject of this paper.

Throughout this article, let

Λ = {z = reiθ; r ≥ 0, |θ − θ0| ≤ ε}
with θ0 ∈ R and ε > 0 be a closed sector in C.

Definition 1.1. Let H be a Hilbert space and A : D(A) ⊂ H → H be unbounded,
densely defined, and closed, i.e. D(A) is complete in the graph norm

‖u‖A = ‖u‖H + ‖Au‖H . (1.2)

We call Λ a sector of minimal growth for the operator A (with domain D(A)) if

A − λ : D(A) → H

is bijective for large |λ| > 0 in Λ, and if the following equivalent norm estimates for
the resolvent (A − λ)−1 : H → D(A) are satisfied:

i) ‖(A − λ)−1‖L (H) = O(|λ|−1) as |λ| → ∞.
ii) ‖(A − λ)−1‖L (H,D(A)) = O(1) as |λ| → ∞.

2. Manifolds with boundary and conical singularities

Definition 2.1. A compact conic manifold with boundary is a second countable
compact Hausdorff topological space Msing such that there exists a finite subset S
with the following properties:
a) Msing \ S is a smooth manifold with boundary.
b) Every s ∈ S has a neighborhood U(s) ⊆ Msing which is homeomorphic to a

neighborhood Ũ of
s̃ = ({0} × Y )/({0} × Y )

in (R+ × Y )/({0}× Y ), where Y is a compact smooth manifold with boundary,
and the homeomorphism restricts to a diffeomorphism U(s)\{s} ∼= Ũ\{s̃}.

The set S is the singular set in Msing, the elements of S are called conical points.

As in the boundaryless case, analysis on conic manifolds with boundary is per-
formed away from the conical points. Consequently, by eventually passing to
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Msing/S, we can and will assume henceforth that Msing has only one conical point
s. Note that the manifold Y in Definition 2.1 is not assumed to be connected.

It is evident from the definition that Nsing, the boundary of Msing, is a compact
conic manifold without boundary and conical point s.

Definition 2.2. A cone structure on Msing is a maximal atlas consisting of a
differential structure for the smooth manifold with boundary Msing \ {s}, as well as
coordinate neighborhoods of the conical point s of the form U(s) from Definition
2.1, where away from s the coordinate changes are C∞-diffeomorphisms, and the
coordinate change

R+ × Y ⊇ Ũ\{s̃} ∼= Ṽ \{s̃} ⊆ R+ × Y

of any two charts near the conical point s extends to a C∞-mapping

((−∞, 0] × Y ) ∪ (Ũ\{s̃}) −→ ((−∞, 0] × Y ) ∪ (Ṽ \{s̃})
between these open subsets of R × Y . Note, in particular, that by continuity the
cocycle property of coordinate changes near s is preserved up to the origin, i.e., up
to {0} × Y .

Any cone structure on Msing gives rise to a unique cone structure on the boundary
Nsing. We will always assume that a cone structure on Msing is fixed, and the
boundary will be given the induced cone structure.

Let M be the compact space obtained from Msing by blowing up the conical
point s to Y . Note that M and the canonical embedding Y ↪→ M are invariants of
the cone structure, and each local chart of Msing near the conical point s gives rise
to a collar neighborhood of Y in M .

We have a canonical identification M/Y ∼= Msing as compact conic manifolds
with boundary. The double

2M = M ∪Y M

is a compact smooth manifold with boundary, where the C∞-structure is inherited
from collar neighborhoods of Y in M . Evidently, N = ∂(2M) ∩ M is the blow-up
of Nsing, a compact manifold with boundary ∂Y .

Let us fix a defining function x ∈ C∞(2M) for Y with x > 0 on 2M\Y .

Definition 2.3. By Diffm
b (M) we denote the restrictions to M of the m-th order

differential operators on 2M which are totally characteristic with respect to Y .
Thus Diff∗

b(M) is the enveloping algebra generated by the restrictions to M of the
vector fields on 2M which are tangent to Y and C∞(2M).

Observe that N\∂Y , the regular part of the boundary of M , is not necessarily
characteristic for the elements of Diff∗

b(M).
Correspondingly, let Diffm

b (M ; E, F ) be the space of m-th order totally charac-
teristic differential operators acting in sections of the bundles E and F . Note that
we consider here complex vector bundles that are restrictions of smooth bundles on
2M to M .

The operators A ∈ x−m Diffm
b (M ; E, F ) are the cone operators of order m. If

(x, y) are local coordinates near p ∈ Y ⊂ M with x ≥ 0 on M and x = 0 on Y ,
then A takes the form

A = x−m
∑

k+|α|≤m

ak,α(x, y)Dα
y (xDx)k

with coefficients ak,α(x, y) that are smooth up to x = 0.
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Totally characteristic operators A ∈ Diffm
b (M ; E, F ), m ∈ N0, have an invariant

b-principal symbol on the compressed cotangent bundle bT ∗M , see [25, 26]. Recall
that bTM is the bundle on M whose smooth sections are the restrictions of the
vector fields on 2M to M which are tangent to Y . The compressed cotangent
bundle bT ∗M is the dual of bTM .

In [8] the c-cotangent bundle was introduced, and it was proved that cone op-
erators have invariantly defined principal symbols there. Consequently, with an
operator A ∈ x−m Diffm

b (M ; E, F ), m ∈ N0, we associate its c-principal symbol
cσσ(A) on cT ∗M , a section of the bundle Hom( cπ∗E, cπ∗F ). Here cπ : cT ∗M → M
is the canonical projection map.

The definition of the c-cotangent bundle cT ∗M is similar to the b-construction,
and its space of smooth sections are the restrictions of 1-forms from 2M to M which
are, over Y , sections of the conormal bundle of Y in T ∗(2M).

There is a second principal symbol associated with an operator A, the b- or
c-principal boundary symbol bσσ∂(A) or cσσ∂(A), respectively.

Definition 2.4. Let A ∈ x−m Diffm
b (M ; E, F ), and let U(p) ⊂ 2M be a small

neighborhood of the point p ∈ ∂(2M) ∩ M on the boundary of M , and consider
local coordinates (z′, zn) centered at p with zn ≥ 0 and zn = 0 on ∂(2M). Let
cσσ(A)(z′, zn; ζ′, ζn) be the local representation of the c-principal symbol in these
coordinates, a (N− × N+)-matrix function with N− = dimE and N+ = dimF .

The operator family
cσσ∂(A)(z′; ζ′) = cσσ(A)(z′, 0; ζ′, Dzn) : S (R+) ⊗ C

N− → S (R+) ⊗ C
N+ (2.5)

is then a local representation of the c-principal boundary symbol cσσ∂(A) of A.
It is more tedious than hard to see that the c-principal boundary symbol is in-

variantly defined on cT ∗N , a section of the bundle Hom(cS+⊗ cπ∗E, cS+⊗ cπ∗F ).
Here cS+ is a bundle on cT ∗N with fiber S (R+) which comes up canonically when
changing to a different local representation (2.5) near p.

Analogously, with a totally characteristic operator A ∈ Diffm
b (M ; E, F ) we asso-

ciate the b-principal boundary symbol bσσ∂(A), a section of the bundle Hom(bS+⊗
bπ∗E, bS+ ⊗ bπ∗F ) over bT ∗N .

Definition 2.6. Let 0 ∈ Ω ⊂ C be a conical subset. The operator family A − λ ∈
Diffm

b (M ; E), λ ∈ Ω, is called b-elliptic with parameter, if spec( bσσ(A)(z, ζ))∩Ω = ∅
for (z, ζ) ∈ bT ∗M\0.

Analogously, for a cone operator A ∈ x−m Diffm
b (M ; E) the family A−λ is called

c-elliptic with parameter λ ∈ Ω iff spec( cσσ(A)(z, ζ)) ∩ Ω = ∅ for (z, ζ) ∈ cT ∗M\0.

Obviously, A − λ ∈ x−m Diffm
b (M ; E) is c-elliptic with parameter if and only

if xmA − λ ∈ Diffm
b (M ; E) is b-elliptic with parameter, and, if Ω = {0}, b- and

c-ellipticity with parameter reduces to ordinary b- and c-ellipticity.

3. Boundary problems for totally characteristic operators

In this section we consider boundary value problems for totally characteristic
operators A ∈ Diffm

b (M ; E), m ∈ N.
We assume henceforth that A−λ is b-elliptic with parameter in the sector Λ ⊂ C.

Proposition 3.1. The b-principal boundary symbol
bσσ∂(A)(z′, ζ′) − λ : bS+ ⊗ bπ∗E → bS+ ⊗ bπ∗E
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is surjective and has finite dimensional kernel for all (z′, ζ′, λ) ∈
(

bT ∗N × Λ
)
\0.

Consequently, the kernels form a vector bundle K on
(

bT ∗N × Λ
)
\0.

For a sufficiently smooth section u of a bundle F on M\Y we denote by γu
its restriction to the regular part N\∂Y of the boundary, which gives rise to the
restriction operator γ.

Now let Bj ∈ Diffmj

b (M ; E, Fj), mj < m , be totally characteristic, j = 1, . . . , K.
We consider the family of boundary value problems

(A − λ)u = f in M̊ = M\Y ,

Tu = g on N̊ = N\∂Y
(3.2)

for the operator A, where T = (γB1, . . . , γBK)t.

Definition 3.3. The boundary value problem (3.2) is called b-elliptic with param-
eter λ ∈ Λ if⎛

⎜⎝
(bγ0 ⊗ I bπ∗F1)

bσσ∂(B1)(z′, ζ′)
...

(bγ0 ⊗ I bπ∗FK
) bσσ∂(BK)(z′, ζ′)

⎞
⎟⎠ : K(z′,ζ′,λ) →

K⊕
j=1

bπ∗Fj

is bijective for all (z′, ζ′, λ) ∈
(

bT ∗N × Λ
)
\0. Here bγ0 : bS+ → C is the canonical

evaluation map at zero.
Note that this notion of b-ellipticity is the appropriate version of the Shapiro-

Lopatinsky condition for families of totally characteristic boundary problems.

Let m > 0 be a b-density on 2M , i.e. xm is a smooth everywhere positive density.
Let L2

b(M ; E) be the L2-space of sections of the bundle E on M with respect to m
and a Hermitian inner product on E.

For s ∈ N0 let Hs
b (M ; E) be the Sobolev space of all L2

b-sections u such that
Cu ∈ L2

b for all totally characteristic operators C of order ≤ s, and let Hs
b,0(M ; E)

be the closure of all C∞
0 -sections of E in Hs

b (M ; E). Note that the C∞
0 -sections

here are supported away from the boundary N ∪ Y .
For s ∈ −N let Hs

b (M ; E) be the dual of H−s
b,0 (M ; E), and analogously let

Hs
b,0(M ; E) be the dual of H−s

b (M ; E) with respect to the sesquilinear pairing
induced by the L2

b-inner product. For arbitrary real s we define Hs
b,0(M ; E) and

Hs
b (M ; E) by interpolation. Analogously to the boundaryless case, we also consider

weighted spaces xμHs
b for arbitrary weights μ ∈ R.

For every s > −1/2 we consider the boundary value problem (3.2) as a family
of continuous operators

(
A − λ

T

)
: xμHs+m

b (M ; E) →

xμHs
b (M ; E)
⊕

K⊕
j=1

xμH
s+m−mj−1/2
b (N ; Fj)

. (3.4)

Correspondingly, we consider the realization of A under the boundary condition
Tu = 0, i.e. the unbounded operator

AT : Ds(AT ) ⊂ xμHs
b (M ; E) → xμHs

b (M ; E)

with domain Ds(AT ) = {u ∈ xμHs+m
b (M ; E); Tu = 0} that acts like A. We

sometimes also say that this is the Hs+m-realization (or just H-realization) of A
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in order to emphasize that we assume apriori smoothness of order s + m in M̊ as
it is custom in boundary value problems.

It is a part of Theorem 3.5 below that the boundary condition

T : xμHs+m
b (M ; E) →

K⊕
j=1

xμH
s+m−mj−1/2
b (N ; Fj)

is surjective for s > −1/2. In particular, the operator (3.4) is invertible for some
λ ∈ Λ if and only if λ /∈ spec(AT ).

Theorem 3.5. Let (3.2) be b-elliptic with parameter λ ∈ Λ, and let μ ∈ R. There
exists R = R(μ) > 0 such that for λ ∈ Λ, |λ| ≥ R, the operator (3.4) is invertible
for all s > −1/2.

Moreover, we have ‖(AT −λ)−1‖ = O(|λ|−1) as |λ| → ∞ for the L (xμL2
b)-norm

of the resolvent of A with domain D(AT ) = D0(AT ) ⊂ xμL2
b(M ; E), and the norm

of the resolvent in L (xμHs
b ) of realizations in Sobolev spaces of higher regularity is

polynomially bounded as |λ| → ∞.

As A with domain D(AT ) is closed, we thus obtain that b-ellipticity with param-
eter implies that Λ is a sector of minimal growth for A.

The proof of Theorem 3.5 follows by constructing a parametrix of (3.2) within
a Boutet de Monvel’s calculus of parameter-dependent boundary value problems
of totally characteristic pseudodifferential operators (a suitable modification of the
arguments given in Section 7 up to Proposition 7.8 will do).

As our interest in this article lies in resolvents and spectral properties of boundary
value problems for cone operators we will not pursue this here.

Despite of the many similarities between cone operators and totally characteristic
operators, the spectral theory for cone operators is much more complicated than
the spectral theory of totally characteristic operators. This is underscored by a
comparison of Theorem 3.5 and Theorem 8.1.

Assuming parameter-dependent ellipticity, for every weight μ ∈ R there is only
one H-realization of a totally characteristic operator A under the boundary condi-
tion Tu = 0, and this realization is well-behaved for large parameter values as The-
orem 3.5 shows. In contrast, for every weight μ ∈ R there are many H-realizations
of cone operators, and the spectrum of every such realization could be C (see also
[8, 9] for a discussion of the boundaryless case).

For later purposes, we recall the notion of the conormal symbol associated with
a totally characteristic boundary value problem on M :

If u is a smooth section of E on 2M that vanishes on Y , then also Pu vanishes
on Y for every P ∈ Diff∗

b(M ; E, F ). Consequently, if v is a section of E on Y and u
is any extension of v, then (Pu)|Y does not depend on the choice of the extension.
Thus, associated with P there is a differential operator

P̂ (0) : C∞(Y ; E) → C∞(Y ; F )

of the same order as P . Since C � σ �→ x−iσPxiσ is a family of totally characteristic
operators, we so obtain the operator valued polynomial

C � σ �→ P̂ (σ) ∈ Diff∗(Y ; E, F ),
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the conormal symbol associated with P . If P is part of a boundary condition γP ,
we associate with this condition its conormal symbol

C � σ �→ γ̂P̂ (σ),

where γ̂v denotes the restriction of the section v on Y to the boundary ∂Y . In this
way we obtain for each λ ∈ Λ the conormal symbol of the boundary value problem
(3.2), a family of boundary value problems

h(σ, λ) : C∞(Y ; E) →

C∞(Y ; E)
⊕

K⊕
j=1

C∞(∂Y ; Fj)
(3.6)

on Y depending holomorphically on σ ∈ C and λ ∈ Λ.
Provided that (3.2) is b-elliptic with parameter λ ∈ Λ, the conormal symbol (3.6)

is for every σ ∈ C and λ ∈ Λ an elliptic boundary value problem on Y , which is
even elliptic with parameter (σ, λ) ∈ {�(σ) = α} × Λ for every fixed α ∈ R.

4. Realizations of boundary problems for cone operators

Let A ∈ x−m Diffm
b (M ; E), m ∈ N, be a cone operator such that A−λ is c-elliptic

with parameter in the sector Λ ⊂ C.
Analogously to the case of totally characteristic operators, we then know that

the c-principal boundary symbol
cσσ∂(A)(z′, ζ′) − λ : cS+ ⊗ cπ∗E → cS+ ⊗ cπ∗E

is surjective and has finite dimensional kernel for all (z′, ζ′, λ) ∈
(

cT ∗N × Λ
)
\0.

Let K be the bundle of kernels on
(

cT ∗N × Λ
)
\0.

Let Bj ∈ x−mj Diffmj

b (M ; E, Fj), mj < m , be cone operators, j = 1, . . . , K, and
consider the family of boundary value problems

(A − λ)u = f in M̊ = M\Y ,

Tu = g on N̊ = N\∂Y
(4.1)

for the operator A, where T = (γB1, . . . , γBK)t.

Definition 4.2. The boundary value problem (4.1) is called c-elliptic with param-
eter λ ∈ Λ if⎛

⎜⎝
(cγ0 ⊗ I cπ∗F1) cσσ∂(B1)(z′, ζ′)

...
(cγ0 ⊗ I cπ∗FK ) cσσ∂(BK)(z′, ζ′)

⎞
⎟⎠ : K(z′,ζ′,λ) →

K⊕
j=1

cπ∗Fj

is bijective for all (z′, ζ′, λ) ∈
(

cT ∗N × Λ
)
\0, where cγ0 : cS+ → C is evaluation

at zero.
Similar to the case of totally characteristic operators, c-ellipticity is the appro-

priate version of the Shapiro-Lopatinsky condition for cone operators.

Lemma 4.3. The boundary value problem (4.1) with cone operators A and Bj,
j = 1, . . . , K, is c-elliptic with parameter λ ∈ Λ if and only if the boundary value
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problem

((xmA) − λ)u = f in M̊,

γ(xmj Bj)u = gj on N̊ , j = 1, . . . , K

is b-elliptic with parameter λ ∈ Λ in the sense of Definition 3.3.

Our primary concern is to investigate the spectral properties of c-elliptic bound-
ary value problems under the assumption of parameter-dependent ellipticity, i.e.
we investigate the operator family

(
A − λ

T

)
: Ds

(
A

T

)
⊂ xμHs

b (M ; E) →

xμHs
b (M ; E)
⊕

K⊕
j=1

xμ+m−mj H
s+m−mj−1/2
b (N ; Fj)

(4.4)

for s > −1/2 and some weight μ ∈ R, as well as the behavior of the associated
family of unbounded operators

A − λ : Ds(AT ) ⊂ xμHs
b (M ; E) → xμHs

b (M ; E) (4.5)

with domain Ds(AT ) = Ds
(
A
T

)
∩ kerT . Of particular interest is of course the case

s = 0, i.e. the xμL2
b-realization of the operator A under the boundary condition

Tu = 0.
The domain in (4.4) can be any intermediate space

Ds
min

(
A

T

)
⊂ Ds

(
A

T

)
⊂ Ds

max

(
A

T

)

of the minimal and maximal xμHs+m
b -domains

Ds
max

(
A

T

)
=

{
u ∈ xμHs+m

b (M ; E);

Au ∈ xμHs
b (M ; E),

γBju ∈ xμ+m−mj H
s+m−mj−1/2
b (N ; Fj)

for j = 1, . . . , K

}
,

Ds
min

(
A

T

)
= Ds

max

(
A

T

)
∩
⋂
ε>0

xμ+m−εHs+m
b (M ; E).

As conjugation of (4.4) with the weight function xδ for any δ ∈ R gives rise to a
unitary equivalent parameter-dependent c-elliptic boundary value problem of the
form (4.1) in the corresponding shifted function spaces, we can without loss of
generality base all our investigations on the weight μ = −m/2. Moreover, we
usually write Ds = Ds

(
A
T

)
as well as D = D0

(
A
T

)
.

A discussion of domains and adjoints of c-elliptic boundary value problems and
normal boundary conditions is given in [4], generalizing previous results in [10]
in the boundaryless case. In contrast to the mere c-elliptic case, our situation of
parameter-dependent c-ellipticity makes it possible to avoid a technical discussion
of the issue of normality.

The next proposition follows analogous to the boundaryless case from a corre-
sponding analysis in the Mellin image using the conormal symbols of (4.1), see [17],
[10]. The proof of the Fredholmness in part iv) follows by employing a standard
parametrix (without parameters) of elliptic boundary value problems on the cone,
see, e.g., [29], [4].
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Proposition 4.6. Assume that (4.1) is c-elliptic with parameter in some closed
sector Λ ⊂ C.

i) Ds
max is complete in the norm

‖u‖AT = ‖u‖x−m/2Hs+m
b

+ ‖Au‖x−m/2Hs
b

+
K∑

j=1

‖γBju‖
xm/2−mj H

s+m−mj−1/2
b

, (4.7)

and Ds
min ⊂ Ds

max is a closed subspace of finite codimension.
ii) We have

xm/2Hs+m
b ↪→ Ds

min ↪→ Ds
max ↪→ x−m/2+εHs+m

b

for some ε > 0 with continuous embeddings. In particular, the embedding
Ds

max ↪→ x−m/2Hs
b is compact.

iii) C∞
0 (M̊ ; E) ⊂ Ds

min is a dense subspace.
iv) For every λ ∈ C the boundary value problem (4.4) is Fredholm with index

independent of λ and s > −1/2, and we have the following relative index
formula

ind
(

A − λ

T

)
Ds

= ind
(

A

T

)
Ds

min

+ dimDs/Ds
min. (4.8)

Here the subscripts refer to the corresponding domains.

The quotient Ds
max/Ds

min is actually independent of s > −1/2 and can be identi-
fied with a space of singular functions. We will come back to this in Section 6 soon
(see also [9], Section 6).

From Lemma 4.3 and Theorem 3.5 we obtain that the boundary condition

T : xm/2Hs+m
b (M ; E) →

K⊕
j=1

xm/2−mj H
s+m−mj−1/2
b (N ; Fj)

is surjective, and necessarily so is its extension to Ds by Proposition 4.6. Conse-
quently, for every λ ∈ C,

AT − λ : Ds(AT ) → x−m/2Hs
b (M ; E)

is Fredholm with index

ind(A − λ)Ds(AT ) = indADs(AT ) = ind
(

A

T

)
Ds

,

and a necessary condition for A with domain D(AT ) to admit nonempty resolvent
set is that ind(AT,min) ≤ 0 and ind(AT,max) ≥ 0 (in [8] such issues are discussed
from a fairly abstract perspective, and many of the results therefore apply also to
the situation under study in this article). Moreover, (4.4) is invertible for some λ
if and only if (4.5) is bijective, i.e. if and only if λ /∈ spec(AT ).

Let us formulate an immediate consequence of these observations (note, in par-
ticular, that this constitutes a substantial difference to the totally characteristic
case):

Corollary 4.9. Let (4.1) be c-elliptic with parameter in the closed sector Λ ⊂
C. Then either the spectrum of the operator AT : Ds(AT ) ⊂ x−m/2Hs

b (M ; E) →
x−m/2Hs

b (M ; E) is discrete or it is all of C, and a necessary condition for the
spectrum to be discrete is that ind ADs(AT ) = 0.
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Lemma 4.10. The mapping Ds
(
A
T

)
→ Ds(AT ) = Ds

(
A
T

)
∩ kerT is a bijection of

the lattice of intermediate spaces

Ds
min

(
A

T

)
⊂ Ds

(
A

T

)
⊂ Ds

max

(
A

T

)

onto the lattice of intermediate spaces

Ds
min(AT ) ⊂ Ds(AT ) ⊂ Ds

max(AT ),

where

Ds
min(AT ) =

{
u ∈

⋂
ε>0

xm/2−εHs+m
b (M ; E); Au ∈ x−m/2Hs

b (M ; E) and Tu = 0
}
,

Ds
max(AT ) =

{
u ∈ x−m/2Hs+m

b (M ; E); Au ∈ x−m/2Hs
b (M ; E) and Tu = 0

}
.

We have dimDs
max

(
A
T

)
/Ds

min

(
A
T

)
= dimDs

max(AT )/Ds
min(AT ). More precisely, given

a basis

sj + Ds
min

(
A

T

)
, j = 1, . . . , M,

of Ds
max

(
A
T

)
/Ds

min

(
A
T

)
, we pick uj ∈ xm/2Hs+m

b (M ; E) with Tsj = Tuj and obtain
in this way a basis

(sj − uj) + Ds
min(AT ), j = 1, . . . , M,

of Ds
max(AT )/Ds

min(AT ).

As already mentioned, the sj in Lemma 4.10 can be chosen to be singular func-
tions (see also Section 6), and the domains Ds

(
A
T

)
as well as the corresponding

domains Ds(AT ) are thus characterized in terms of a specified asymptotic behavior
near Y .

Proposition 4.11. If AT − λ : Ds(AT ) → x−m/2Hs
b (M ; E) is invertible for some

λ ∈ C and some domain Ds(AT ), then A is closed in the functional analytic sense
for every domain Ds

min(AT ) ⊂ Ds ⊂ Ds
max(AT ), i.e. Ds

max(AT ) is complete in the
graph norm

‖u‖A = ‖u‖x−m/2Hs
b

+ ‖Au‖x−m/2Hs
b
.

Proof. Let (uk)k ⊂ Ds
max(AT ) be such that uk → u in x−m/2Hs

b and Auk → v in
x−m/2Hs

b . Consequently, (A−λ)uk → v−λu in x−m/2Hs
b , and by the closed graph

theorem the inverse
(A − λ)−1 : x−m/2Hs

b → Ds(AT )

is continuous, where Ds(AT ) is endowed with (4.7). Thus there exists a convergent
sequence (vk)k ⊂ Ds(AT ) ⊂ Ds

max(AT ) with (A − λ)vk = (A − λ)uk → v − λu as
k → ∞. Let ker(A−λ) ⊂ Ds

max(AT ) be the eigenspace of A with domain Ds
max(AT )

associated with the eigenvalue λ. As A − λ : Ds
max(AT ) → x−m/2Hs

b is Fredholm,
this eigenspace is finite dimensional, and so the norm (4.7) and the x−m/2Hs

b -norm
are equivalent on this space. Consequently, the sequence (uk − vk)k ⊂ ker(A − λ)
is convergent with respect to (4.7), and thus uk = vk + (uk − vk) is also convergent
in Ds

max(AT ) with respect to (4.7), and the limit necessarily coincides with the
x−m/2Hs

b -limit u. �
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5. The associated boundary value problem on the model cone

For convenience, we fix from now on a collar neighborhood UY = Y × [0, 1) of
Y in M . Let x be such that in this neighborhood it coincides with the projection
to [0, 1), and the b-density m be such that its pull-back equals dy ⊗ dx

x . In this
neighborhood, the vector bundles E and Fj , j = 1, . . . , K, are isomorphic to the
pull-backs of their restrictions to Y , and we also fix such isomorphisms.

Every cone operator B ∈ x−m Diffm
b (M ; E, F ) can be written in the form

B = x−m
N−1∑
k=0

Pkxk + xN−mP̃N , (5.1)

where N ∈ N is arbitrary, P̃N ∈ Diffm
b (M ; E, F ), and the Pk ∈ Diffm

b (M ; E, F )
have coefficients independent of x near Y .

Recall that an operator P ∈ Diffm
b (M ; E, F ) is said to have coefficients indepen-

dent of x near Y , or simply constant coefficients, if

∇x∂xP (u) = P (∇x∂xu)

for any smooth section u of E supported in UY . Here ∇ denotes a Hermitian
connection on E or F , respectively.

Let Y
∧

= R+×Y be the model cone, and correspondingly let (∂Y )∧ = R+×(∂Y )
be the model cone associated with the boundary.

With B ∈ x−m Diffm
b (M ; E, F ) we associate on Y

∧
the model operator B∧ =

x−mP0, where P0 is the constant term in the expansion (5.1). Moreover, if B is part
of a boundary condition, we let γ∧B∧ be the model boundary condition associated
with γB, where for every sufficiently smooth section u on Y

∧ \Y we denote by γ∧u
its restriction to the regular part of the boundary (∂Y )∧ \ ∂Y .

Consequently, for the family of boundary value problems (4.1) for the operator
A there is the following associated family of model boundary value problems

(A∧ − λ)u = f in Y̊
∧

= Y
∧\Y ,

T∧u = g on ∂Y̊
∧

= (∂Y )∧\∂Y
(5.2)

for A∧ on the model cone Y
∧
, where T∧ = (γ∧B1,∧, . . . , γ∧BK,∧)t.

The problem (5.2) is naturally realized in the scale of Ks,α-spaces on the model
cone. We briefly recall the definition of these spaces (see, e.g., [14]):

Definition 5.3. Let D ⊂ Sn−1 be an embedded (n − 1)-dimensional ball (with
boundary). Let Hs

cone(Y
∧
; E) be the space of Hs

loc-distributions u such that given
any coordinate patch Ω on Y diffeomorphic to an open subset of D ⊂ Sn−1, and
given any function ϕ ∈ C∞

0 (Ω), we have (1 − ω)ϕu ∈ Hs(D∧; E), where D∧ =
R+ × D ⊂ Rn is regarded as the cone in Rn \ {0} over D in polar coordinates, and
the Sobolev space on D∧ is the space of Hs-distributions in Rn restricted to that
cone.

Correspondingly, we have the space Hs
cone((∂Y )∧; F ) that is defined in the same

way via regarding (∂Y )∧ (locally) as a cone in R
n−1.

Here and in the sequel, ω ∈ C∞
0 (R+) denotes a cut-off function near zero, i.e.

ω is supported near the origin with ω ≡ 1 near zero, and we consider ω a function
either on UY or on Y

∧
(or on (∂Y )∧) which depends only on the variable x.
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For s, α ∈ R we define Ks,α(Y
∧
; E) as the space of distributions u such that

ωu ∈ xαHs
b (Y

∧
; E) and (1 − ω)u ∈ x(n−m)/2Hs

cone(Y
∧
; E),

and Ks,α((∂Y )∧; F ) as the space of all u with

ωu ∈ xαHs
b ((∂Y )∧; F ) and (1 − ω)u ∈ x(n−1−m)/2Hs

cone((∂Y )∧; F ).

Obviously, the Ks,α-spaces have natural Hilbert space structures. Note, in par-
ticular, that K0,−m/2 = x−m/2L2

b , and the x−m/2L2
b-inner product serves as the

reference inner product on the model cone.

For s > − 1
2 the model boundary value problem (5.2) is considered as

 
A∧ − λ

T∧

!
: Ds

∧

 
A∧
T∧

!
⊂ Ks,−m/2(Y

∧
; E) →

Ks,−m/2(Y
∧
; E)

⊕
KL

j=1

Ks+m−mj−1/2,m/2−mj ((∂Y )∧; Fj)

(5.4)

with Ds
∧,min

(
A∧
T∧

)
⊂ Ds∧

(
A∧
T∧

)
⊂ Ds∧,max

(
A∧
T∧

)
, where

Ds
∧,max

(
A∧
T∧

)
=
{
u ∈ Ks+m,−m/2(Y

∧
; E); A∧u ∈ Ks,−m/2(Y

∧
; E),

γ∧Bj,∧u ∈ Ks+m−mj−1/2,m/2−mj ((∂Y )∧; Fj) for j = 1, . . . , K
}
,

Ds
∧,min

(
A∧
T∧

)
= Ds

∧,max

(
A∧
T∧

)
∩
⋂
ε>0

Ks+m,m/2−ε(Y
∧
; E).

Analogously to Proposition 4.6 we have:

Proposition 5.5. Let (4.1) be c-elliptic with parameter in the closed sector Λ.
i) Ds∧,max

(
A∧
T∧

)
is complete in the norm

‖u‖ = ‖u‖Ks+m,−m/2 + ‖A∧u‖Ks,−m/2 +
K∑

j=1

‖γ∧Bj,∧u‖Ks+m−mj−1/2,m/2−mj ,

and Ds
∧,min

(
A∧
T∧

)
is a closed subspace of finite codimension.

ii) We have

Ks+m,m/2 ↪→ Ds
∧,min ↪→ Ds

∧,max ↪→ Ks+m,−m/2+ε

for some ε > 0 with continuous embeddings.

The quotient Ds
∧,max/Ds

∧,min is actually independent of s > − 1
2 and can be

described in terms of singular functions as in the boundaryless case, see Section 6.

Notation 5.6. For functions ϕ, ψ we write ϕ ≺ ψ if ψ ≡ 1 in a neighborhood of
the support of ϕ.

Lemma 5.7. Let (4.1) be c-elliptic with parameter in Λ. Then the model boundary
condition

T∧ : Ks+m,m/2(Y
∧
; E) →

K⊕
j=1

Ks+m−mj−1/2,m/2−mj ((∂Y )∧; Fj)

is surjective for every s > − 1
2 , and necessarily so is its extension to Ds

∧
(
A∧
T∧

)
by

Proposition 5.5.
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Proof. We consider the b-elliptic boundary value problem

(
(xmA) − λ

)
u = f in M̊,

γ(xmj Bj)u = gj on N̊ , j = 1, . . . , K.
(5.8)

Let h(σ, λ) be the conormal symbol of (5.8). Thus h(σ, λ) is for every σ ∈ C and
every λ ∈ Λ an elliptic boundary value problem on Y , and the b-ellipticity with
parameter λ ∈ Λ of (5.8) implies that h(σ, λ) is elliptic with parameter (σ, λ) ∈
{�(σ) = −m/2}×Λ. Consequently, h(σ, λ) has a parameter-dependent parametrix
in Boutet de Monvel’s calculus on Y which is an inverse of h(σ, λ) for all �(σ) =
−m/2 and |λ| > R sufficiently large.

Let k(σ, λ) be the row matrix of potential operators in this parametrix, and
define

K1(λ) : C∞
0

(
R+ × (∂Y ),

K⊕
j=1

Fj

)
→ C∞(R+ × Y ; E),

(
K1(λ)u

)
(x) :=

1
2π

∫
�(σ)=−m/2

∞∫
0

( x

x′
)iσ

k(σ, λ)

⎛
⎜⎝

x′m1 · · · 0
...

. . .
...

0 · · · x′mK

⎞
⎟⎠ u(x′)

dx′

x′ dσ

for u ∈ C∞
0

(
R+ × (∂Y ),

K⊕
j=1

Fj

)
∼= C∞

0

(
R+,

K⊕
j=1

C∞(∂Y ; Fj)
)
.

We now have T∧K1(λ) = I for |λ| > R, and by continuity this identity holds on
K⊕

j=1

xm/2−mj H
s+m−mj−1/2
b ((∂Y )∧; Fj). For cut-off functions ω ≺ ω̃ near zero we

thus have T∧ω̃K1(λ)ω = ω+R1(λ) on
K⊕

j=1

Ks+m−mj−1/2,m/2−mj with a term R1(λ)

which decreases rapidly in the norm as |λ| → ∞.
On the other hand, the c-ellipticity with parameter λ ∈ Λ of (4.1) implies that

the boundary value problem (5.2) is away from x = 0 elliptic with parameter λ ∈ Λ
on the cone Y

∧
as x → ∞ in the sense that the triple of homogeneous principal

symbols and boundary symbols associated with the covariables and parameter as
well as the variables (as x → ∞) is invertible – the noncompact end x → ∞ on Y

∧

is here a conical exit to infinity, not a cylindrical end, and parameter-dependent
ellipticity and parametrices of (classical) boundary value problems on manifolds
with conical exits to infinity are well investigated in the literature (see, e.g., [14]).

Consequently, there exists a parameter-dependent parametrix of
(
A∧−λ

T∧

)
in the

SG-calculus of boundary value problems (near infinity), and for the row matrix
K2(λ) of potential operators of this parametrix and a suitable cut-off function ω̂ ≺ ω

we have T∧(1 − ω̂)K2(λ)(1 − ω) = (1 − ω) + R2(λ) on
K⊕

j=1

Ks+m−mj−1/2,m/2−mj

with a term R2(λ) which decreases rapidly in the norm as |λ| → ∞.
Thus for K(λ) := ω̃K1(λ)ω+(1−ω̂)K2(λ)(1−ω) we have T∧K(λ) = I+R̃(λ) on

K⊕
j=1

Ks+m−mj−1/2,m/2−mj , and for |λ| > 0 sufficiently large I+R̃(λ) is invertible. �
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According to Lemma 5.7 it makes again sense to associate with the boundary
value problem (5.4) a corresponding family of unbounded operators

A∧ − λ : Ds
∧(A∧,T∧) ⊂ Ks,−m/2(Y

∧
; E) → Ks,−m/2(Y

∧
; E), (5.9)

where Ds
∧(A∧,T∧) = Ds

∧
(
A∧
T∧

)
∩ kerT∧.

Then (5.4) is invertible for some λ ∈ C if and only if (5.9) is invertible, i.e. if and
only if λ /∈ spec(A∧,T∧). The analogue of Lemma 4.10 is true also for the associated
problem on the model cone.

Proposition 5.10. Let (4.1) be c-elliptic with parameter λ ∈ Λ. Then, for λ �=
0, the operator (5.4) is Fredholm for every intermediate domain Ds

∧,min

(
A∧
T∧

)
⊂

Ds
∧
(
A∧
T∧

)
⊂ Ds

∧,max

(
A∧
T∧

)
with index independent of s > − 1

2 . More precisely, we have

ind
(

A∧ − λ

T∧

)
Ds∧

= ind
(

A∧ − λ

T∧

)
Ds

∧,min

+ dimDs
∧/Ds

∧,min

= ind
(

A

T

)
Ds

min

+ dimDs
∧/Ds

∧,min

= ind(AT,min) + dimDs
∧/Ds

∧,min,

and correspondingly the operator A∧,T∧ − λ : Ds∧(A∧,T∧) → Ks,−m/2(Y
∧
; E) is

Fredholm for λ �= 0 with the same index

ind(A∧,T∧ − λ)Ds∧ = ind(A∧,T∧ − λ)Ds
∧,min

+ dimDs
∧/Ds

∧,min

= ind(AT,min) + dimDs
∧/Ds

∧,min.

Proof. The Fredholmness follows from the parametrix construction in Section 7,
the index formula is then elementary except for the assertion that

ind
(

A∧ − λ

T∧

)
Ds

∧,min

= ind
(

A

T

)
Ds

min

.

Under the assumption that
(
A∧−λ

T∧

)
is injective on Ds

∧,min

(
A∧
T∧

)
, this equality is a

by-product of Theorem 7.21. However, the general case also follows by the same
methods that lead to Theorem 7.21 by possibly enlarging the matrices of additional
abstract conditions. �
Proposition 5.11. If A∧−λ : Ds

∧(A∧,T∧) → Ks,−m/2(Y
∧
; E) is invertible for some

λ ∈ Λ and some domain Ds
∧(A∧,T∧), then A∧ is closed in the functional analytic

sense for every domain Ds
∧,min(A∧,T∧) ⊂ Ds

∧ ⊂ Ds
∧,max(A∧,T∧), i.e. Ds

∧,max(A∧,T∧)
is complete in the graph norm

‖u‖A∧ = ‖u‖Ks,−m/2 + ‖A∧u‖Ks,−m/2.

Proof. The proof follows along the lines of the proof of Proposition 4.11, noting
that without loss of generality we may assume λ �= 0, and hence

A∧ − λ : Ds
∧,max(A∧,T∧) → Ks,−m/2(Y

∧
; E)

is Fredholm according to Proposition 5.10. �
Definition 5.12. i) For � > 0 we define the normalized dilation group action

for sections on Y
∧

and (∂Y )∧ via(
κ�u

)
(x, y) = �m/2u(�x, y).
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κ� is a strongly continuous group action on the Ks,α-spaces, and the normal-
ization factor �m/2 makes it an isometry on x−m/2L2

b .
ii) A family of operators A(λ) defined on a κ-invariant space of distributions on

the model cone is called κ-homogeneous of degree ν if

A(�mλ) = �νκ�A(λ)κ−1
�

for every � > 0.
It is known that the dilation group action and the notion of κ-homogeneity play

an important role when dealing with parameter-dependent cone operators, and they
are systematically employed in Schulze’s edge pseudodifferential calculus.

Observe that Ds
∧,min

(
A∧
T∧

)
and Ds

∧,max

(
A∧
T∧

)
as well as the associated domains

Ds
∧,min(A∧,T∧) and Ds∧,max(A∧,T∧) of the unbounded operator A∧ under the bound-

ary condition T∧u = 0 are κ-invariant. This follows immediately from the κ-
homogeneity

(
A∧
T∧

)
=

⎛
⎜⎜⎜⎝

�m 0 · · · 0
0 �m1 · · · 0
...

...
. . .

...
0 0 · · · �mK

⎞
⎟⎟⎟⎠κ�

(
A∧
T∧

)
κ−1

� , � > 0, (5.13)

of
(

A∧
T∧

)
. Moreover, this κ-homogeneity makes it possible to get a fairly complete

picture of what it means to be a sector of minimal growth for realizations of the
operator A∧ under the boundary condition T∧u = 0 as the following Proposition
5.14 shows. Note that the case of κ-invariant domains is particularly simple. In
view of the characterization of the domains in terms of singular functions given
in Section 6, the estimate (5.17) below can be regarded as a condition about the
asymptotics of solutions of (5.2) as |λ| → ∞.

Proposition 5.14. Let (4.1) be c-elliptic with parameter λ ∈ Λ. Then the following
are equivalent:

i) Λ is a sector of minimal growth for the operator A∧ with domain D∧(A∧,T∧) ⊂
x−m/2L2

b.
ii) A∧ − λ : D∧(A∧,T∧) → x−m/2L2

b is invertible for large λ ∈ Λ, and the inverse
satisfies the estimate

‖κ−1
|λ|1/m(A∧ − λ)−1‖L (x−m/2L2

b
,D∧,max) = O(|λ|−1)

as |λ| → ∞.
iii)

(
A∧ − λ

T∧

)
: D∧

(
A∧
T∧

)
→

x−m/2L2
b

⊕
K⊕

j=1

Km−mj−1/2,m/2−mj

(5.15)

is invertible for large λ ∈ Λ, and

‖κ−1
|λ|1/m

(
A∧ − λ

T∧

)−1

κ|λ|1/m‖ = O
(
|λ|−1 |λ|−m1/m · · · |λ|−mK/m

)
(5.16)

as |λ| → ∞, where the bounds are to be understood componentwise (with values
in D∧,max

(
A∧
T∧

)
).
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iv) (5.15) is bijective for large λ ∈ Λ, and

‖κ−1
|λ|1/mq∧

(
A∧ − λ

T∧

)−1

κ|λ|1/m‖ = O
(
|λ|−1 |λ|−m1/m · · · |λ|−mK/m

)
(5.17)

as |λ| → ∞, where the bounds are to be understood componentwise with values
in the quotient D∧,max

(
A∧
T∧

)
/D∧,min

(
A∧
T∧

)
. Here q∧ : D∧,max → D∧,max/D∧,min

denotes the canonical projection.
Note that the group action κ� descends to the quotient because both D∧,max

and D∧,min are κ-invariant.

If the domain D∧(A∧,T∧) is κ-invariant, i)–iv) are equivalent to

v) A∧ − λ : D∧(A∧,T∧) → x−m/2L2
b is bijective for all λ ∈ Λ with |λ| = 1.

Proof. ii) ⇒ i) follows immediately because the group action κ�, � > 0, is unitary
on x−m/2L2

b .
i) ⇒ ii): Note first that Ds∧,max is by assumption complete in the graph norm,

see Proposition 5.11. Consequently, as κ� is an isometry on x−m/2L2
b , we only have

to prove that

‖A∧κ−1
|λ|1/m(A∧ − λ)−1‖L (x−m/2L2

b) = O(|λ|−1)

as |λ| → ∞. From the κ-homogeneity of A∧ we obtain A∧κ−1
|λ|1/m = |λ|−1κ−1

|λ|1/mA∧,
and thus the desired estimate follows from the boundedness of the operator family
A∧(A∧−λ)−1 in L (x−m/2L2

b) (as |λ| → ∞), which is part of our present assumption
i).

ii) ⇒ iii): From the invertibility of A∧ − λ : D∧ → x−m/2L2
b for large |λ| > 0

and the surjectivity of the boundary condition T∧ (see Lemma 5.7) we obtain that
(5.15) is invertible for large λ. Let

(
P∧(λ) K∧(λ)

)
=
(

A∧ − λ

T∧

)−1

:

x−m/2L2
b

⊕
K⊕

j=1

Km−mj−1/2,m/2−mj

→ D∧

(
A∧
T∧

)

be the inverse. The norm estimate in ii) implies the asserted norm estimate for
P∧(λ) = (A∧,T∧ − λ)−1 in iii) as |λ| → ∞, noting that κ� is an isometry on
x−m/2L2

b .

Let K̃ :
K⊕

j=1

Km−mj−1/2,m/2−mj → Km,m/2(Y
∧
; E) be any right inverse of T∧

according to Lemma 5.7, and define

K̃(�) := κ�K̃κ−1
�

⎛
⎜⎝

�−m1 · · · 0
...

. . .
...

0 · · · �−mK

⎞
⎟⎠

for � > 0. In view of the κ-homogeneity of T∧, see (5.13), we conclude that K̃(�)
is a right inverse of T∧ for every � > 0.

From P∧(λ)(A∧ − λ) + K∧(λ)T∧ = 1 we get for large |λ| > 0

K∧(λ) = K∧(λ)T∧K̃(|λ|1/m) = K̃(|λ|1/m) − P∧(λ)(A∧ − λ)K̃(|λ|1/m).
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Using the κ-homogeneity of A∧−λ we obtain by conjugation with the group action
that κ−1

|λ|1/mK∧(λ)κ|λ|1/m equals

(
1 −

(
κ−1
|λ|1/mP∧(λ)κ|λ|1/m

)
|λ|
(
A∧ − λ

|λ|

))
K̃

⎛
⎜⎝

|λ|−m1/m · · · 0
...

. . .
...

0 · · · |λ|−mK/m

⎞
⎟⎠ ,

and thus the asserted norm estimate in iii) holds for K∧(λ).
iii) ⇒ ii) and iii) ⇒ iv) are immediate.
iv) ⇒ ii): We just have to worry about the norm estimate. Let BT,∧(λ) :

x−m/2L2
b → D∧,min be the principal component of the interior part of the parametrix

B(λ) from Theorem 7.21. Then

1 − BT,∧(λ)(A∧ − λ) ≡ 0 on D∧,min(A∧,T∧)

for λ ∈ Λ \ {0}, and consequently the operator descends to

1 − BT,∧(λ)(A∧ − λ) : D∧,max(A∧,T∧)/D∧,min(A∧,T∧) → D∧,max(A∧,T∧).

We may write(
A∧,D∧ − λ

)−1 = BT,∧(λ) +
(
1 − BT,∧(λ)(A∧ − λ)

)
q∧
(
A∧,D∧ − λ

)−1

as operators x−m/2L2
b → D∧,max(A∧,T∧). By κ-homogeneity,

κ−1
|λ|1/m

(
A∧,D∧ − λ

)−1 = |λ|−1BT,∧
( λ

|λ|

)
κ−1
|λ|1/m

+
(
1 − BT,∧

( λ

|λ|

)(
A∧ − λ

|λ|

))(
κ−1
|λ|1/mq∧

(
A∧,D∧ − λ

)−1
)
,

and so the norm estimate in ii) follows. Recall that the group action κ� is unitary
on x−m/2L2

b .

If the domain D∧(A∧,T∧) is κ-invariant, then the invertibility of

A∧ − λ : D∧(A∧,T∧) → x−m/2L2
b (5.18)

for large λ ∈ Λ is by means of the κ-homogeneity

A∧ − �mλ = �mκ�

(
A∧ − λ

)
κ−1

�

equivalent to the invertiblity of (5.18) for all λ ∈ Λ \ {0} or, equivalently, only for
λ ∈ Λ with |λ| = 1. Moreover, from the identity

κ−1
|λ|1/m(A∧ − λ)−1κ|λ|1/m = |λ|−1

(
A∧ − λ

|λ|

)−1

: x−m/2L2
b → D∧(A∧,T∧)

for λ �= 0 we automatically obtain the norm estimate in ii), and consequently the
equivalence of i)–iv) and v) is proved. �

6. Domains, associated domains, and singular functions

In this section we give a description of domains of the realizations of A and
A∧ under the boundary condition Tu = 0 and T∧u = 0, respectively, in terms of
singular functions, i.e. the domains are characterized by the asymptotic behavior
of their elements near the “singular boundary” Y .

Moreover, we explicitly construct an isomorphism

θ : Dmax/Dmin → D∧,max/D∧,min
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that will be used to associate with a domain D of A under the boundary condition
Tu = 0 a corresponding domain D∧ of A∧ under the boundary condition T∧u = 0
via

θ
(
D/Dmin

)
= D∧/D∧,min. (6.1)

The ellipticity condition for the resolvent constructions for the operator AT with
domain D(AT ) in Section 8 then involves a spectral condition on the model operator
A∧,T∧ with the associated domain D(A∧,T∧) to D(AT ) according to (6.1). As the
boundaryless case shows, a condition of such type is to be expected also in this
more advanced situation.

Our approach to consider domains with inhomogeneous boundary conditions
D
(
A
T

)
as well as D

(
A∧
T∧

)
makes it possible to transfer the methods from [8] and [9].

According to (5.1) we write (near Y )

A ≡ x−m
m−1∑
k=0

Akxk mod Diffm
b (M ; E), (6.2)

Bj ≡ x−mj

m−1∑
k=0

Bj,kxk mod xm−mj Diffmj

b (M ; E, Fj), j = 1, . . . , K, (6.3)

with totally characteristic operators Ak, Bj,k with coefficients independent of x near
Y , and therefore they can be regarded also as operators acting in sections on the
model cone Y

∧
. Thus⎛

⎜⎜⎜⎝
A

γB1

...
γBK

⎞
⎟⎟⎟⎠ =

⎛
⎜⎜⎜⎝

x−m 0 · · · 0
0 x−m1 · · · 0
...

...
. . .

...
0 0 · · · x−mK

⎞
⎟⎟⎟⎠

m−1∑
k=0

⎛
⎜⎜⎜⎝

Ak

γB1,k

...
γBK,k

⎞
⎟⎟⎟⎠xk + R̃, (6.4)

and set Ak =
(
Ak γB1,k · · · γBK,k

)t, k = 0, . . . , m − 1. Let

Âk(σ) : Hs+m(Y ; E) →

Hs(Y ; E)
⊕

K⊕
j=1

Hs+m−mj−1/2(∂Y ; Fj)
, s > −1

2
, (6.5)

σ ∈ C, be the conormal symbol of Ak, see Section 3. From our standing assumption
that (4.1) is c-elliptic (with parameter λ ∈ Λ), we obtain that the leading term
Â0(σ) is a holomorphic Fredholm family in (6.5) which has a finitely meromorphic
inverse Â−1

0 (σ).

In the sequel, we make use of the following notion of Mellin transform for sections
u on M or Y

∧
, respectively, which employs apriori a cut-off near Y :

Fix a cut-off function ω ∈ C∞
0 ([0, 1)) near zero, i.e. ω is real valued and sup-

ported near the origin with ω ≡ 1 near zero. As usual, we regard ω as a func-
tion on M supported in the collar neighborhood UY ⊂ M , or on Y

∧
. Then the

Mellin transform of a section u ∈ C∞
0 (M̊ ; E) is defined to be the entire function

û : C → C∞(Y ; E|Y ) such that for any v ∈ C∞(Y ; E|Y )(
x−iσωu, π∗

Y
v
)
L2

b(M ;E)
=
(
û(σ), v

)
L2(Y ;E|Y )

, (6.6)
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where π∗
Y

v is the section of E over UY obtained by parallel transport of v along

the fibers of the projection πY . The Mellin transform of sections u ∈ C∞
0 (Y̊

∧
; E) is

defined in the same way, but the pairing in (6.6) is the inner product in L2
b(Y

∧
; E)

(where, as before, we identify the bundle E → Y
∧

with the pull-back π∗
Y

E|Y ).
The Mellin transform extends to the spaces xαHs

b and Ks,α in such a way that
û(σ) is a holomorphic Hs(Y ; E)-valued function in {�(σ) > −α} with well known
integrability conditions along lines parallel to the real axis.

In the same way we also define the Mellin transform for sections on the boundary
N , and on the model cone (∂Y )∧ associated with the boundary, respectively.

Let

specb

(
A

T

)
= {σ ∈ C; Â0(σ) is not invertible} ⊂ C

be the boundary spectrum of
(
A
T

)
. Then

specb

(
A

T

)
∩ {σ ∈ C; α < �(σ) < β}

is finite for all α, β ∈ R, α < β, and let

Σ := specb

(
A

T

)
∩ {σ ∈ C; −m/2 < �(σ) < m/2} (6.7)

be the part of the boundary spectrum in the critical strip that is associated with
realizations of A and A∧ in x−m/2L2

b under the boundary condition Tu = 0 and
T∧u = 0, respectively.

For σ0 ∈ Σ let Ẽ∧,σ0 be the space of all singular functions of the form

q =
(mσ0∑

k=0

cσ0,k(y) logk x
)
xiσ0 ∈ C∞(Y̊

∧
; E),

where cσ0,k ∈ C∞(Y ; E) and mσ0 ∈ N0, such that A0q = 0. Using the Mellin trans-
form, this is equivalent to the holomorphicity of Â0(σ)q̂(σ) on the whole complex
plane, and as the inverse Â−1

0 (σ) is finitely meromorphic (with regularizing princi-
pal parts of Laurent expansions) we see that the space Ẽ∧,σ0 is finite dimensional.

We set
Ẽ∧,max =

⊕
σ0∈Σ

Ẽ∧,σ0 ⊂ C∞(Y̊
∧
; E).

Let u ∈ Ds
∧,max

(
A∧
T∧

)
. By Mellin transform and the definition of the maximal

domain, we thus obtain that Â0(σ)û(σ) is the Mellin transform of a vector of
functions

v ∈

Ks,m/2(Y
∧
; E)

⊕
K⊕

j=1

Ks+m−mj−1/2,m/2((∂Y )∧; Fj)
.

In particular, Â0(σ)û(σ) is holomorphic in {�(σ) > −m/2}, and by the meromor-
phic structure of Â−1

0 (σ) we see that there is a singular function q ∈ Ẽ∧,max such
that û(σ)− q̂(σ) is holomorphic in the critical strip {σ ∈ C; −m/2 < �(σ) < m/2}.
Consequently, u − ωq ∈ Ds∧,max

(
A∧
T∧

)
with holomorphic Mellin transform, and thus
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u−ωq ∈ Ds
∧,min

(
A∧
T∧

)
. Note that the minimal domain as a subspace of the maximal

domain is characterized by the property that the Mellin transforms of its elements
are holomorphic in the critical strip.

Let us summarize this in the following proposition:

Proposition 6.8. Every class

u + Ds
∧,min

(
A∧
T∧

)
∈ Ds

∧,max

(
A∧
T∧

)
/Ds

∧,min

(
A∧
T∧

)

contains a representative of the form ωq with q ∈ Ẽ∧,max, and the singular function
q is uniquely determined by its class modulo Ds

∧,min.
In this way we obtain an isomorphism

Ds
∧,max

(
A∧
T∧

)
/Ds

∧,min

(
A∧
T∧

)
∼= Ẽ∧,max,

and the quotient Ds
∧,max/Ds

∧,min is independent of s > − 1
2 .

Consequently, specifying a domain Ds
∧,min ⊂ Ds∧ ⊂ Ds∧,max is equivalent to spec-

ifying a subspace of Ẽ∧,max of admissible conormal asymptotics for the elements
u ∈ Ds

∧ near Y .

In view of

Ds
∧,max

(
A∧
T∧

)
/Ds

∧,min

(
A∧
T∧

)
∼= Ds

∧,max(A∧,T∧)/Ds
∧,min(A∧,T∧),

see also Lemma 4.10, we also obtain

Ds
∧,max(A∧,T∧)/Ds

∧,min(A∧,T∧) ∼= Ẽ∧,max,

and the domains of the unbounded operator A∧ under the boundary condition
T∧u = 0 are characterized in terms of the asymptotics near Y .

Now let u ∈ Ds
max

(
A
T

)
. Then we obtain analogously to the case of the model cone

that
m−1∑
k=0

Âk(σ)û(σ + ik) is the Mellin transform of a vector of functions

v ∈

xm/2Hs
b (M ; E)
⊕

K⊕
j=1

xm/2H
s+m−mj−1/2
b (N ; Fj)

,

and consequently is holomorphic in {�(σ) > −m/2}. By inductively arguing for
the strips {m/2− k < �(σ) < m/2}, k = 1, . . . , m, using thereby the meromorphic
structure of the inverse Â−1

0 (σ) and the apriori holomorphicity of û(σ) in {�(σ) >
m/2}, we conclude that û(σ) has a meromorphic extension to the critical strip
{−m/2 < �(σ) < m/2}, and there exists a singular function of the form

q =
∑

−m
2 <�(σ)< m

2

(mσ∑
k=0

cσ,k(y) logk x
)
xiσ (6.9)

with cσ,k ∈ C∞(Y ; E), mσ ∈ N0, such that û(σ) − q̂(σ) is holomorphic in this
strip. Note that the sum in (6.9) is actually only a finite sum. Consequently, as
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also ωq ∈ Ds
max

(
A
T

)
, we conclude that u − ωq ∈ Ds

min

(
A
T

)
. We hence obtain an

isomorphism

Ds
max

(
A

T

)
/Ds

min

(
A

T

)
∼= Ẽmax

to a finite dimensional space of singular functions Ẽmax ⊂ C∞(Y̊
∧
; E) similar to

the case of the model operator in Proposition 6.8.

Let us be more precise about the structure of the space Ẽmax of singular functions:
We may write

Ẽmax =
⊕
σ0∈Σ

Ẽσ0 ,

and the elements q ∈ Ẽσ0 are of the form

q =
N(σ0)∑
ϑ=0

(mσ0−iϑ∑
k=0

cσ0−iϑ,k(y) logk x
)
xi(σ0−iϑ)

with cσ0−iϑ,k ∈ C∞(Y ; E), mσ0−iϑ ∈ N0, and N(σ0) ∈ N0 the largest integer such
that �(σ0) − N(σ0) > −m/2.

More precisely, there is an isomorphism

θ : Ẽmax → Ẽ∧,max

that was already mentioned in the introduction of this section, which restricts to
isomorphisms θ|Ẽσ0

: Ẽσ0 → Ẽ∧,σ0 . The inverse θ−1|Ẽσ0
is of the form

θ−1|Ẽσ0
=

N(σ0)∑
k=0

eσ0,k : Ẽ∧,σ0 → Ẽσ0 ,

where the eσ0,k : Ẽ∧,σ0 → C∞(Y̊
∧
; E) are inductively defined as follows:

• eσ0,0 = I, the identity map.
• Given eσ0,0, . . . , eσ0,ϑ−1 for some ϑ ∈ {1, . . . , N(σ0)−1}, we define eσ0,ϑ(ψ)

for ψ ∈ Ẽ∧,σ0 to be the unique singular function of the form

(mσ0−iϑ∑
k=0

cσ0−iϑ,k(y) logk x
)
xi(σ0−iϑ)

such that

(eσ0,ϑ(ψ))∧(σ) + Â0(σ)−1
( ϑ∑

k=1

Âk(σ)sσ0−iϑ(eσ0,ϑ−k(ψ))∧(σ + ik)
)

is holomorphic at σ = σ0 − iϑ, where (eσ0,ϑ−k(ψ))∧(σ) is the Mellin trans-
form of the function eσ0,ϑ−k(ψ), and sσ0−iϑ(eσ0,ϑ−k(ψ))∧(σ + ik) is the
singular part of its Laurent expansion at σ0 − iϑ. Recall that our notion of
Mellin transform involves apriori a cut-off near Y , and so (eσ0,ϑ−k(ψ))∧(σ)
is meromorphic in C with only one pole at σ0 − i(ϑ − k).

It is of interest to note that this construction yields
ϑ∑

k=0

(
Akxk

)
(eσ0,ϑ−k(ψ)) = 0
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for every ψ ∈ Ẽ∧,σ0 and every ϑ = 0, . . . , N(σ0).
In conclusion, every space Ẽσ0 consists indeed of singular functions of the form

q =
N(σ0)∑
ϑ=0

(mσ0−iϑ∑
k=0

cσ0−iϑ,k(y) logk x
)
xi(σ0−iϑ),

and we have

θq =
(mσ0∑

k=0

cσ0,k(y) logk x
)
xiσ0 . (6.10)

It is more tedious than hard to verify that this furnishes an isomorphism θ : Ẽmax →
Ẽ∧,max as desired (see also [8] for further information in the boundaryless context).

Let us summarize the above in the following proposition:

Proposition 6.11. i) There is a natural isomorphism

Ds
max

(
A

T

)
/Ds

min

(
A

T

)
∼= Ẽmax, u + Ds

min

(
A

T

)
�→ q,

that is characterized by the property that u − ωq ∈ Ds
min

(
A
T

)
, where ω ∈

C∞
0 ([0, 1)) is any cut-off function near zero.
Consequently, the quotient Ds

max/Ds
min is independent of s > − 1

2 , and its
elements are characterized by their asymptotic behavior near Y .

ii) By Lemma 4.10,

Ds
max

(
A

T

)
/Ds

min

(
A

T

)
∼= Ds

max(AT )/Ds
min(AT ),

and consequently also the quotient Ds
max(AT )/Ds

min(AT ) of the maximal and
minimal domains of the unbounded operator A under the boundary condition
Tu = 0 is characterized by the conormal asymptotics in Ẽmax.

iii) There is a natural isomorphism θ : Ẽmax → Ẽ∧,max that by i), ii), and Proposi-
tion 6.8 gives rise to isomorphisms

θ :

{
Ds

max

(
A
T

)
/Ds

min

(
A
T

)
→ Ds∧,max

(
A∧
T∧

)
/Ds

∧,min

(
A∧
T∧

)
,

Ds
max(AT )/Ds

min(AT ) → Ds
∧,max(A∧,T∧)/Ds

∧,min(A∧,T∧).

For a domain Ds
min ⊂ Ds ⊂ Ds

max we therefore have an associated domain

Ds
∧,min ⊂ θ(Ds) = Ds

∧ ⊂ Ds
∧,max

via θ
(
Ds/Ds

min

)
= Ds

∧/Ds
∧,min.

7. Parametrix construction

Let A(λ) denote the boundary value problem (4.1). Our goal in this section is
the construction of a parametrix under the assumption that A(λ) is c-elliptic with
parameter λ ∈ Λ, and that the model operator

A∧(λ) =
(

A∧ − λ
T∧

)
: Ds

∧,min

(
A∧
T∧

)
→

Ks,−m/2(Y
∧
; E)

⊕
K⊕

j=1

Ks+m−mj−1/2,m/2−mj ((∂Y )∧; Fj)

is injective for some s > − 1
2 and all λ ∈ Λ \ {0}.
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More precisely, we will construct a parametrix

B(λ) =
(
BT (λ) K(λ)

)
:

x−m/2Hs
b (M ; E)
⊕

K⊕
j=1

xm/2−mj H
s+m−mj−1/2
b (N ; Fj)

→ Ds
min

(
A

T

)

such that

B(λ)A(λ) − 1 : Ds
min

(
A

T

)
→ Ds

min

(
A

T

)
is regularizing and compactly supported in λ ∈ Λ. In particular, for λ sufficiently
large, the boundary value problem

A(λ) : Ds
min

(
A

T

)
→

x−m/2Hs
b (M ; E)
⊕

K⊕
j=1

xm/2−mj H
s+m−mj−1/2
b (N ; Fj)

(7.1)

is injective and B(λ) is a left inverse. Moreover, the regularizing remainder

Π(λ) = 1 −A(λ)B(λ)

is a finite dimensional projection to a complement of the range of (7.1).
For the actual construction of this parametrix we employ some ideas from pseudo-

differential operator theory of Shapiro-Lopatinsky elliptic edge-degenerate bound-
ary value problems, the central topic of the monograph [14].

Choose local coordinates on Y centered at zero, and let (0, 1)×Ω be correspond-
ing coordinates in the collar neighborhood UY ⊂ M of Y . In these coordinates, the
operator A − λ takes the form

A − λ = x−m
( ∑

k+|α|≤m

ak,α(x, y)Dα
y (xDx)k − xmλ

)
,

and thus its complete symbol ã(x, y, ξ, η, λ) is given by

ã(x, y, ξ, η, λ) = x−ma(x, y, xξ, η, xmλ)

with a symbol a(x, y, ξ, η, λ) that is smooth up to x = 0. The c-ellipticity with
parameter λ ∈ Λ of A − λ is equivalent to the invertibility of the principal compo-
nent a(m)(x, y, ξ, η, λ) for all covectors (ξ, η, λ) different from zero, and all (x, y) ∈
[0, 1) × Ω (up to x = 0). Note that the principal component a(m) is (anisotropic)
homogeneous, i.e.

a(m)(x, y, �ξ, �η, �mλ) = �ma(m)(x, y, ξ, η, λ)

for � > 0.
Assume for a moment that Ω ⊂ Rn−1 corresponds to an interior chart on Y .

Then the parametrix construction from Section 5 in [9] implies that there exists a
symbol p(x, y, ξ, η, λ) with the following properties:

i) p is smooth in all variables up to x = 0.
ii) We have∣∣∂α

(x,y)∂
β
(ξ,η)∂

γ
λp(x, y, ξ, η, λ)

∣∣ = O
(
(1 + |ξ| + |η| + |λ|1/m)−m−|β|−m|γ|)

as |(ξ, η, λ)| → ∞, locally uniformly for (x, y) ∈ [0, 1) × Ω.
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iii) p is a classical symbol, i.e. it admits an asymptotic expansion

p ∼
∞∑

j=0

χ(ξ, η, λ)p(−m−j)(x, y, ξ, η, λ),

where χ ∈ C∞(R × Rn−1 × Λ) is a function such that χ ≡ 0 near the origin
and χ ≡ 1 for large |(ξ, η, λ)|, and the components p(−m−j) are anisotropic
homogeneous, i.e. we have

p(−m−j)(x, y, �ξ, �η, �mλ) = �−m−jp(−m−j)(x, y, ξ, η, λ)

for � > 0.
iv) (A−λ)Op(xmp(x, y, xξ, η, xmλ))− 1 and Op(xmp(x, y, xξ, η, xmλ))(A−λ)− 1

are parameter-dependent smoothing pseudodifferential operators on (0, 1)×Ω,
where Op(xmp(x, y, xξ, η, xmλ)) denotes the standard Kohn-Nirenberg quan-
tized pseudodifferential operator in (0, 1)×Ω with symbol xmp(x, y, xξ, η, xmλ).

Now let Ω ⊂ R
n−1

+ correspond to a boundary chart on Y . We slightly extend
Ω as well as ã over the boundary Rn−2 ⊂ R

n−1

+ such that the structure of the
complete symbol ã of A− λ and the c-ellipticity with parameter remains preserved
(by possibly shrinking Ω to a relatively compact chart, this is always possible).

Now we can use the beforementioned results about the existence of a parametrix
in the extended domain (0, 1) × Ω′, where the symbol p in addition has the trans-
mission property with respect to the boundary Rn−2 ⊂ R

n−1

+ .
Passing, as is usual in pseudodifferential boundary value problems, to

Op+(xmp(x, y, xξ, η, xmλ)) = r+Op(xmp(x, y, xξ, η, xmλ))e+,

where e+ denotes the operator of extension by zero from the original domain (0, 1)×
Ω to the extended domain (0, 1) × Ω′ and r+ denotes restriction, we obtain that

Op+(xmp(x, y, xξ, η, xmλ))(A − λ) = 1 + G0(λ) + G−∞(λ),

where G−∞(λ) is a parameter-dependent regularizing singular Green operator in
Boutet de Monvel’s calculus, and G0(λ) is a parameter-dependent singular Green
operator in Boutet de Monvel’s calculus of order zero whose boundary symbol has
the form

g̃(x, y′, ξ, η′, λ) = g(x, y′, xξ, η′, xmλ)

with an (anisotropic) parameter-dependent singular Green symbol g(x, y′, ξ, η′, λ)
of order zero. The structure of the composition

(A − λ)Op+(xmp(x, y, xξ, η, xmλ))

is the same.
By combining the standard parametrix constructions on a manifold with bound-

ary away from Y with the above considerations, we arrive at the following

Lemma 7.2. A − λ has a parametrix P+(λ) of order −m and type zero in the
parameter-dependent Boutet de Monvel’s calculus B−m,0(M̊ ; Λ) on M̊ = M \ Y .
When restricted to the collar neighborhood UY

∼= (0, 1) × Y , this parametrix takes
the form

P+(λ)u(x) =
1
2π

∫∫
ei(x−x′)ξp̃(x, ξ, λ)u(x′) dx′ dξ + C(λ)u(x)
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for u ∈ C∞
0 ((0, 1), C∞(Y ; E)), where C(λ) ∈ B−∞,0((0, 1) × Y ; Λ) is a parameter-

dependent regularizing singular Green operator of type zero on (0, 1) × Y , and
p̃(x, ξ, λ) = xmp(x, xξ, xmλ) with a symbol

p(x, ξ, λ) ∈ C∞([0, 1),B−m,0(Y ; R × Λ)),

i.e. p is a smooth function in x ∈ [0, 1) taking values in the space of operators of
order −m and type zero in the parameter-dependent Boutet de Monvel’s calculus
on Y (depending on the isotropic parameter ξ and the anisotropic parameter λ).

The remainders (A−λ)P+(λ)−1 and P+(λ)(A−λ)−1 are parameter-dependent
singular Green operators in Boutet de Monvel’s calculus on M̊ of order zero and
appropriate types (given by the standard type formula for the composition of oper-
ators). When restricted to UY , they take the form

G0(λ)u(x) =
1
2π

∫∫
ei(x−x′)ξg̃(x, ξ, λ)u(x′) dx′ dξ

modulo parameter-dependent regularizing singular Green operators on (0, 1) × Y ,
where g̃(x, ξ, λ) = g(x, xξ, xmλ) with a symbol

g(x, ξ, λ) ∈ C∞([0, 1),B0,d
G (Y ; R × Λ)),

i.e. g is smooth in x ∈ [0, 1) taking values in the space of parameter-dependent
singular Green operators in Boutet de Monvel’s calculus on Y of order zero and
type d, where d = 0 or d = m, respectively, and ξ ∈ R is again the isotropic
parameter, while λ ∈ Λ is the anisotropic parameter.

Observe, in particular, that P+(λ) has a well-defined homogeneous principal c-
symbol cσσ(P+)(z, ζ, λ) on

(
cT ∗M×Λ

)
\0, as well as a principal c-boundary symbol,

which is a (twisted) homogeneous section
cσσ∂(P+)(z′, ζ′, λ) : cS+ ⊗ cπ∗E → cS+ ⊗ cπ∗E

on
(

cT ∗N × Λ
)
\ 0.

Proposition 7.3. There exists a matrix of parameter-dependent generalized sin-
gular Green operators

G1(λ) =
(
G1(λ) K1(λ) · · · KK(λ)

)
:

C∞
0 (M̊ ; E)

⊕
K⊕

j=1

C∞
0 (N̊ ; Fj)

→ C∞(M̊ ; E)

in Boutet de Monvel’s calculus of orders −m, −m1 − 1
2 , . . . , −mK − 1

2 and type

zero in B∗
G(M̊ ; Λ), such that its restriction to the collar neighborhood UY of Y is

(modulo a regularizing parameter-dependent generalized singular Green operator) of
the form

G1(λ)

⎛
⎜⎜⎜⎝

u
v1

...
vK

⎞
⎟⎟⎟⎠ (x) =

1
2π

∫∫
ei(x−x′)ξg̃(x, ξ, λ)

⎛
⎜⎜⎜⎝

u(x′)
v1(x′)

...
vK(x′)

⎞
⎟⎟⎟⎠ dx′ dξ

for u ∈ C∞
0 ((0, 1), C∞(Y ; E)) and vj ∈ C∞

0 ((0, 1), C∞(∂Y ; Fj)), j = 1, . . . , K,
where

g̃(x, ξ, λ) =
(
xmg(x, xξ, xmλ) xm1k1(x, xξ, xmλ) · · · xmK kK(x, xξ, xmλ)

)
,
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and g(x, ξ, λ) as well as the kj(x, ξ, λ), j = 1, . . . , K, are smooth with respect to x ∈
[0, 1) taking values in the parameter-dependent generalized singular Green operators
of orders −m and −mj − 1

2 , j = 1, . . . , K, and type zero in Boutet de Monvel’s
calculus on Y (depending on the isotropic parameter ξ ∈ R and the anisotropic
parameter λ ∈ Λ).

The operator family

B1(λ) =
(
P+(λ) + G1(λ) K1(λ) · · · KK(λ)

)
:

C∞
0 (M̊ ; E)

⊕
K⊕

j=1

C∞
0 (N̊ ; Fj)

→ C∞(M̊ ; E)

is a parameter-dependent parametrix in Boutet de Monvel’s calculus of the boundary
value problem (4.1) in the sense that the remainders(

A − λ
T

)
B1(λ) − 1, B1(λ)

(
A − λ

T

)
− 1 ∈ B−∞(M̊ ; Λ)

are parameter-dependent regularizing generalized singular Green operators in Boutet
de Monvel’s calculus on M̊ .

Proof. For any d ∈ N0 we consider the space x−�Bμ,d
G of parameter-dependent

generalized singular Green operators in Boutet de Monvel’s calculus on M̊ which
consist of matrix entries of the following form:

• Operators in the interior :

G(λ) : C∞
0 (M̊ ; E) → C∞(M̊ ; E)

is a parameter-dependent singular Green operator of order μ and type d in
Boutet de Monvel’s calculus on M̊ , and when restricted to UY it takes the
form

G(λ)u(x) =
1
2π

∫∫
ei(x−x′)ξ g̃(x, ξ, λ)u(x′) dx′ dξ

(modulo a regularizing parameter-dependent singular Green operator of
type d in UY ) with a symbol g̃(x, ξ, λ) = x−�g(x, xξ, xmλ), where g(x, ξ, λ)
is smooth with respect to x ∈ [0, 1) taking values in the space Bμ,d

G (Y ; R×Λ)
of parameter-dependent singular Green operators of order μ and type d in
Boutet de Monvel’s calculus on Y , depending on the isotropic parameter
ξ ∈ R and the anisotropic parameter λ ∈ Λ.

• Trace operators :

T (λ) : C∞
0 (M̊ ; E) → C∞(N̊ ; F )

is a parameter-dependent trace operator of order μ and type d in Boutet
de Monvel’s calculus on M̊ , and when restricted to UY it takes the form

T (λ)u(x) =
1
2π

∫∫
ei(x−x′)ξ t̃(x, ξ, λ)u(x′) dx′ dξ

(modulo a regularizing parameter-dependent trace operator of type d in UY )
with a symbol t̃(x, ξ, λ) = x−�+ 1

2 t(x, xξ, xmλ), where t(x, ξ, λ) is smooth
with respect to x ∈ [0, 1) taking values in the space of parameter-dependent
trace operators of order μ and type d in Boutet de Monvel’s calculus on Y .
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• Potential operators :

K(λ) : C∞
0 (N̊ ; F ) → C∞(M̊ ; E)

is a parameter-dependent potential operator of order μ in Boutet de Mon-
vel’s calculus on M̊ , and when restricted to the collar neighborhood it takes
the form

K(λ)v(x) =
1
2π

∫∫
ei(x−x′)ξ k̃(x, ξ, λ)v(x′) dx′ dξ

(modulo a regularizing parameter-dependent potential operator in UY ) with
a symbol k̃(x, ξ, λ) = x−�− 1

2 k(x, xξ, xmλ), where k(x, ξ, λ) is smooth with
respect to x ∈ [0, 1) taking values in the space of parameter-dependent
potential operators of order μ in Boutet de Monvel’s calculus on Y .

• Operators on the boundary:

Q(λ) : C∞
0 (N̊ ; F1) → C∞(N̊ ; F2)

is a parameter-dependent pseudodifferential operator of order μ on N̊ , and
when restricted to the collar neighborhood it takes the form

Q(λ)v(x) =
1
2π

∫∫
ei(x−x′)ξ q̃(x, ξ, λ)v(x′) dx′ dξ

(modulo a regularizing parameter-dependent pseudodifferential operator in
(0, 1)× ∂Y ) with a symbol q̃(x, ξ, λ) = x−�q(x, xξ, xmλ), where q(x, ξ, λ) is
smooth with respect to x ∈ [0, 1) taking values in the space of parameter-
dependent pseudodifferential operators on ∂Y of order μ (where, as in all the
other cases, ξ ∈ R is the isotropic parameter, and λ ∈ Λ is the anisotropic
parameter).

Observe that every G(λ) ∈ x−μBμ,d
G has a well defined principal c-boundary symbol

cσσ∂(G)(z′, ζ′, λ) on
(

cT ∗N × Λ
)
\ 0, which is (twisted) homogeneous of degree μ,

and we have in a canonical way a split exact sequence

0 −→ x−μBμ−1,d
G −→ x−μBμ,d

G −→
cσσ∂

cΣ −→ 0. (7.4)

Moreover, by standard arguments in the calculus of pseudodifferential operators
with (twisted) operator-valued symbols, we see that x−�B∗,d

G is asymptotically com-
plete, i.e. asymptotic summation is possible within the class. Recall that the bound-
ary symbolic calculus in Boutet de Monvel’s algebra can be formulated in terms of
twisted operator-valued symbols, where the function spaces in the normal direction
are equipped with suitable dilation group actions. The principal boundary symbols
are twisted homogeneous, i.e. homogeneous up to conjugation with the groups (cf.
[31]).

Notice that the assertion of the proposition about the structure of G1(λ) just

means that G1(λ) ∈ xmB−m,0
G , while Kj(λ) ∈ xmj+

1
2B−mj− 1

2 ,0

G for j = 1, . . . , K.

Moreover, for the boundary conditions in (4.1) we find γBj ∈ x−mj− 1
2Bmj+

1
2 ,m

G ,
j = 1, . . . , K.
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Let

cσσ∂(A)(z′, ζ′, λ) =

0
BBB@

cσσ∂(A)(z′, ζ′) − λ
(cγ0 ⊗ I cπ∗F1)

cσσ∂(B1)(z
′, ζ′)

...
(cγ0 ⊗ I cπ∗FK ) cσσ∂(BK)(z′, ζ′)

1
CCCA : cS+ ⊗ cπ∗E →

cS+ ⊗ cπ∗E
⊕

KL
j=1

cπ∗Fj

be the principal c-boundary symbol of (4.1) on
(

cT ∗N × Λ
)
\ 0. By choosing

a smooth positive definite metric on cT ∗N we can consider cσσ∂(A)(z′, ζ′, λ) for(
|ζ′|2m + |λ|2

)1/2m = 1 only, and by (twisted) homogeneity we still recover the full
information. As (4.1) is assumed to be c-elliptic with parameter λ ∈ Λ we obtain
that cσσ∂(A)(z′, ζ′, λ) is invertible, and as we consider this function now only on a
compact sphere bundle the standard arguments in Boutet de Monvel’s calculus can
be applied to show that its inverse is of the form

cσσ∂(A)(z′, ζ′, λ)−1 =
(

cσσ∂(P+)(z′, ζ′, λ) 0
)

+ cσσ∂(G1)(z′, ζ′, λ),

where cσσ∂(G1)(z′, ζ′, λ) already is the principal c-boundary symbol of the parame-
ter-dependent singular Green operator G1(λ) of the assertion of the proposition.

In order to find G1(λ), we first use (for each entry) the split exactness of (7.4)
to obtain a matrix G2(λ) of generalized parameter-dependent singular Green oper-
ators with cσσ∂(G1)(z′, ζ′, λ) = cσσ∂(G2)(z′, ζ′, λ), and set B′(λ) =

(
P+(λ) 0

)
+

G2(λ). The composition rules imply that B′(λ)A(λ) = 1 + G′(λ) with a parameter-
dependent singular Green operator G′(λ) ∈ x0B−1,m

G . The standard formal Neu-
mann series argument now shows that there exists G(λ) ∈ x0B−1,m

G (properly sup-
ported, uniformly for λ ∈ Λ) such that with

B1(λ) = (1 + G(λ))B′(λ) =
(
P+(λ) 0

)
+ G1(λ)

we have that B1(λ)A(λ) − 1 is a parameter-dependent regularizing singular Green
operator in Boutet de Monvel’s calculus on M̊ of type (at most) m.

A right parametrix is obtained in the same way. Note that the composition

A(λ)B′(λ) − 1 =

⎛
⎜⎜⎜⎝

G0,0(λ) G0,1(λ) · · · G0,K(λ)
G1,0(λ) G1,1(λ) · · · G1,K(λ)

...
...

. . .
...

GK,0(λ) GK,1(λ) · · · GK,K(λ)

⎞
⎟⎟⎟⎠

with Gi,j(λ) ∈ x−(ni−nj)Bni−nj−1,0
G , where n0 = m and nj = mj + 1

2 , j = 1, . . . , K,
i.e. the matrix

(
Gi,j(λ)

)
i,j

is of order −1 with respect to an order convention of
Douglis-Nirenberg type (see also the proof of Lemma 7.13). Consequently, the for-
mal Neumann series argument also applies in this situation (with Douglis-Nirenberg
order convention), and the proposition is proved. �

Modulo a regularizing parameter-dependent generalized singular Green operator
of type zero, the restriction of the parametrix B1(λ) from Proposition 7.3 to UY

can also be written in the form

B1(λ)

⎛
⎜⎜⎜⎝

u
v1

...
vK

⎞
⎟⎟⎟⎠ (x) =

1
2π

∫∫
ei(x−x′)ξ b̃(x, ξ, λ)

⎛
⎜⎜⎜⎝

x′mu(x′)
x′m1v1(x′)

...
x′mK vK(x′)

⎞
⎟⎟⎟⎠ dx′ dξ (7.5)
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for u ∈ C∞
0 ((0, 1), C∞(Y ; E)) and vj ∈ C∞

0 ((0, 1), C∞(∂Y ; Fj)), j = 1, . . . , K,
where b̃(x, ξ, λ) = b(x, xξ, xmλ),

b(x, ξ, λ) =
(
(p′ + g′)(x, ξ, λ) k′

1(x, ξ, λ) · · · k′
K(x, ξ, λ)

)
,

and the entries of b(x, ξ, λ) are smooth with respect to x ∈ [0, 1) taking values
in the parameter-dependent Boutet de Monvel’s calculus on Y of type zero and
corresponding orders. By Mellin quantization (see, e.g., [14]), the operator (7.5)
has a representation

Q(λ)

⎛
⎜⎜⎜⎝

u
v1

...
vK

⎞
⎟⎟⎟⎠ (x) =

1
2π

∫
�(σ)=−m/2

∫
(0,1)

( x

x′
)iσ

h(x, σ, xmλ)

⎛
⎜⎜⎜⎝

x′mu(x′)
x′m1v1(x′)

...
x′mK vK(x′)

⎞
⎟⎟⎟⎠ dx′

x′ dσ

modulo a regularizing parameter-dependent generalized singular Green operator in
Boutet de Monvel’s calculus, where the Mellin symbol h(x, σ, λ) is given by the
formula

h(x, σ, λ) =
1
2π

∫∫
e−i(r−1)ξriσϕ(r)b(x, ξ, λ) dr dξ (7.6)

for r, ξ ∈ R, σ ∈ C, and ϕ ∈ C∞
0 (R+) is a function such that ϕ ≡ 1 near r = 1.

Pick cut-off functions ω, ω̃, ω̂ ∈ C∞
0 ([0, 1)) near zero with ω̂ ≺ ω ≺ ω̃, and

consider these functions as functions on M (or N) supported in UY . With the
parametrix B1(λ) from Proposition 7.3 we define

B2(λ) = ωQ(λ)ω̃ + (1 − ω)B1(λ)(1 − ω̂) :

C∞
0 (M̊ ; E)

⊕
K⊕

j=1

C∞
0 (N̊ ; Fj)

→ C∞(M̊ ; E). (7.7)

By construction, we obtain the following

Proposition 7.8. B2(λ) is a parameter-dependent parametrix in Boutet de Mon-
vel’s calculus of (4.1) which is properly supported, uniformly with respect to λ ∈ Λ.

We have B2(λ) − B1(λ) ∈ B−∞,0(M̊ ; Λ), and

B2(λ) :

x−m/2Hs
b (M ; E)
⊕

K⊕
j=1

xm/2−mj H
s+m−mj−1/2
b (N ; Fj)

→ xm/2Hs+m
b (M ; E) ↪→ Ds

min

(
A

T

)

is continuous for all s > − 1
2 .

In order to further refine the parametrix B2(λ), we first recall the notion of
operator-valued symbols on the sector Λ (general information about such symbol
classes can be found in [30, 31]):

Definition 7.9. Let H and H̃ be Hilbert spaces endowed with strongly continuous
groups of isomorphisms {κ�} and {κ̃�}, � > 0, respectively.

A function g ∈ C∞(Λ, L (H, H̃)) is called an operator-valued symbol of order
μ ∈ R, if for all multi-indices α ∈ N2

0∥∥κ̃−1
[λ]1/m∂α

λ g(λ)κ[λ]1/m

∥∥
L (H,H̃)

= O
(
|λ|μ/m−|α|) (7.10)
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as |λ| → ∞, where [·] is a smooth function on C with [λ] > 1 for all λ ∈ C, and
[λ] = |λ| for |λ| > 2.

Moreover, for every j ∈ N0 there should exist (twisted) homogeneous (or κ-
homogeneous) components g(μ−j) ∈ C∞(Λ \ {0}, L (H, H̃)), i.e.

g(μ−j)(�mλ) = �μ−j κ̃�g(μ−j)(λ)κ−1
�

for � > 0, such that for some excision function χ ∈ C∞(C) (χ ≡ 0 near zero
and χ ≡ 1 near infinity) and all N ∈ N0 the symbol estimates (7.10) hold for

g(λ) −
N−1∑
j=0

χ(λ)g(μ−j)(λ) in the place of g(λ), and μ replaced by μ − N . We

sometimes write

g(λ) ∼
∞∑

j=0

g(μ−j)(λ),

and g∧(λ) := g(μ)(λ) is called the principal component of g(λ).
We call the operator-valued symbol g(λ) compact, if in all conditions above we

may replace the space of all bounded operators L (H, H̃) by the ideal of compact
operators K(H, H̃).

In the considerations below the Hilbert spaces H and H̃ will either be function
spaces on the model cone Y

∧
and (∂Y )∧, or just CN , and the group action is either

the normalized dilation κ� from Definition 5.12 on the function spaces, or the trivial
group action (κ̃� ≡ I) on CN .

The following Definition 7.11 of generalized Green remainders is essential for
understanding the structure of remainders of the parametrix construction, and for
further necessary refinement of the parametrix itself.

Let ∂+ denote normal differentiation on 2M (near the boundary ∂(2M)), where
“normal” refers to some Riemannian metric, smooth up to ∂(2M), that coincides
near Y with dx2 + dy2.

Definition 7.11. Let d ∈ N0 and μ ∈ R. An operator family

G(λ) =
d∑

j=0

Gj(λ)

⎛
⎝∂+ 0 0

0 0 0
0 0 0

⎞
⎠

j

:

C∞
0 (M̊ ; E)

⊕
C∞

0 (N̊ ; F )
⊕

C
N−

→

C∞(M̊ ; E)
⊕

C∞(N̊ ; F ′)
⊕

C
N+

(7.12)

is called a generalized Green remainder of order μ and type d in the scales

⎛
⎝xαHs

b

xβHs
b

CN−

⎞
⎠

to

⎛
⎝xα′

Hs
b

xβ′
Hs

b

CN+

⎞
⎠ if for all cut-off functions ω, ω̃ ∈ C∞

0 ([0, 1)) near zero the following

holds:
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i) For all j = 0, . . . , d

(1−ω)Gj(λ), Gj(λ)(1−ω̃) ∈
⋂

s,t∈R

S

⎛
⎜⎜⎜⎜⎝Λ,K

⎛
⎜⎜⎜⎜⎝

xαHs
b,0(M ; E)
⊕

xβHs
b (N ; F )
⊕

CN−

,

xα′
Ht

b(M ; E)
⊕

xβ′
Ht

b(N ; F ′)
⊕

CN+

⎞
⎟⎟⎟⎟⎠

⎞
⎟⎟⎟⎟⎠ .

ii) For all j = 0, . . . , d,

gj(λ) = ωGj(λ)ω̃ :

C∞
0 (Y̊

∧
; E)

⊕
C∞

0 (∂Y̊
∧
; F )

⊕
C

N−

→

C∞(Y̊
∧
; E)

⊕
C∞(∂Y̊

∧
; F ′)

⊕
C

N+

is a Green symbol, i.e. a compact operator-valued symbol

δKs,α
0 (Y

∧
; E)

⊕
δKs,β((∂Y )∧; F )

⊕
CN−

→

δ′Kt,α′
(Y

∧
; E)

⊕
δ′Kt,β′

((∂Y )∧; F ′)
⊕

CN+

of order μ ∈ R for all s, t, δ, δ′ ∈ R.

Here, for s, δ, α ∈ R, we write δKs,α = ωKs,α + (1 − ω)x−δKs,α, as well
as δKs,α

0 =
(
−δK−s,−α−m

)′, where the dual space is to be understood with
respect to the pairing induced by the x−m/2L2

b-inner product.

Correspondingly, the operator family (7.12) is called a generalized Green remainder

of order μ and type d in the scales

⎛
⎝xαHs

b

xβHs
b

CN−

⎞
⎠ to

⎛
⎝ Ds

min

xβ′
Hs

b

CN+

⎞
⎠ if for all cut-off functions

ω, ω̃ ∈ C∞
0 ([0, 1)) near zero the following holds:

iii) For all j = 0, . . . , d

(1−ω)Gj(λ), Gj(λ)(1−ω̃) ∈
⋂
s∈R

t>− 1
2

S

⎛
⎜⎜⎜⎜⎝Λ,K

⎛
⎜⎜⎜⎜⎝

xαHs
b,0(M ; E)
⊕

xβHs
b (N ; F )
⊕

CN−

,

Dt
min

(
A
T

)
⊕

xβ′
Ht

b(N ; F ′)
⊕

CN+

⎞
⎟⎟⎟⎟⎠

⎞
⎟⎟⎟⎟⎠ .

iv) For all j = 0, . . . , d, gj(λ) = ωGj(λ)ω̃ is a compact operator-valued symbol

δKs,α
0 (Y

∧
; E)

⊕
δKs,β((∂Y )∧; F )

⊕
CN−

→

δ′Dt
∧,min

(
A∧
T∧

)
⊕

δ′Kt,β′
((∂Y )∧; F ′)
⊕

CN+
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of order μ for all s, t, δ, δ′ ∈ R, t > − 1
2 , where analogously to the above

δ′Dt
∧,min

(
A∧
T∧

)
= ωDt

∧,min

(
A∧
T∧

)
+ (1 − ω)x−δ′Dt

∧,min

(
A∧
T∧

)
.

In ii) and iv), the property of being an operator-valued symbol always refers to

the group action

⎛
⎝κ� 0 0

0 κ� 0
0 0 I

⎞
⎠, i.e. we consider the normalized dilation group κ�

from Definition 5.12 on the function spaces, and the trivial group action on C
N± .

Moreover, multiplication of the Gj(λ) by the cut-off function ω (or ω̃) above is to be

understood as multiplication by the diagonal matrix

⎛
⎝ω 0 0

0 ω 0
0 0 I

⎞
⎠, while 1 always

is the identity matrix. In particular, 1−ω is to be understood as multiplication by

the matrix

⎛
⎝1 − ω 0 0

0 1 − ω 0
0 0 0

⎞
⎠.

It is needless to say that these definitions also apply to each entry of the matrix
G(λ) separately (which corresponds, e.g., to N± = 0 or F = 0, F ′ = 0). For
N− = N+ = 0, every generalized Green remainder of order μ and type d is an
element of B−∞,d(M̊ ; Λ), the class of regularizing parameter-dependent generalized
singular Green operators in Boutet de Monvel’s calculus on M̊ of type d, i.e. we
pass to a specific class of admissible remainders here. Both meanings of “Green”
should not be mixed up, and it will always be clear from the context which notion
applies.

It is not hard to prove that every generalized Green remainder G(λ) of order
μ has an associated sequence G(μ−j)(λ) of (twisted) homogeneous components of
order μ − j, j ∈ N0 — namely the components of the operator-valued symbol
ωG(λ)ω̃ — and these components are unique, i.e. they do not depend on the choice
of cut-off functions ω, ω̃ ∈ C∞

0 ([0, 1)) (the argument is similar to Lemma 5.19 in
[9]). Consequently, we write

G(λ) ∼
∞∑

j=0

G(μ−j)(λ),

and call G∧(λ) := G(μ)(λ) the principal component of G(λ). Moreover, the intersec-
tion of all generalized Green remainders of order μ and fixed type d consists of the
so called regularizing generalized Green remainders of type d.

Observe, in particular, that the operator

G(λ) :

xαHs
b (M ; E)
⊕

xβHs
b (N ; F )
⊕

CN−

→

xα′
Ht

b(M ; E)
⊕

xβ′
Ht

b(N ; F ′)
⊕

CN+
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is compact for all λ ∈ Λ and all s, t ∈ R, s > d − 1
2 , where G(λ) is any generalized

Green remainder of type d ∈ N0 in the scales

⎛
⎝xαHs

b

xβHs
b

CN−

⎞
⎠ to

⎛
⎝xα′

Hs
b

xβ′
Hs

b

CN+

⎞
⎠. Analogously,

G(λ) :

xαHs
b (M ; E)
⊕

xβHs
b (N ; F )
⊕

CN−

→

Dt
min

(
A
T

)
⊕

xβ′
Ht

b(N ; F ′)
⊕

CN+

is compact for all λ ∈ Λ and all s > d − 1
2 , t > − 1

2 , for any generalized Green

remainder G(λ) of type d ∈ N0 in the scales

⎛
⎝xαHs

b

xβHs
b

CN−

⎞
⎠ to

⎛
⎝ Ds

min

xβ′
Hs

b

CN+

⎞
⎠.

It is easy to see from the definition that the generalized Green remainders form
an algebra, i.e. the composition G1(λ)G2(λ) of generalized Green remainders Gj(λ)
of orders μj and types dj , j = 1, 2, is a generalized Green remainder of order μ1+μ2

and type d2, and the principal component of the composition equals the product of
the principal components of the factors (here it is of course assumed that the scales
fit together such that the composition makes sense).

Lemma 7.13. Let

G(λ) =

⎛
⎜⎜⎜⎜⎜⎜⎝

G0,0(λ) G0,1(λ) · · · G0,K(λ) G0,K+1(λ)
G1,0(λ) G1,1(λ) · · · G1,K(λ) G1,K+1(λ)

...
...

. . .
...

...
GK,0(λ) GK,1(λ) · · · GK,K(λ) GK,K+1(λ)

GK+1,0(λ) GK+1,1(λ) · · · GK+1,K(λ) GK+1,K+1(λ)

⎞
⎟⎟⎟⎟⎟⎟⎠

be a matrix of generalized Green remainders of fixed type d ∈ N0, and let ni − nj

be the order of Gi,j(λ), i, j = 0, . . . , K + 1. Here G(λ) is an operator

x−m/2Hs
b (M ; E)
⊕

K⊕
j=1

xm/2−mj H
s+m−mj−1/2
b (N ; Fj)

⊕
CN

→

x−m/2Hs
b (M ; E)
⊕

K⊕
j=1

xm/2−mj H
s+m−mj−1/2
b (N ; Fj)

⊕
CN

for s > d − 1
2 , and the Gi,j(λ) are assumed to be Green in the corresponding scales

of spaces.
Let G∧(λ) be the matrix of principal parts of G(λ), an operator family in the

spaces

Ks,−m/2(Y
∧
; E)

⊕
K⊕

j=1

Ks+m−mj−1/2,m/2−mj ((∂Y )∧; Fj)

⊕
CN

→

Ks,−m/2(Y
∧
; E)

⊕
K⊕

j=1

Ks+m−mj−1/2,m/2−mj ((∂Y )∧; Fj)

⊕
CN
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for s > d− 1
2 and λ ∈ Λ\{0}, and assume that 1+G∧(λ) is invertible for λ ∈ Λ\{0}.

Then 1 + G(λ) is invertible for large λ ∈ Λ, and there exists a matrix G̃(λ) =(
G̃i,j(λ)

)
of generalized Green remainders G̃i,j(λ) of the same type d ∈ N0 and order

ni−nj, i, j = 0, . . . , K+1, such that
(
1+G(λ)

)−1 = 1+G̃(λ) for |λ| > 0 sufficiently
large.

Proof. Note that the matrix G(λ) is of order zero with respect to an order convention
of Douglis-Nirenberg type: A matrix

(
Gi,j(λ)

)
is to be considered of order μ ∈ R if

Gi,j(λ) has order ni−nj +μ, and correspondingly a matrix G∧(λ) is κ-homogeneous
of Douglis-Nirenberg order μ if

G∧(�mλ) = �μ

0
BBB@

�n0κ� · · · 0 0
...

. . .
...

...
0 · · · �nK κ� 0
0 · · · 0 �nK+1

1
CCCAG∧(λ)

0
BBB@

�n0κ� · · · 0 0
...

. . .
...

...
0 · · · �nK κ� 0
0 · · · 0 �nK+1

1
CCCA

−1

for � > 0, where in our situation μ = 0.
Therefore we see that the inverse of 1 + G∧(λ) is of the form 1 + G̃∧(λ), where

G̃∧(λ) is κ-homogeneous of (Douglis-Nirenberg) order zero, and from the identity(
1 + G∧(λ)

)−1 = 1 − G∧(λ) + G∧(λ)
(
1 + G∧(λ)

)−1G∧(λ)

we see that G̃∧(λ) is a principal Green symbol of type d and Douglis-Nirenberg
order zero.

With a cut-off function ω ∈ C∞
0 ([0, 1)) and a function χ ∈ C∞(C) with χ ≡ 0

near zero and χ ≡ 1 near infinity define

G′(λ) :=

⎛
⎝ω 0 0

0 ω 0
0 0 1

⎞
⎠χ(λ)G̃∧(λ)

⎛
⎝ω 0 0

0 ω 0
0 0 1

⎞
⎠ .

Then G′(λ) is a generalized Green remainder of Douglis-Nirenberg order zero and
type d, and (

1 + G(λ)
)(

1 + G′(λ)
)
− 1,

(
1 + G′(λ)

)(
1 + G(λ)

)
− 1

are generalized Green remainders of Douglis-Nirenberg order −1 and type d.
As the classes of generalized Green remainders are asymptotically complete, a

standard formal Neumann series argument now shows that 1 +G(λ) has an inverse
of the asserted form modulo regularizing generalized Green remainders of type d,
and as these are rapidly decreasing in the norm as |λ| → ∞ the assertion of the
lemma regarding the invertibility of 1 + G(λ) for large λ follows.

Finally, it remains to note that if Ĝ(λ) is a regularizing generalized Green re-
mainder of type d, the inverse of 1 + Ĝ(λ) for large λ is of the form(

1 + Ĝ(λ)
)−1 = 1 − Ĝ(λ) + Ĝ(λ)χ(λ)

(
1 + Ĝ(λ)

)−1Ĝ(λ),

where χ ∈ C∞(C) is an excision function as above, and

−Ĝ(λ) + Ĝ(λ)χ(λ)
(
1 + Ĝ(λ)

)−1Ĝ(λ)

is obviously a regularizing generalized Green remainder of type d. �
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Let Â0(σ) be the conormal symbol of (4.1). The c-ellipticity implies that the
inverse Â−1

0 (σ) is a finitely meromorphic Fredholm function on C, and there exists
a sufficiently small ε0 > 0 such that Â0(σ) is invertible in

{σ ∈ C; −m/2 − ε0 < �σ < −m/2 + ε0, �σ �= −m/2}.
Define

h0(σ) = Â−1
0 (σ) − h(0, σ, 0), (7.14)

where h is the holomorphic Mellin symbol from (7.6). Then h0(σ) is finitely mero-
morphic in C taking values in B−∞,0(Y ), and it is rapidly decreasing as |�σ| → ∞,
uniformly for �σ in compact intervals (this is subject to the composition behavior
of cone pseudodifferential operators without parameters; a proof can be found in
[29]). Moreover, the set

{σ ∈ C; −m/2 − ε0 < �σ < −m/2 + ε0, �σ �= −m/2}
is free of poles of h0(σ).

Let ω ∈ C∞
0 ([0, 1)) be a cut-off function and 0 < ε < ε0. Define

m(x, x′, σ, λ) := ω(x[λ]1/m)h0(σ)ω(x′[λ]1/m)

⎛
⎜⎜⎜⎝

x′m 0 · · · 0
0 x′m1 · · · 0
...

...
. . .

...
0 0 · · · x′mK

⎞
⎟⎟⎟⎠ ,

m∧(x, x′, σ, λ) := ω(x|λ|1/m)h0(σ)ω(x′|λ|1/m)

⎛
⎜⎜⎜⎝

x′m 0 · · · 0
0 x′m1 · · · 0
...

...
. . .

...
0 0 · · · x′mK

⎞
⎟⎟⎟⎠ ,

and associated operators

M(λ) :

C∞
0 (M̊ ; E)

⊕
K⊕

j=1

C∞
0 (N̊ ; Fj)

→ C∞(M̊ ; E), (7.15)

M∧(λ) :

C∞
0 (Y̊

∧
; E)

⊕
K⊕

j=1

C∞
0 (∂Y̊

∧
; Fj)

→ C∞(Y̊
∧
; E) (7.16)

via ⎛
⎜⎜⎜⎝

u
v1

...
vK

⎞
⎟⎟⎟⎠ �→

(
1
2π

∫
�σ=−m/2+ε

∫
R+

( x

x′
)iσ

m(∧)(x, x′, σ, λ)

⎛
⎜⎜⎜⎝

u(x′)
v1(x′)

...
vK(x′)

⎞
⎟⎟⎟⎠ dx′

x′ dσ

)
.

M(λ) is a regularizing parameter-dependent generalized singular Green operator
in Boutet de Monvel’s calculus of type zero, and since the function ω(x[λ]1/m) is
supported in the collar [0, 1)×Y , M(λ) can be regarded as an operator both on
the manifold and the model cone. Observe, moreover, that the components of the
matrix M∧(λ) are κ-homogeneous of degrees −m, −m1, . . . , −mK .
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We define a refinement of the parameter-dependent parametrix B2(λ) of (4.1)
from Proposition 7.8 via

B3(λ) := B2(λ) + M(λ) :

C∞
0 (M̊ ; E)

⊕
K⊕

j=1

C∞
0 (N̊ ; Fj)

→ C∞(M̊ ; E), (7.17)

and correspondingly let

B3,∧(λ) := B2,∧(λ) + M∧(λ), (7.18)

λ ∈ Λ \ {0}, be the principal part of B3(λ), where

B2,∧(λ)

⎛
⎜⎜⎜⎝

u
v1

...
vK

⎞
⎟⎟⎟⎠ (x) =

1
2π

∫
�(σ)=−m/2

∫
R+

( x

x′

)iσ

h(0, σ, xmλ)

⎛
⎜⎜⎜⎝

x′mu(x′)
x′m1v1(x′)

...
x′mK vK(x′)

⎞
⎟⎟⎟⎠ dx′

x′ dσ.

Proposition 7.19. Let

G(λ) =
(
Gi,j(λ)

)
i=0,...,K+1
j=0,1

:
Ds

min

(
A
T

)
⊕

CN−
→

x−m/2Hs
b (M ; E)
⊕

K⊕
j=1

xm/2−mj H
s+m−mj−1/2
b (N ; Fj)

⊕
CN+

be a matrix of generalized Green remainders, where Gi,0(λ) ≡ 0 and Gi,1(λ) has
order mi, i = 0, . . . , K + 1, with m0 = m and arbitrary mK+1 ∈ R.

Moreover, let

G̃(λ) =
(
G̃i,j(λ)

)
i=0,1
j=0,...,K+1

:

x−m/2Hs
b (M ; E)
⊕

K⊕
j=1

xm/2−mj H
s+m−mj−1/2
b (N ; Fj)

⊕
CN+

→
Ds

min

(
A
T

)
⊕

CN−

be a matrix of generalized Green remainders of type zero, where G̃i,j(λ) has order
−mj, i = 0, 1, j = 0, . . . , K + 1.

Then [⎛⎜⎝
A − λ 0

T 0

0 0

⎞
⎟⎠+ G(λ)

]
·
[(

B3(λ) 0
0 0

)
+ G̃(λ)

]
= 1 + Ĝ(λ),

[⎛⎜⎝
A∧ − λ 0

T∧ 0

0 0

⎞
⎟⎠+ G∧(λ)

]
·
[(

B3,∧(λ) 0
0 0

)
+ G̃∧(λ)

]
= 1 + Ĝ∧(λ),

where Ĝ(λ) =
(
Ĝi,j(λ)

)
i,j=0,...,K+1

is a matrix of generalized Green remainders of

type zero, and Ĝi,j(λ) has order mi − mj.
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Proof. The proof of this proposition amounts in understanding the structure of the
following compositions:

i) (A − λ)G̃(λ) and γBjG̃(λ), j = 1, . . . , K.
ii) G(λ)B3(λ).
iii)

(
A−λ

T

)
B3(λ).

In i) and ii), G(λ) and G̃(λ) are appropriate (matrices of) generalized Green re-
mainders. Using the identity

Ds
min

(
A

T

)
= Ds

max

(
A

T

)
∩
⋂
ε>0

xm/2−εHs+m
b (M ; E),

as well as (anisotropic modifications of) the results about the structure and com-
position behavior of parameter-dependent pseudodifferential cone operators in the
edge symbolic calculus in scales of Sobolev spaces from [14], we can employ here
the same strategy as in the boundaryless case, see [9]:

• Using the expansions (6.2), (6.3), and (6.4) and a similar expansion for
B2(λ) (Taylor expansion of the symbol h(x, σ, λ) from (7.6) in x = 0),
an inspection of the proof of Lemma 5.20 in [9] reveals that the analogue
of this lemma also holds in our present situation, i.e. the compositions i)
and ii) above result in Green remainder terms as asserted, and the principal
components satisfy the desired multiplicative identity. Note, moreover, that
each component of M(λ) gives rise to an operator-valued symbol taking
values in Ds

∧,min

(
A∧
T∧

)
.

• Composition iii) is of the form “1 + Green”, and the proof of this follows
similar to the corresponding result for the boundaryless case, see Theorem
5.24 in [9]:

The composition behavior of parameter-dependent cone operators in
Sobolev spaces implies(

A − λ

T

)
B2(λ) = 1 + M̃(λ) + G′(λ),

M̃(λ)

⎛
⎜⎜⎜⎝

u
v1

...
vK

⎞
⎟⎟⎟⎠ (x) =

1
2π

∫
�σ=−m/2

∫
R+

( x

x′
)iσ

m̃(x, x′, σ, λ)

⎛
⎜⎜⎜⎝

u(x′)
v1(x′)

...
vK(x′)

⎞
⎟⎟⎟⎠ dx′

x′ dσ,

where G′(λ) is a matrix of generalized Green remainders, and m̃(x, x′, σ, λ)
equals

−

0
B@

x−m 0 ··· 0
0 x−m1 ··· 0

...
...

. . .
...

0 0 ··· x−mK

1
CAω

`
x[λ]1/m

´
Â0(σ)h0(σ)ω

`
x′[λ]1/m

´0@ x′m 0 ··· 0
0 x′m1 ··· 0

...
...

. . .
...

0 0 ··· x′mK

1
A

with h0(σ) from (7.14). The composition
(
A−λ

T

)
M(λ) compensates the

Mellin term M̃(λ), and the remainder is therefore Green.

�
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Remark 7.20. In the situation of Proposition 7.19, we also have that

[(
B3(λ) 0

0 0

)
+ G̃(λ)

]
·
[⎛⎜⎝

A − λ 0
T 0

0 0

⎞
⎟⎠+ G(λ)

]
= 1 + Ǧ(λ),

where Ǧ(λ) =
(
Ǧi,j(λ)

)
i,j=0,1

, and Ǧ0,0(λ) ∈ B−∞,m(M̊ ; Λ) is a regularizing para-

meter-dependent singular Green operator in Boutet de Monvel’s calculus on M̊ . In
addition, we have the following properties (see also Lemma 5.20, Proposition 5.22,
and Theorem 5.24 in [9]):

For all cut-off functions ω, ω̃ ∈ C∞
0 ([0, 1)) near zero the following holds:

i)

„
1 − ω 0

0 0

«
Ǧ(λ), Ǧ(λ)

„
1 − ω̃ 0

0 0

«
∈

\
s,t>− 1

2

S

0
@Λ,K

0
@ Ds

min

`
A
T

´
⊕

C
N−

,
Dt

min

`
A
T

´
⊕

C
N−

1
A
1
A .

ii) g(λ) =
(

ω 0
0 1

)
Ǧ(λ)

(
ω̃ 0
0 1

)
is a compact operator-valued symbol

δDs
∧,min

(
A∧
T∧

)
⊕

CN−
→

δ′Dt
∧,min

(
A∧
T∧

)
⊕

CN−

of order zero for all δ, δ′ ∈ R, s, t > − 1
2 .

The reader surely noticed that in Definition 7.11 of generalized Green remainders
the case of operators whose domain is the Dmin-scale was excluded. For the pur-
poses of this paper, we can consider the abovementioned properties as a definition
for generalized Green remainders of type m (and order zero). However, if one is in-
terested in parametrices for parabolic equations with time-dependent coefficients on
conic manifolds, this definition will not describe in an appropriate way the structure
of the symbol kernels.

For Ǧ∧(λ) := g∧(λ), where g(λ) is the operator-valued symbol in ii) above, we
also have

[(
B3,∧(λ) 0

0 0

)
+ G̃∧(λ)

]
·
[⎛⎜⎝

A∧ − λ 0
T∧ 0

0 0

⎞
⎟⎠+ G∧(λ)

]
= 1 + Ǧ∧(λ)

for λ ∈ Λ \ {0}.

Observe, in particular, that the parametrix B3(λ) is a Fredholm inverse of the
boundary value problem (4.1) by Proposition 7.19 and Remark 7.20, and the prin-
cipal part B3,∧(λ) is a Fredholm inverse of the associated problem on the model

cone
(

A∧ − λ
T∧

)
for λ ∈ Λ \ {0}.

The following Theorem 7.21 deals with the final refinement of the parametrix,
and constitutes the main result as regards the parametrix construction of (4.1).
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Theorem 7.21. Assume that (4.1) is c-elliptic with parameter λ ∈ Λ, and assume
that the model boundary value problem

A∧(λ) =
(

A∧ − λ
T∧

)
: Ds

∧,min

(
A∧
T∧

)
→

Ks,−m/2(Y
∧
; E)

⊕
K⊕

j=1

Ks+m−mj−1/2,m/2−mj ((∂Y )∧; Fj)

(7.22)
is injective for some s > − 1

2 and all λ ∈ Λ \ {0}. Recall that, by κ-homogeneity,
the injectivity needs to be required for |λ| = 1 only, and the injectivity of (7.22) is
equivalent to the injectivity of

A∧,T∧ − λ : Ds
∧,min(A∧,T∧) → Ks,−m/2(Y

∧
; E) (7.23)

for all λ ∈ Λ \ {0} (or |λ| = 1).

a) There exists a generalized Green remainder K0(λ) : Cd′′ → x−m/2Hs
b (M ; E) of

order m0 = m, where d′′ = − ind
(
A
T

)
Ds

min
, such that⎛

⎜⎜⎜⎝
A − λ K0(λ)
γB1 0

...
...

γBK 0

⎞
⎟⎟⎟⎠ :

Ds
min

(
A
T

)
⊕

Cd′′
→

x−m/2Hs
b (M ; E)
⊕

K⊕
j=1

xm/2−mj H
s+m−mj−1/2
b (N ; Fj)

(7.24)

is invertible for all s > − 1
2 and λ ∈ Λ with |λ| > 0 sufficiently large.

Moreover, there exists a matrix

 
G0(λ) G1(λ) · · · GK(λ)

T0(λ) T1(λ) · · · TK(λ)

!
:

x−m/2Hs
b (M ; E)
⊕

KL
j=1

xm/2−mj H
s+m−mj−1/2

b (N ; Fj)
→

Ds
min

`
A
T

´
⊕

C
d′′

of generalized Green remainders Gj(λ) and Tj(λ) of orders −mj and type zero,
such that the inverse of (7.24) is of the form

(
B3(λ) + G(λ)

T (λ)

)
:

⎡
⎢⎢⎣

x−m/2Hs
b (M ; E)
⊕

K⊕
j=1

xm/2−mj H
s+m−mj−1/2
b (N ; Fj)

⎤
⎥⎥⎦→

Ds
min

(
A
T

)
⊕

Cd′′
,

(7.25)
where B3(λ) is the parametrix from (7.17), and

G(λ) =
(
G0(λ) G1(λ) · · · GK(λ)

)
,

T (λ) =
(
T0(λ) T1(λ) · · · TK(λ)

)
.

In particular, the boundary value problem

A(λ) =

⎛
⎜⎜⎜⎝

A − λ

γB1

...
γBK

⎞
⎟⎟⎟⎠ : Ds

min

(
A

T

)
→

x−m/2Hs
b (M ; E)
⊕

K⊕
j=1

xm/2−mj H
s+m−mj−1/2
b (N ; Fj)

(7.26)

is injective for large λ ∈ Λ, and the parametrix B(λ) := B3(λ) + G(λ) is a left
inverse.
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b) Let

Π(λ) := 1 −A(λ)B(λ) =

⎛
⎜⎜⎜⎝

Π0,0(λ) Π0,1(λ) · · · Π0,K(λ)
Π1,0(λ) Π1,1(λ) · · · Π1,K(λ)

...
...

. . .
...

ΠK,0(λ) ΠK,1(λ) · · · ΠK,K(λ)

⎞
⎟⎟⎟⎠ .

Then Πi,j(λ) is a generalized Green remainder of order mi −mj and type zero,
and Π(λ) is for large λ a finite-dimensional projection onto a complement of the
range of (7.26). Whenever

AD(λ0) =

⎛
⎜⎜⎜⎝

A − λ0

γB1

...
γBK

⎞
⎟⎟⎟⎠ : Ds

(
A

T

)
→

x−m/2Hs
b (M ; E)
⊕

K⊕
j=1

xm/2−mj H
s+m−mj−1/2
b (N ; Fj)

is invertible for some λ0 ∈ Λ and some domain Ds
min

(
A
T

)
⊂ Ds

(
A
T

)
⊂ Ds

max

(
A
T

)
,

the inverse AD(λ0)−1 can be written in the form B(λ0) + AD(λ0)−1Π(λ0).
c) Let BT (λ) : x−m/2Hs

b (M ; E) → Ds
min

(
A
T

)
be the interior part of the parametrix

B(λ). Then, for large |λ| > 0,

BT (λ) : x−m/2Hs
b (M ; E) → Ds

min(AT ) = Ds
min

(
A

T

)
∩ kerT,

and BT (λ) is a left inverse of

AT − λ : Ds
min(AT ) → x−m/2Hs

b (M ; E). (7.27)

The operator ΠT (λ) := Π0,0(λ) = 1−(AT −λ)BT (λ) is a generalized Green re-
mainder of order and type zero, and for large λ a (finite-dimensional) projection
onto a complement of the range of (7.27). Whenever

AT − λ0 : Ds(AT ) → x−m/2Hs
b (M ; E)

is invertible for some λ0 ∈ Λ with |λ0| > 0 sufficiently large and some domain
Ds

min(AT ) ⊂ Ds(AT ) ⊂ Ds
max(AT ), the resolvent can be written as

(AT − λ0)−1 = BT (λ0) + (AT − λ0)−1ΠT (λ0).

d) The principal component

(
A∧ − λ K0,∧(λ)

T∧ 0

)
:

Ds
∧,min

(
A∧
T∧

)
⊕

Cd′′
→

Ks,−m/2(Y
∧
; E)

⊕
K⊕

j=1

Ks+m−mj−1/2,m/2−mj ((∂Y )∧; Fj)

(7.28)
of (7.24) is invertible for all λ ∈ Λ \ {0}, and the principal component

 
B3,∧(λ) + G∧(λ)

T∧(λ)

!
:

2
664

Ks,−m/2(Y
∧
; E)

⊕
KL

j=1

Ks+m−mj−1/2,m/2−mj ((∂Y )∧; Fj)

3
775→

Ds
∧,min

`
A∧
T∧

´
⊕

C
d′′

(7.29)

of (7.25) is the inverse.
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Proof. Let X = Λ ∩ S1, and consider the operator family A∧,T∧ − λ from (7.23) as
a smooth Fredholm function on X . By well known results about Fredholm families
on compact spaces and a density argument (see also the appendix of [9]), there
exists a function

K0,∧(λ) ∈ C∞(X) ⊗ (Cd′′
)∗ ⊗ C∞

0 (Y̊
∧
; E)

such that

(
A∧ − λ K0,∧(λ)

)
:

Ds
∧,min(A∧,T∧)

⊕
Cd′′

→ Ks,−m/2(Y
∧
; E) (7.30)

is invertible for λ ∈ X , and so is the extension of (7.30) to Λ \ {0} by (twisted)
homogeneity of degree m (we will use the same notation K0,∧(λ)). A simple cal-
culation now shows that also (7.28) is invertible for λ ∈ Λ \ {0} for this choice of
K0,∧(λ).

As indA∧(λ) = − indB3,∧(λ), the same abstract results about Fredholm families
on compact spaces as applied before and extension by (twisted) homogeneity now
imply the existence of a matrix C∧(λ) of principal Green symbols of type zero and
suitable N−, N+ ∈ N0,

N+ − N− = indB3,∧(λ) = −d′′,

such that

„
B3,∧(λ) 0 0

0 0 0

«
+ C∧(λ) :

Ks,−m/2(Y
∧
; E)

⊕
KL

j=1

Ks+m−mj−1/2,m/2−mj ((∂Y )∧; Fj)

⊕
C

N−

→
Ds

∧,min

`
A∧
T∧

´
⊕

C
N+

(7.31)

is invertible for λ ∈ Λ \ {0}. By possibly enlarging N− and N+ and the matrix
C∧(λ), we may assume that N+ ≥ d′′, and by possibly augmenting the matrix (7.28)
by an invertible lower right corner (if N+ > d′′), we can multiply (7.28) and (7.31).
The product is an invertible matrix of the form 1 + C′

∧(λ), where C′
∧(λ) is a matrix

of principal Green symbols. As(
1 + C′

∧(λ)
)−1 = 1 + C′′

∧(λ)

with a matrix C′′∧(λ) of principal Green symbols, we conclude that the inverse of
(7.28) is indeed of the form (7.29) for suitable matrices G∧(λ) and T∧(λ) of principal
Green symbols of the asserted order and type zero. Here we used the fact that the
matrices of the form “1 + Green” are spectrally invariant, see the proof of Lemma
7.13.

Choose a cut-off function ω ∈ C∞
0 ([0, 1)) near zero, and an excision function χ ∈

C∞(C), i.e. χ ≡ 0 near zero, and χ ≡ 1 near infinity. Define K0(λ) = ωχ(λ)K0,∧(λ),
and G′(λ) = ωχ(λ)G∧(λ)ω, T ′(λ) = χ(λ)T∧(λ)ω. Then K0(λ), G′(λ), and T ′(λ)
are matrices of generalized Green remainders, and(

A − λ K0(λ)
T 0

)(
B3(λ) + G′(λ)

T ′(λ)

)
= 1 + G′′(λ),
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where G′′(λ) =
(
G′′

i,j(λ)
)

i,j=0,...,K
is a matrix of generalized Green remainders of

type zero, and G′′
i,j(λ) has order mi −mj (where m0 = m). Moreover, by construc-

tion we have the situation of Lemma 7.13 for 1+G′′(λ), and thus
(

A − λ K0(λ)
T 0

)
is invertible from the right for λ ∈ Λ with |λ| > 0 sufficiently large, and the right
inverse is of the form (7.25). Hence both a) and d) will be proved if we show that(

A − λ K0(λ)
T 0

)
is also invertible from the left.

To this end, note that(
B3(λ) + G′(λ)

T ′(λ)

)(
A − λ K0(λ)

T 0

)
= 1 + Ǧ(λ)

with an operator which satisfies the conditions of Remark 7.20. Moreover, by
construction Ǧ∧(λ) = 0, where Ǧ∧(λ) is the principal part of Ǧ(λ), and thus

( N∑
j=0

(−1)jǦ(λ)j
)(

1 + Ǧ(λ)
)

= 1 + ǦN+1(λ),

and for N > 0 sufficiently large the operator norm of ǦN+1(λ) in L

( Ds
min

(
A
T

)
⊕

Cd′′

)

is tending to zero as |λ| → ∞. This shows that (7.24) is invertible from the left
and completes the proof of a) and d). Note that b) and c) follow immediately from
a) by simple algebraic calculations. �

8. Resolvents

The final section is devoted to the main theorem of this article:

Theorem 8.1. Let (4.1) be c-elliptic with parameter in the closed sector Λ ⊂ C,
and consider the unbounded operator A in x−m/2L2

b(M ; E) under the boundary
condition Tu = 0 on some intermediate domain Dmin(AT ) ⊂ D(AT ) ⊂ Dmax(AT ).

Let D∧(A∧,T∧) = θ(D(AT )) be the associated domain for the model operator A∧
under the boundary condition T∧u = 0 according to Proposition 6.11, and assume
that Λ is a sector of minimal growth for A∧ with this domain, i.e.

A∧ − λ : D∧(A∧,T∧) → x−m/2L2
b(Y

∧
; E)

is invertible for λ ∈ Λ with |λ| > 0 sufficiently large, and the resolvent satisfies the
norm estimate

‖
(
A∧,D∧ − λ

)−1‖L (x−m/2L2
b) = O(|λ|−1)

as |λ| → ∞.
Then Λ is a sector of minimal growth for the operator A in x−m/2L2

b(M ; E) with
domain D(AT ), and for large λ ∈ Λ the resolvent can be written in the form(

AD − λ
)−1 = BT (λ) +

(
AD − λ

)−1ΠT (λ) (8.2)

with the parametrix BT (λ) and projection ΠT (λ) onto a complement of the range
of Amin − λ from Theorem 7.21.
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The resolvent condition on A∧ from Theorem 8.1 is an analogue of the Shapiro-
Lopatinsky condition and is associated with the “singular boundary” Y of M (see
Proposition 5.14 for a discussion of this assumption).

With the preparations from the previous sections, we are able to follow the same
idea as in the boundaryless case in [9].

Let
θ : Ẽmax =

⊕
σ0∈Σ

Ẽσ0 →
⊕
σ0∈Σ

Ẽ∧,σ0 = Ẽ∧,max

be the isomorphism of the spaces of singular functions Ẽmax
∼= Dmax/Dmin and

Ẽ∧,max
∼= D∧,max/D∧,min that was constructed in Section 6. Recall that Σ is the

part of the boundary spectrum of
(
A
T

)
in {σ ∈ C; −m/2 < �(σ) < m/2}, and for

σ0 ∈ Σ let N(σ0) ∈ N0 be the largest integer such that �(σ0) − N(σ0) > −m/2.
The normalized dilation group κ� respects the space Ẽ∧,max, i.e. κ� : Ẽ∧,max →

Ẽ∧,max for � > 0. Consequently, we can define a group action κ̃� on Ẽmax via

κ̃� = θ−1κ�θ : Ẽmax → Ẽmax.

We may write κ̃� = κ�L�, where

L� = κ−1
� θ−1κ�θ : Ẽmax → C∞(Y̊

∧
; E)

is the direct sum of the operators L�|Ẽσ0
which act as follows:

For ũ ∈ Ẽσ0 we have

L�ũ =
N(σ0)∑
ϑ=0

�−ϑeσ0,ϑ(�)(θũ), (8.3)

where eσ0,ϑ(�) is defined as

eσ0,ϑ(�) = �ϑκ−1
� eσ0,ϑκ� : Ẽ∧,σ0 → C∞(Y̊

∧
; E)

with the operators eσ0,ϑ from Section 6. In particular, eσ0,0(�)(ũ) = ũ for all � ∈ R+

and ũ ∈ Ẽ∧,σ0 .

Lemma 8.4.
i) For every ψ ∈ Ẽ∧,σ0 and every ϑ ∈ {0, . . . , N(σ0)} there exists a polynomial

qϑ(y, log x, log �) in (log x, log �) with coefficients in C∞(Y ; E) such that

eσ0,ϑ(�)(ψ) = qϑ(y, log x, log �)xi(σ0−iϑ), (8.5)

and the degree of qϑ with respect to (log x, log �) is bounded by some μ ∈ N0

which is independent of σ0 ∈ Σ, ψ ∈ Ẽ∧,σ0 , and ϑ ∈ {0, . . . , N(σ0)}.
ii) Let ω ∈ C∞

0 (R+) be any cut-off function near the origin, i.e., ω = 1 near zero
and ω = 0 near infinity. Then the operator family

ω
(
L� − θ

)
: Ẽmax → K∞,−m/2(Y

∧
; E)

satisfies for every s ∈ R the norm estimate

‖ω
(
L� − θ

)
‖L (Ẽmax,Ks,−m/2) = O(�−1 logμ �) as � → ∞,

where μ ∈ N0 is the bound for the degrees of the polynomials qϑ in i).

Proof. The proof is literally the same as in Lemma 6.18 from [9]. �
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Lemma 8.6. Fix a cut-off function ω ∈ C∞
0 ([0, 1)) near 0. For � > 1 consider the

operator family

K̃(�) = ω�κ̃� : Ẽmax → D∞
max

(
A

T

)
=

⋂
t>− 1

2

Dt
max

(
A

T

)
,

where ω�(x) = ω(�x). If q : Dmax

(
A
T

)
→ Ẽmax is the canonical projection, then

q◦K̃(�) = κ̃�,

and we have the following norm estimates as � → ∞:

‖K̃(�)‖L (Ẽmax,x−m/2L2
b) = O(1), (8.7)

‖κ−1
� AK̃(�)‖L (Ẽmax,x−m/2L2

b) = O(�m), (8.8)

‖κ−1
� γB�K̃(�)‖L (Ẽmax,Km−m�−1/2,m/2−m� ) = O(�m�), � = 1, . . . , K. (8.9)

Note that K̃(�)ũ is supported in (0, �−1] × Y ⊂ UY for all ũ ∈ Ẽmax, and thus it
makes sense to apply the group action κ−1

� in the estimates (8.8) and (8.9).

Proof. That K̃(�) is a lift of κ̃� to D∞
max

(
A
T

)
is evident from the definition. In

order to show the norm estimates, it is sufficient to consider for each σ0 ∈ Σ the
restriction

K̃σ0(�) = K̃(�)|Ẽσ0
: Ẽσ0 → D∞

max

(
A

T

)

and prove the estimates for this operator. Recall that κ̃� = κ�L� so that for ũ ∈ Ẽσ0

we have K̃σ0(�)ũ = κ�(ωL�ũ).
The norm estimates (8.7) and (8.8) follow in the same way as the corresponding

assertion in the boundaryless case, see Lemma 6.20 in [9]. The same method of
proof also gives (8.9); for sake of completeness, we give a proof of this estimate
below, i.e. we prove that there exists a constant C > 0, independent of ũ ∈ Ẽσ0

and � ≥ 1, such that

‖κ−1
� γB�(κ�(ωL�ũ))‖Km−m�−1/2,m/2−m� ≤ C�m�‖ωũ‖Dmax .

To this end we split B� near Y as in (6.3), i.e.

B� ≡ x−m�

m−1∑
k=0

B�,kxk + B̃�,m

with totally characteristic operators B�,k ∈ Diffm�

b (Y
∧
; E, F�) with coefficients inde-

pendent of x, and B̃�,m ∈ xm−m� Diffm�

b (Y
∧
; E, F�). As we are working exclusively

near Y , we may without loss of generality assume that the coefficients of B̃�,m

vanish near infinity.
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By (8.3) we obtain

κ−1
� γB�(κ�(ωL�ũ))

= κ−1
�

“
x−m�

m−1X
k=0

γB�,kxk
”
κ�

`
ωL�ũ

´
+ κ−1

� γB̃�,mκ�

`
ωL�ũ

´

= �m�

“
x−m�

m−1X
k=0

�−kγB�,kxk
”“

ω

N(σ0)X
j=0

�−jeσ0,j(�)(θũ)
”

+ κ−1
� γB̃�,mκ�

`
ωL�ũ

´

=
2m−2X
ϑ=0

�m�−ϑ
“
x−m�

X
k+j=ϑ

0≤k,j≤m−1

`
γB�,kxk

´`
ωeσ0,j(�)(θũ)

´”
+ κ−1

� γB̃�,mκ�

`
ωL�ũ

´

(8.10)

with the convention that eσ0,j(�) = 0 for j > N(σ0).
For every ϑ ∈ {0, . . . , 2m− 2} we consider the family of linear maps

ũ �→ x−m�

∑
k+j=ϑ

0≤k,j≤m−1

(
γB�,kxk

)(
ωeσ0,j(�)(θũ)

)

: Ẽσ0 → Km−m�−1/2,m/2−m�((∂Y )∧; F�).

(8.11)

We will prove that (8.11) is well-defined, i.e., every ũ ∈ Ẽσ0 is indeed mapped into
Km−m�−1/2,m/2−m� , and that the norms are bounded by a constant times logμ � as
� → ∞ with μ as in Lemma 8.4. Thus for every ϑ ∈ {0, . . . , 2m − 2} we have∥∥∥�m�−ϑ

(
x−m�

∑
k+j=ϑ

0≤k,j≤m−1

(
γB�,kxk

)(
ωeσ0,j(�)(θũ)

))∥∥∥
Km−m�−1/2,m/2−m�

≤ const ·
(
�m�−ϑ logμ �

)
‖ωũ‖Dmax ,

while for ϑ = 0,

�m�x−m�γB�,0ωeσ0,0(�)(θũ) = �m�γ∧B�,∧ω(θũ), (8.12)

so for this term we have a norm estimate without log.
Let ω̃ ∈ C∞

0 (R+) be a cut-off function near 0 with ω ≺ ω̃. Then there exist
suitable ϕ, ϕ̃ ∈ C∞

0 (R+) such that for all ũ ∈ Ẽσ0 ,

x−m�
X

k+j=ϑ
0≤k,j≤m−1

`
γB�,kxk´`ωeσ0,j(�)(θũ)

´

= ω̃x−m�
X

k+j=ϑ
0≤k,j≤m−1

`
γB�,kxk´eσ0,j(�)(θũ) + ϕ̃x−m�

X
k+j=ϑ

0≤k,j≤m−1

`
γB�,kxk´ϕeσ0,j(�)(θũ).

(8.13)

According to Lemma 8.4 the second sum in (8.13) is a polynomial in log � of

degree at most μ with coefficients in C∞
0 (∂Y̊

∧
; F�). As both κ−1

� γB�(κ�(ωL�ũ))
and κ−1

� γB̃�,m(κ�(ωL�ũ)) belong to Km−m�−1/2,m/2−m� , we get from the equations
(8.10) and (8.13) that necessarily

x−m�

∑
k+j=ϑ

0≤k,j≤m−1

(
γB�,kxk

)(
ωeσ0,j(�)(θũ)

)
∈ Km−m�−1/2,m/2−m�
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for all � ∈ R+ and all ũ ∈ Ẽσ0 , and, moreover, that

ω̃x−m�

∑
k+j=ϑ

0≤k,j≤m−1

(
γB�,kxk

)
eσ0,j(�)(θũ) = 0

for �(σ0) − ϑ ≥ −m/2 because these functions are of the form

ω̃
(∑

ν

cσ0−i(ϑ−m�),ν(y′) logν x
)
xi(σ0−i(ϑ−m�)).

For �(σ0)−ϑ < −m/2 every single summand ω̃x−m�
(
γB�,kxk

)
eσ0,j(�)(θũ) belongs

to the space Km−m�−1/2,m/2−m� , and by Lemma 8.4 is a polynomial in log � of
degree at most μ with coefficients in Km−m�−1/2,m/2−m� .

Summing up, we have shown that for every ũ ∈ Ẽσ0 the function

x−m�

∑
k+j=ϑ

0≤k,j≤m−1

(
γB�,kxk

)(
ωeσ0,j(�)(θũ)

)

is a polynomial in log � of degree at most μ with coefficients in Km−m�−1/2,m/2−m� ,
and from the Banach-Steinhaus theorem we now obtain the desired norm estimates
for the family of maps (8.11).

On the other hand,

‖κ−1
� γB̃�,mκ�

(
ωL�ũ

)
‖Km−m�−1/2,m/2−m� ≤

‖κ−1
� γB̃�,mκ�‖L (Km,−m/2,Km−m�−1/2,m/2−m� )‖ωL�ũ‖Km,−m/2.

Lemma 8.4 implies ‖ωL�ũ‖Km,−m/2 ≤ const‖ωũ‖Dmax , and so

‖κ−1
� γB̃�,mκ�

(
ωL�ũ

)
‖Km−m�−1/2,m/2−m� ≤ const‖ωũ‖Dmax

since ‖κ−1
� γB̃�,mκ�‖ = O(�m�−m) as � → ∞. Thus (8.9) is proved. �

Proof of Theorem 8.1. Fix some complement Emax of Dmin

(
A
T

)
in Dmax

(
A
T

)
and let

E ⊂ Emax be a subspace such that D
(
A
T

)
= Dmin

(
A
T

)
⊕ E . With respect to this

decomposition we may write the boundary value problem (4.1) as

AD(λ) =
(

A − λ

T

)
=
(
ADmin(λ) A(λ)|E

)
=
(

(A − λ)|Dmin (A − λ)|E
T |Dmin T |E

)

:
Dmin

(
A
T

)
⊕
E

→

x−m/2L2
b(M ; E)
⊕

K⊕
j=1

xm/2−mj H
m−mj−1/2
b (N ; Fj)

.

Let d′′ = dim E . Under the assumptions of Theorem 8.1 we may apply Theorem 7.21
and obtain the existence of a parametrix B(λ) and a generalized Green remainder

K(λ) =
(
K0(λ)

0

)
of order m such that

(
(A − λ)|Dmin K0(λ)

T |Dmin 0

)
:

Dmin

(
A
T

)
⊕

C
d′′

→

x−m/2L2
b(M ; E)
⊕

K⊕
j=1

xm/2−mj H
m−mj−1/2
b (N ; Fj)
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is invertible for λ ∈ Λ sufficiently large with inverse(
(A − λ)|Dmin K0(λ)

T |Dmin 0

)−1

=

(
B(λ)
T (λ)

)
, (8.14)

where T (λ) =
(
T0(λ) · · · TK(λ)

)
is a matrix of generalized Green remainders of

orders −m,−m1, . . . ,−mK and type zero. Since

I =
(
B(λ)
T (λ)

)(
ADmin(λ) K(λ)

)
=
(
B(λ)ADmin(λ) B(λ)K(λ)
T (λ)ADmin(λ) T (λ)K(λ)

)
,

we have B(λ)ADmin(λ) = 1, T (λ)ADmin(λ) = 0, and T (λ)K(λ) = 1. Then(
B(λ)
T (λ)

)(
ADmin(λ) A(λ)|E

)
=
(

1 B(λ)A(λ)|E
0 T (λ)A(λ)|E

)
(8.15)

which implies that
(
ADmin(λ) A(λ)|E

)
is invertible if and only if

F (λ) = T (λ)A(λ) = T (λ)
(

A − λ

T

)
: E → C

d′′
(8.16)

is invertible. Moreover, we get the explicit representation(
A − λ

T

)−1

= AD(λ)−1 = B(λ) +
(
1 − B(λ)A(λ)

)
F (λ)−1T (λ), (8.17)

and (8.2) follows from Theorem 7.21.
As F (λ) = T (λ)A(λ) and 1 − B(λ)A(λ) vanish on Dmin

(
A
T

)
for large λ, they

descend to operators F (λ) : Ẽmax → Cd′′
and 1 − B(λ)A(λ) : Ẽmax → Dmax

(
A
T

)
. If

Ẽ = D
(
A
T

)
/Dmin

(
A
T

)
, then the invertibility of (8.16) is equivalent to the invertibility

of
F (λ) : Ẽ → C

d′′
,

and in this case, (8.17) still makes sense in this context.
Let q : Dmax

(
A
T

)
→ Ẽmax be the canonical projection. The inverses AD(λ)−1 and

F (λ)−1 : C
d′′ → Ẽ ⊂ Ẽmax are related by the formulas

F (λ)−1 = qAD(λ)−1K(λ) : C
d′′

→ Ẽmax,

qAD(λ)−1 = F (λ)−1T (λ) :

x−m/2L2
b(M ; E)
⊕

K⊕
j=1

xm/2−mj H
m−mj−1/2
b (N ; Fj)

→ Ẽmax

in view of T (λ)K(λ) = 1.
Under the assumptions of Theorem 8.1 we prove that F (λ) : Ẽ → Cd′′

is invertible
for large λ ∈ Λ, and that the inverse satisfies the norm estimate

‖κ̃−1
[λ]1/mF (λ)−1‖L (Cd′′ ,Ẽmax) = O(1) as |λ| → ∞. (8.18)

Observe that the parametrix construction from Theorem 7.21 gives the relation(
(A∧ − λ)|D∧,min K0,∧(λ)

T∧|D∧,min 0

)−1

=
(
B∧(λ)
T∧(λ)

)
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for the κ-homogeneous principal parts of (8.14). Thus with the same reasoning as
above we conclude that

A∧,D∧(λ) =
(

A∧ − λ

T∧

)
: D∧

(
A∧
T∧

)
→

x−m/2L2
b(Y

∧
; E)

⊕
K⊕

j=1

Km−mj−1/2,m/2−mj((∂Y )∧; Fj)

is invertible if and only if the restriction of the induced operator

F∧(λ) = T∧(λ)A∧(λ) = T∧(λ)
(

A∧ − λ

T∧

)
: Ẽ∧,max → C

d′′

to Ẽ∧ = D∧
(
A∧
T∧

)
/D∧,min

(
A∧
T∧

)
is invertible. Let q∧ : D∧,max

(
A∧
T∧

)
→ Ẽ∧,max be the

canonical projection. From the relations

F∧(λ)−1 = q∧A∧,D∧(λ)−1K∧(λ) : C
d′′ → Ẽ∧,max,

q∧A∧,D∧(λ)−1 = F∧(λ)−1T∧(λ) :

x−m/2L2
b(Y

∧
; E)

⊕
K⊕

j=1

Km−mj−1/2,m/2−mj ((∂Y )∧; Fj)
→ Ẽ∧,max,

and Proposition 5.14, we deduce that our assumption about the resolvent of A∧
under the boundary condition T∧u = 0 is equivalent to the invertibility of A∧,D∧(λ)
with domain D∧

(
A∧
T∧

)
, where D∧ = θ

(
D
)

is the associated domain to D, and

‖κ−1
|λ|1/mF∧(λ)−1‖L (Cd′′ ,Ẽ∧,max) = O(1) as |λ| → ∞. (8.19)

Note that ‖κ−1
|λ|1/mK0,∧(λ)‖ = O(|λ|) and ‖Tk,∧(λ)κ|λ|1/m‖ = O(|λ|−mk/m) as |λ| →

∞ for k = 0, . . . , mK , where m0 = m.
Write the operator F (λ)θ−1F∧(λ)−1 : C

d′′ → C
d′′

as

F (λ)θ−1F∧(λ)−1 = 1 +
(
F (λ) − F∧(λ)θ

)
κ̃|λ|1/mθ−1κ−1

|λ|1/mF∧(λ)−1,

and let
R(λ) =

(
F (λ) − F∧(λ)θ

)
κ̃|λ|1/mθ−1κ−1

|λ|1/mF∧(λ)−1.

We will prove in Lemma 8.24 that

‖(F (λ) − F∧(λ)θ)κ̃|λ|1/m‖L (Ẽmax,Cd′′) → 0 as |λ| → ∞.

Thus together with (8.19) we obtain that ‖R(λ)‖ → 0 as |λ| → ∞. Hence 1+R(λ) is
invertible for large |λ| > 0, and the inverse is of the form 1+ R̃(λ) with ‖R̃(λ)‖ → 0
as |λ| → ∞. This shows that F (λ) : Ẽ → Cd′′

is invertible from the right for large
λ, and by (8.19) the right inverse θ−1F∧(λ)−1(1+ R̃(λ)) satisfies the norm estimate
(8.18). Since

dim Ẽ = dim Ẽ∧ = d′′,

we conclude that F (λ) is also injective, and so the invertibility of F (λ) is proved.
In particular, the operator AD(λ) is invertible for large λ, and consequently also

AD − λ : D(AT ) → x−m/2L2
b(M ; E)

is invertible for large λ ∈ Λ. It remains to show the resolvent estimates for
(
AD −

λ
)−1 as |λ| → ∞, see Definition 1.1.
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In order to prove these estimates we make use of the family K̃(�) from Lemma 8.6
and the representation (8.17). We may write

(AD − λ)−1 = BT (λ) + (1 − B(λ)A(λ))K̃(|λ|1/m)κ̃−1
|λ|1/mF (λ)−1T0(λ)

= BT (λ) + K̃(|λ|1/m)κ̃−1
|λ|1/mF (λ)−1T0(λ)

− B(λ)A(λ)K̃(|λ|1/m)κ̃−1
|λ|1/mF (λ)−1T0(λ).

By construction of the parametrix we have ‖BT (λ)‖L (x−m/2L2
b) = O(|λ|−1) as |λ| →

∞. In view of ‖T0(λ)‖L (x−m/2L2
b
,Cd′′ ) = O(|λ|−1) and (8.18) we further obtain

‖κ̃−1
|λ|1/mF (λ)−1T0(λ)‖L (x−m/2L2

b,Ẽmax) = O(|λ|−1) as |λ| → ∞,

and consequently, using (8.7), we get

‖K̃(|λ|1/m)κ̃−1
|λ|1/mF (λ)−1T0(λ)‖L (x−m/2L2

b) = O(|λ|−1) as |λ| → ∞.

On the other hand, by (8.18) and the estimates (8.7)–(8.9) we have

‖κ−1
|λ|1/m(A − λ)K̃(|λ|1/m)κ̃−1

|λ|1/mF (λ)−1‖L (Cd′′ ,x−m/2L2
b) = O(|λ|), (8.20)

‖κ−1
|λ|1/mγBjK̃(|λ|1/m)κ̃−1

|λ|1/mF (λ)−1‖
L (Cd′′ ,Km−mj−1/2,m/2−mj )

= O(|λ|mj/m)
(8.21)

as |λ| → ∞ for all j = 1, . . . , K.
Let ω̃ ∈ C∞

0 ([0, 1)) be any cut-off function near zero. For large λ we may write

B(λ)A(λ)K̃(|λ|1/m)κ̃−1

|λ|1/mF (λ)−1T0(λ) = B(λ)ω̃A(λ)K̃(|λ|1/m)κ̃−1

|λ|1/mF (λ)−1T0(λ),

and for the components of the parametrix

B(λ) =
(
BT (λ) B1(λ) · · · BK(λ)

)
we have by construction the norm estimates

‖BT (λ)ω̃κ|λ|1/m‖L (x−m/2L2
b
(Y

∧
;E),x−m/2L2

b
(M ;E)) = O(|λ|−1), (8.22)

‖Bj(λ)ω̃κ|λ|1/m‖
L (Km−mj−1/2,m/2−mj ,x−m/2L2

b(M ;E))
= O(|λ|−mj /m) (8.23)

as |λ| → ∞ for j = 1, . . . , K (the operator family g(λ) = ω′Bj(λ)ω̃ satisfies the
estimate (7.10) with μ = −mj in Km−mj−1/2,m/2−mj → D∧,min with respect to the
normalized dilation group action κ� on both spaces).

In view of (8.20)–(8.23) and ‖T0(λ)‖L (x−m/2L2
b,Cd′′) = O(|λ|−1) we now conclude

that, as |λ| → ∞,

‖B(λ)A(λ)K̃(|λ|1/m)κ̃−1
|λ|1/mF (λ)−1T0(λ)‖L (x−m/2L2

b) = O(|λ|−1).

Summing up, we obtain

‖(AD − λ)−1‖L (x−m/2L2
b) = O(|λ|−1) as |λ| → ∞

as desired. �

The following lemma completes the proof of Theorem 8.1.

Lemma 8.24. With the notation of the proof of Theorem 8.1, let

F (λ) = T (λ)A(λ) : Ẽmax → C
d′′

,

F∧(λ) = T∧(λ)A∧(λ) : Ẽ∧,max → C
d′′

.
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Then
‖(F (λ) − F∧(λ)θ)κ̃|λ|1/m‖L (Ẽmax,Cd′′) → 0 as |λ| → ∞. (8.25)

Proof. For proving (8.25) it is sufficient to consider the restrictions

(F (λ) − F∧(λ)θ)κ̃|λ|1/m : Ẽσ0 → C
d′′

for all σ0 ∈ Σ. First of all, observe that

F (λ)κ̃|λ|1/m = T (λ)A(λ)K̃(|λ|1/m), and

F∧(λ)θκ̃|λ|1/m = F∧(λ)κ|λ|1/mθ = T∧(λ)A∧(λ)κ|λ|1/mωθ

with the operator family K̃(�) = ω(�x)κ̃� from Lemma 8.6. If ω0 ∈ C∞
0 ([0, 1)) is a

cut-off function near zero with ω ≺ ω0, then

(F (λ) − F∧(λ)θ)κ̃|λ|1/m = T (λ)A(λ)K̃(|λ|1/m) − T∧(λ)A∧(λ)κ|λ|1/mωθ

= T (λ)ω0A(λ)K̃(|λ|1/m) − T∧(λ)ω0A∧(λ)κ|λ|1/mωθ

= T (λ)ω0

(
A(λ)K̃(|λ|1/m) −A∧(λ)κ|λ|1/mωθ

)
+ (T (λ) − T∧(λ))ω0A∧(λ)κ|λ|1/mωθ.

Now

(T (λ)−T∧(λ))ω0A∧(λ)κ|λ|1/mωθ =
“
(T (λ)−T∧(λ))ω0κ|λ|1/m

”“
κ−1

|λ|1/mA∧(λ)κ|λ|1/mωθ
”
,

and consequently this term is o(1) as |λ| → ∞. Recall that

‖(Tk(λ) − Tk,∧(λ))ω0κ|λ|1/m‖ = O(|λ|−(mk−1)/m)

for k = 0, . . . , K, where m0 = m. On the other hand, we have

T (λ)ω0

(
A(λ)K̃(|λ|1/m) −A∧(λ)κ|λ|1/mωθ

)
=(

T (λ)ω0κ|λ|1/m

)(
κ−1
|λ|1/mA(λ)K̃(|λ|1/m) − κ−1

|λ|1/mA∧(λ)κ|λ|1/mωθ
)
.

By (8.10) and (8.12) in Lemma 8.6 (see also Lemma 6.20 in [9]) and Lemma 8.4
it follows that each summand in this matrix multiplication is o(1) in the norm as
|λ| → ∞, and so the lemma follows. �

Finally, we want to point out that under the assumptions of Theorem 8.1 we get
the existence of the resolvent of A with polynomial bounds for the norm also for
realizations in Sobolev spaces of arbitrary smoothness s > − 1

2 . The proof follows
along the lines of this section. The advantage in this case is that we need not be
as precise with the bounds as for the case of x−m/2L2

b-realizations.

Theorem 8.26. Let (4.1) be c-elliptic with parameter in the closed sector Λ ⊂ C,
and consider the unbounded operator A in x−m/2Hs

b (M ; E) under the boundary
condition Tu = 0 on some intermediate domain Ds

min(AT ) ⊂ Ds(AT ) ⊂ Ds
max(AT ),

where s > − 1
2 .

Let D∧(A∧,T∧) = θ(D(AT )) be the associated domain for the model operator A∧
under the boundary condition T∧u = 0 in x−m/2L2

b(Y
∧
; E) according to Proposition

6.11, and assume that Λ is a sector of minimal growth for A∧ with this domain.
Then

ADs − λ : Ds(AT ) → x−m/2Hs
b (M ; E)
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is invertible for large λ ∈ Λ, and the resolvent can be written in the form (8.2).
Moreover, there exists M(s) ∈ R such that

‖
(
ADs − λ

)−1‖L (x−m/2Hs
b ) = O(|λ|M(s))

as |λ| → ∞.
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