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Chapter �

Exactly Soluble
Commutation Relations �The
Simplest Class of Classical
Mechanics�
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In x �� of the preceding chapter� we introduced the notions of left
and right ordered representations of a system of relations� Namely�
recall that for a given system � of relations�

� � ���
k�
Aj�� � � � �

km
A jm� � �� � � �� � � � � N�

operators l�� � � � � ln �respectively� r�� � � � � rn� acting in the space on n�
ary symbols are called operators of left �respectively� right� ordered
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representation if

�ljf��A� � Ajf�A��

�rjf��A� � f�A�Aj

for any n�ary symbol f�x�� � � � � xn� � Fn whenever A � �
�

A�� � � � �
n

An� is
an n�tuple of F �generators satisfying �� If a relation system � admits
a left �or right� regular representation by F �generators in Fn� then the
set

� � ff�A� j f � Fng
is an algebra� and the composition law is given by

f�A�g�A� � �f �
l
g��A� � �f �

r
g��A��

where

f �
l
g � f�l�g� f �

r
g � g�

�
r �f�

l � �
�

l�� � � � �
n

ln��
�
r� �

n
r�� � � � �

�
rn��

�In most cases�

f �
l
g � f �

r
g

def� f � g�
in particular� this is always the case if the Jacobi condition holds��
Thus� the existence of an ordered representation permits one to

move the arguments of f �or g� in the product

f�A�g�A� � ��f� �A�� � � � �
n

An��� ��g�
�

A�� � � � �
n

An���

to their respective places so as to obtain a single expression of the form

h�
�
A�� � � � �

n

An�� For that reason� relation systems admitting an ordered
representation �left� or� equivalently� right� will be called systems of
commutation relations� or� for short� simply commutation relations�
Given a system of relations �probably arising from some speci�c

problem in quantum mechanics� di�erential equations� etc��� we face
the question as to whether this is a system of commutation relations





and� if this is the case� how to compute the left �or right� ordered
representation� These questions are by no means easy� and often the
answer cannot be given just by analyzing the form of the relations �see
the very �rst example in x � below�� However� there exist wide classes
of relations systems for which the �positive� answer is known� and these
classes� along with certain examples that do not �t into these classes
but still can be treated individually� are the subject of this chapter�
In this chapter� we deal with �exactly soluble� commutation relations�
The description of the class of exactly soluble relations is fuzzy in that
it is based on human ability rather than on purely mathematical facts�
By terming some relations �exactly soluble�� we only mean that a proof
is known of the fact that these relations are commutation relations and
a method is available for writing out the ordered representation�
The present chapter is naturally divided into three sections� Section

� comprises a series of simple examples in which the ordered represen�
tation is computed� Each example usually starts from some speci�c
problem �often simpli�ed and purely illustrative� in which the need for
computing the ordered representation of some speci�c relation system
arises� However� in treating the problem we do not go far beyond the
theme of this chapter� that is� we stop once the representation is com�
puted and� possibly� the Jacobi condition is veri�ed� At most� we give
a few hints as to what might follow next� However� we return to the
consideration of some of these problems �in a setting that is closer to
real�life issues� in subsequent chapters�
In x � we deal with a series of increasingly complicated classes of

Lie commutation relations �that is� relations covered by the theory of
Lie algebras� Lie groups� and their representations�� Although the task
of noncommutative analysis is not the same as that of Lie theory� the
interaction between the two areas proves to be interesting and fruitful�
In x 
 we consider certain classes of non�Lie commutation relations

�often referred to as �nonlinear �� which is technically incorrect� since
Lie relations also involve nonlinear terms� and establish a technique
�actually� imitating the one for the Lie case� for constructing ordered
representations�
In closing� we point out that in this chapter we have tried to make

it clear that noncommutative analysis� like Earth in an ancient model
of the universe� rests on three whales�
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� ordered operators notation� including Feynman indices and au�
tonomous brackets�

� the commutation rule

AB � CA� Af�B� � f�C�A

�and its many�operator version��

� the quantization uniqueness theorem

A � C � f�A� � f�C��

Essentially� most of the complicated computations sometimes occur�
ring in noncommutative analysis are none other than the reduction of a
fact to be proved to the simplest commutation rule� often with the help
of the uniqueness theorem� The standard trick in such a reduction is to
use block matrix operators �we have already seen numerous examples
of that in Chapter �� and symbols involving di�erence derivatives�
Having this in mind may well help the reader realize that noncom�

mutative analysis in no more intricate than the well�known di�erential
and integral calculus �which have their own whales like the Leibniz rule�
Newton�Leibniz formula� etc���

��� Some examples

We start by giving a fairly simple example that shows that the property
of being a system of commutation relations is rather subtle and may
even depend on the Feynman ordering of the operators in the tuple as
well as on the choice of the class of admissible symbols�

Example � ����� We consider the system consisting of the single re�
lation

AB � B�A �����

for two operators A and B� The symbol class F is assumed to be the
algebra of polynomials� Then the following assertion holds�



�

For tuples of the form �
�

A�
�

B�� relation ����� is a system

of commutation relations� For tuples of the form �
�

A�
�

B��
relation ����� is not a system of commutation relations�

Indeed�

B��f�
�
A�

�
B�� �

�
B f�

�
A�

�
B�

and

A��f�
�
A�

�
B�� �

�
A f�

�
A�

�
B� �

�
A f�

�
A� �

�
B���

by the commutation theorem� Consequently� the left ordered represen�

tation operators for the ordering �
�

A�
�

B� exist and have the form �where
the arguments of a symbol f are denoted by �x� y� � f � f�x� y��

lAf�x� y� � xf�x� y��� lBf�x� y� � yf�x� y�� �����

We note that the operators ����� satisfy relation ������

lAlB � �lB�
�lA�

Thus� the Jacobi condition is satis�ed� and the algebra A with two
generators A� B and relation ����� is isomorphic as a linear space to
the space of polynomials f�x� y� in two variables� The composition law
is given by

f � g � f�
�

lA�
�

lB�g

or� more speci�cally� if

f �
X

ajkx
jyk� g �

X
bjkx

jyk�

then
f � g � X

j�k�l�m

ajkblmx
j�lyk��

lm�

Now we are in a position to prove that there is no left ordered repre�

sentation for the ordering �
�

A�
�

B�� Otherwise� we would have� for some
symbol f

BA � f�
�
A�

�
B� �

X
ajkA

jBk �
X

ajkB
�jkAj
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�we have used the multiplication law for the ordering �
�

A�
�

B��� Since lA
and lB satisfy the Jacobi condition� it follows that

xy �
X

ajkx
jy�

jk�

which is impossible �the right�hand side does not contain odd powers
of y��
However� if� instead of polynomials� we admit symbols involving

arbitrary fractional powers of y� then the ordered representation for the

ordering �
�

A�
�

B� exists� In this case� it is more convenient to compute
the right ordered representation �rst� We have �the tilde is used to
distinguish from the old ordering�

erBf�x� y� � yf�x� y�� erAf�x� y� � xf�x�
p
y��

One obviously has�

erBerAf�x� y� � yxf�x�
p
y��

erAer�Bf�x� y� � erA�y�f�x� y�� � xyf�x�
p
y��

and so the Jacobi condition is satis�ed�

erBerAf�x� y� � erAer�B
�note the reverse order of operators��
Now� by the general formula�

elAf�x� y� � f�
�erA� �erB�x � xf�x� y�

elBf�x� y� � f�
�erA� �erB�y

�unfortunately� no simple explicit formula is available for the operatorelB��
The preceding example was only intended to illustrate the com�

plicated nature of the property of being commutation relations� We
proceed to examples that are more important practically�

�Needless to say� we assume that the variable y ranges in R��



�

Example � Coordinate and momentum operators� We consider func�
tions of the operators

q�� � � � � qn� �p� � �ih �

�q�
� � � � � �pn � �ih �

�qn
���
�

of coordinates and momenta in quantum mechanics� We shall use the
conventional ordering

�
�
q�� � � � �

�
qn�

�
�p�� � � � �

�
�pn��

An important example of such functions is the Schr�odinger operator

�H � H

�B��
q�� � � � �

�
qn��ih

�

�

�q�
� � � � ��ih

�

�

�qn

�CA � H

�B��
q��ih

�

�

�q

�CA � ���	�

where H�q� p� is the classical Hamiltonian function� for example�

H�q� p� �
p�

�m
 V �q��

�One possible de�nition of the operator �H for fairly general Hamiltonian
functions �symbols� H � S��R�n� is given by

� �Hu��q� �
�

i

��h

�n Z
e
i
h
pqH�q� p�eu�p� dp� ����

where eu�p� is the quantum Fourier transform of u�� We wish to learn
how to compute products of the form �H�

�H�� This may be helpful� for
example� in solving the Cauchy problem for the operator �H�� One seeks
the solution of the problem

�ih�u
�t
 �H�u � �� ujt�� � u��q� �����

in the form
u � �H��t�u��

Then for the symbol H��t� � H��q� p� t� of the resolving operator of
problem ����� we obtain the problem

�ih�H�

�t
 H� �H� � �� H�jt�� � �� �����
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So we are really interested in computing the twisted product �� To
simplify the notation� we consider the case n � �� The operators q and
�p satisfy the Heisenberg commutation relation

��p� q� � �ih� �����

which will be used as a basis for computing the regular representation�
We have

q��f�
�
q�

�

�p��� � qf�
�
q�

�

�p��

and so
lqf�q� p� � qf�q� p�� lq � q� �����

On the other hand� by Theorem  of Chapter ���
�p� ��f�

�
q�

�
�p���

�
�

�

� �p� q�
�f

�q
�
�
q�

�
q�

�
�p� � �ih�f

�q
�
�
q�

�
�p� ������

�the commutator is a scalar� and we can move the Feynman indices

over
�
q and

�
q together�� whence we readily obtain

lp � p� ih���q� ������

Note that the Jacobi condition is obviously satis�ed�

�lp� lq� � �ih�

The composition law for h���pseudodi�erential �i�e� Hamiltonian� op�
erators reads

H� �H� � H�

�B��
q� p� ih

�

�

�q

�CA �H��q� p��� ������

Example � Coordinate and momenta operators revisited� The Wigner
equation�
Let 	� the �wave function�� be a solution of the Schr�odinger equa�

tion

�ih�	
�t
 �H	 � �� ����
�



��

where �H is the Schr�odinger operator ���	�� The corresponding density
matrix �Blokhintsev matrix� �
� that is� the rank one projection on 	
given by the formulas

�
u � 	�	� u�

�where � � � � � is the L� inner product�� satis�es the �reversed� Heisen�
berg equation

�ih��

�t
 � �H� �
� � �� ����	�

Let us represent �
 as a function of the coordinate and momenta op�

erators ���
�� �
 � 
�
�
q�

�

�p�� Using the general formula ���� for functions
of the operators ���
� is not di!cult to �nd that�


�q� p� �
�
�

��h

�n
	�q� e	�p�e ipx

h � �����

Let us �nd the equation satis�ed by the function ������ which is known
as the density function� In principle� this equation could be derived di�
rectly from Eq� ����
� with the use of properties of the quantum Fourier
transform� However� we prefer to use ����	� and the composition for�
mula� thus obtaining

�ih�

�t
 H � 
 � 
 �H � �� ������

The straightforward application of the expression ������ for the twisted
product is not advisable in the last term on the left�hand side in �������

because in this case we would obtain the operator 


	
�
q� p� ih

�
�
�q



oc�

curring in our equation� which is intended to be an equation for 
�
However the remedy is clear� In the last term on the left�hand side� we
must use the right ordered representation operators�


 �H � H�
�
rq�

�
rp�
� ������

Let us compute these operators�

�We do not explicitly write out the argument t�
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We have

rpf�q� p� � f

�B��
q� p � ih

�

�

�q

�CA p � pf�q� p��

that is� rp � p� and

rqf�q� p� � f

�B��
q� p� ih

�

�

�q

�CA q

� f�q� p�q  
�X
j��

f �j	p �q� p�

j"

	
�ih �

�q


j

�q�

� f�q� p�q � ih
�f

�p
�q� p��

�The trick with the Taylor series expansion on the right�hand side can
easily be justi�ed� say� by using the Taylor formula with remainder in
Hadamard#s form�� Thus� rq � q � i �

�p
� and substituting all this into

������� we �nally obtain the following equation for the density function�

�ih�
�q� p� t�
�t

 H

�B��
q� p� ih

�

�

�q

�CA 
�q� p� t�

�H
�B�q � ih

�

�

�p
�
�
p

�CA 
�q� p� t� � �� ������

This is the Wigner equation� well known in quantum mechanics�
From this equation� it is easy to obtain the asymptotics of the density
function as h	 � in the weak topology� that is� in the sense of distri�
butions� Indeed� suppose that 
�q� p� t� can be expanded in a regular
asymptotic series in powers of h�


�q� p� t� 
� 
��q� p� t�� ih
��q� p� t�� �ih��
��q� p� t� � � � � ������

where the coe!cients 
j are independent of h�



�


The expansion ������ means that

� �� f ��	

�X
j��

��ih�j � �j � f �� ����
�

for any Hamiltonian function f�q� p� independent of h� where

� �� f �	

Z
��q� p�f�q� p� dq dp ������

is the value of the distribution � on a test function �� The quantity ����
� is very
important in quantum mechanics� This is just the mean value of the dynamic
variable f in the state described by ��

� �� f �� tr ��� �f � � � �f�� ��� ������

Then we can expand the operators occurring in ������ in asymptotic
series in powers of ��ih� �in fact� this is just the Taylor expansion�
and obtain the following system of equations for the coe!cients of the
expansion �������

�
�
�t
 
�H

�p

�
�
�q

� �H

�q

�
�
�p

� �
�
�t
 fH� 
�g � �� ����
�

where f � � � g is the Poisson bracket�
�
�
�t

 fH� 
�g � ��
�H

�p�
��
�
�q�

 ��
�H

�q�
��
�
�p�

� ����	�

etc� �We do not write out the subsequent equations�� Equation ����
�
is just the well�known Liouville equation for 
�� It has the solution


��t� � �g
�t
H �

�
����� �����

where gtH is the Hamiltonian $ow corresponding to the Hamilton func�
tion H�

It remains to note that the expansion ������ holds indeed for semiclassical wave
functions �� For example� if

��q� 	 e
i

h
S�q�a�q��

then

��q� p� 	 a�q��

�
p�

	S

	q

�
is a measure concentrated on the Lagrangian manifold p 	 �S

�q
�
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Remark � In the preceding examples� the operators or ordered rep�
resentation can be shown to be S��generators in S�� It follows that
the corresponding twisted product is well de�ned on the entire symbol
space S��R�n��

Example 	 Creation	annihilation operators� In various settings of
the second quantization method� the Hamiltonian of a system of par�
ticles� as well as other dynamic variables� is represented via so�called
creation	annihilation operators aj� a

�
j �where the index j numbers pos�

sible states of particles�� which satisfy the commutation relations

�aj� a
�
k � � aja

�
k � a�k aj � �jk�

�aj� ak� � �a�j � a
�
k � � � ������

if the particles in questions are bosons and the anticommutation rela�
tions

�aj� a
�
k �� � aja

�
k  a�k aj � �jk�

�aj� ak�� � �a�j � a
�
k �� � � ������

if the particles are fermions�

Customarily� there are in�nitely many possible states of particles
and accordingly� in�nitely many operators aj and a

�
j � We consider the

simpli�ed model in which there are only n � � possible states� �And
we actually carry out our computations only for n � ��� Let us �rst
consider the case of bosons� We have two operators a and a� satisfying
the relation

�a� a�� � �� ������

Let us construct the left ordered representation for the orderings �
�
a�

�

a��

�the operator H�
�
a�

�

a�� is said to be in the Wick normal form� and

�
�
a�

�

a�� �the anti�Wick normal form�� For the �rst case� we have

a���f�
�
a�

�
a���� �

�
a�f�

�
a�

�
a��� ������

a��f�
�
a�

�
a���� �

�
a f�

�
a�

�
a��

�
�
a f�

�
a�

�
a�� 

�
a
�
f�

�
a�

�
a��� f�

�
a�

�
a��

�
� ���
��



�

By transforming the second term� we obtain

a��f�
�
a�

�
a���� �

�
a f�

�
a�

�
a�� 

�
a �

�
a�� �

a��
�f

�y
�
�
a�

�
a��

�
a��

�
�
a f�

�
a�

�
a��  

�f

�y
�
�
a�

�
a���

Thus we have the following formulas for the left ordered representation
operators in this case�

l� � y� l � x 
�

�y
� ���
��

Likewise� for the anti�Wick ordering we have

el� � y � �

�x
� el � x� ���
��

We point out that the operators l and el� are not S��generators in
S�� Indeed� let us� say� consider the operator l� The corresponding
one�parameter group

U�t� � eilt ���

�

has the form
�U�t�f ��x� y� � eitxf�x� y  it� ���
	�

and hence is well de�ned only on analytic symbols� Accordingly� one
is forced to deal with classes of symbols represented by entire analytic
functions �cf� �	���
Now let us consider the case of fermions� In the simplest case� we

have two operators� a and a�� satisfying the three anticommutation
relations

�a� a��� � �� ���
�

�a� a�� � �a�� a��� � �� ���
��

In fact� relation ���
� alone is su!cient for computing the regular
representation operators� Note that ���
� can be rewritten in the form

�
a �

�
a� 

�
a�� � �� ���
��
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Let us compute the left ordered representation for the Wick ordering

�
�
a�

�
a��� �Since ���
� is symmetric with respect to the change a� a��

the formulas for the anti�Wick ordering will be similar� with an obvious
change in notation�� We have

a���f�
�
a�

�
a���� �

�
a�f�

�
a�

�
a���

and so

l� � y� ���
��

now� to compute l� we observe that

a��f�
�
a�

�
a���� �

�
a f�

�
a�

�
a�� �

�
a f�

�
a�� �

a�� 
�
a �f�

�
a�

�
a��� f�

�
a�� �

a����

Let us transform the last term� using di�erence derivatives as usual�

�
a �f�

�
a�

�
a��� f�

�
a�� �

a��� �
�
a �

�
a�

�
a��

�f

�y
�
�
a�

�
a��� �

a��

�
�
a �

�
a� 

�
a��

�f

�y
�
�
a�

�
a��� 


a��

�
�f

�y
�
�
a�

�
a��� �

a�� ���
��

�here we have used ���
���� Let us introduce the operator � of inversion
with respect to the variable y�

�f�x� y� � f�x��y��

The di�erence derivative in ���
�� can be represented in the form

�f

�y
�
�

�y
��� ��f� ���	��

All in all� we obtain

l � x 
�

�y
�� � ��� ���	��



��

Let us verify the Jacobi condition� We have

�l�� l��f�x� y� � l�lf  ll�f

� yxf  
�

�
�f � �f�  xyf  

�

�
�f  �f�

� �xyf  f� ���	��

�l�� l���f�x� y� � y�f�x� y�� ���	
�

�l�� l���f�x� y� � x�f�x� y�  
x

y
�f � �f�  

�

	y�
�� � ���f

� x�f  
x

y
�f � �f�� ���		�

Thus� the Jacobi condition is not satis�ed" This� of course� does not
prevent one from using the ordered representation operators ���
�� and
���	��� However� if one wishes to �force� relations ���
�� ���
�� to
satisfy the Jacobi condition� in view of all the nice consequences of that
condition� then the idea of using symbols that are ordinary functions
must be abandoned� Instead� one can use symbols that are functions of
anticommuting variables� i�e�� symbols that are elements of Grassmann
algebras� We refer the reader to �	�� where this topic is covered in deep
detail�

Example 
 Our next example deals with �nite�di�erence approxima�
tions �di�erence schemes�� A typical �nite�di�erence equation has the
form �we consider the one�dimensional case�

�Du �X
�

a��x�u�x �h� � f�x�� ���	�

where the summation with respect to � ranges over some set of integers
�the stencil� and h is the grid increment� The known right�hand side
f�x�� as well as the unknown function u�x�� are usually treated as grid
functions� However� it is more convenient for us to assume that f�x�
and u�x� are de�ned for all x � R� �To achieve this for the right�hand
side f�x�� one can� say� use interpolation��
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Equation ���	� can be represented via functions of x and �i �
�x
in

the form

H

�B��
x��i

�

�

�x

�CA u � f� ���	��

where
H�x� p� �

X
a��x�e

i�ph� ���	��

However� equally useful is the representation� which will be derived
below� via di�erence derivative operators�
Consider the operators �� given by

���f��x� �
f�x h�� f�x�

h
�

���f��x� �
f�x�� f�x� h�

h
���	��

�the forward and backward di�erence derivative�� Then

f�x  h� � ��  h���f�

f�x� h� � ��� h���f ���	��

and the operator D occurring in ���	� can be rewritten in the form

�D �
X
���

a��x���  h���
�  

X
���

a��x���  h���
��� �����

At �rst glance� the representation ����� does not seem to be partic�
ularly simple� but it usually becomes so if the original operator �D stems
from a �nite�di�erence representation of some di�erential operator� For
example� the usual approximations to �

�x
are

��� ���
�

�
���  ����

and the most widely used approximation to ��

�x�
is

% � ���� � �����

�%f ��x� �
f�x  h�  f�x� h�� �f�x�

h�
� �����



��

The three operators x� ��� and �� satisfy the commutation relations

���� x� � �  h���

���� x� � �� h��� �����

���� ��� � ��

���
�

Let us construct the operators of ordered representation for the triple

�
�
x�

�

���
�

���� These representation operators will be denoted by lx� l��
l��
We have� �rst of all�

x��f�
�
x�

�

���
�

����� �
�
x f�

�
x�

�

���
�

����

and so lx � x� To �nd l�� let us rewrite the �rst relation in ����� in
the form

��x � �x h���  �� ���	�

Then we readily obtain

����f�
�
x�

�

���
�

���� �
�

�� f�
�
x�

�

���
�

���

�
�

�� f�
�
x  h�

�

���
�

��� ����

 
�

�� �
�
x  h� �

x�
�f

�x
�
�
x�

�
x  h�

�

���
�

���

�
�

�� f�
�
x  h�

�

���
�

���  
�f

�x
�
�
x�

�
x  h�

�

���
�

����

Hence
l� � y��  h���  ��� �����

Likewise� similar computations give

l� � y��� h���  ��� �����

Let us verify the Jacobi condition� We obviously have

�l�� l�� � ��
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Next�

�l�� lx� � �y��  h���  ��� x� � ��  yh����� x�

� ��  yh���  h��� � �  h�y��  h���  ���

� �  hl��

and similarly for �l�� lx�� Hence the Jacobi condition is satis�ed�

Example � We consider degenerate di�erential equations of the Fuch�
sian type�

H

�B��
r� ir

�

d

dr

�CA u � f� �����

The operators occurring in such equations are represented as functions

of the ordered pair �
�

A�
�

B�� where

A � ir
d

dr
� B � r� �����

Let us evaluate the left and right ordered representations for this
pair� We have the commutation relation

�A�B� � iB� ������

which can also be rewritten in the form

AB � B�A i� ������

suitable for the application of the simplest commutation rule� Let us
�rst evaluate the right ordered representation� We have

��f�
�

A�
�

B���A � f�
�

A�
�

B�
�

A ������

and

��f�
�

A�
�

B���B � f�
�

A�
�

B�
�

B� f�
�

A  i�
�

B�
�

B ����
�

by the commutation rule with regard for ������� Consequently� the
ordered representation operators have the form

rA � x� rB � yT� ����	�



��

where T is the shift operator with unit imaginary step�

Tf�x� y� � f�x  i� y��

Symbolically� T can be written in the form

T � ei
�
�x � �����

We obviously have

rBrA � �rA  i�rB� ������

and so the Jacobi condition is satis�ed� Now let us compute the left
ordered representation� To this end� we note that

��T �x � i�����  x����� ������

Indeed� consider the operator T in the two�dimensional space H of
linear functions of x�

H � fu�x� ju�x� � ax b� a� c � Cg� ������

This operator leaves the spaceH invariant� it acts on the basis functions
as follows�

Tx � x i�

T � � �� ������

Now we have� by induction�

T kx � x k�

T k� � � ������

and for an arbitrary polynomial p�T � �
P
akT

k�

p�T �� �
X

ak�

p�T �x �
X

ak�x ik� � p���x ip����� ������
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Now we arrive at formula ������ for arbitrary symbols by the uniqueness
theorem� Having this in mind� we readily obtain

lB � f�
�
rA�

�
rB�y � yf�x� y��

lA � f�
�
rA�

�
rB�x � xf�x� y�  iy

�f

�y
�x� y�� ������

that is�

lA � x iy
�

�y
� lB � y� ����
�

It is not at all obvious from the expressions ����
� that the class of
symbols for which functions of the operators A � ir �

�r
and B � r form

an algebra cannot be S� and must satisfy the severe restriction of
analyticity� However� this becomes pretty obvious once we look at the
operators rA and rB� The operator rB involves shift into the complex
plane with respect to the variable x� and so reasonable class of symbols
must contain only symbols analytic in the variable x�

Example � We consider degenerate di�erential equations with higher
order of degeneracy at the point r � ��

H

	
r� irk��

d

dr



u � f� ����	�

where k � � is an integer �for simplicity��
Here the very de�nition of the operator ����	� for functions H�y� x�

nonanalytic in the second argument is obscure� Indeed� the operator
A � irk�� d

dr
even does not generate a one�parameter group" To verify

this� consider the equation

du

dt
� iAu � �rk�� du

dr
� �����

The corresponding characteristic equation reads

�
r� �rk��� ������

and the trajectories are readily seen to exit to in�nity in �nite time� One
possible way of improving the situation when dealing with such singular



�


points is as follows� Note that we are actually interested in the vicinity
of the singular point r � �� while the behavior of the coe!cients for
large jrj seems to be irrelevant to our study� Accordingly� we replace the
operator irk�� d

dr
by another operator� which behaves well at in�nity and

coincides with irk�� d
dr
for small r� Namely� we consider a real�valued

function ��r� such that ��r� � � for r � � and�� ��r� � rk�� for jrj � �
�
�

��r� � �� for jrj � �� ������

We set

A � i��r�
d

dr
� B � r ������

and consider functions of the ordered pair �
�

A�
�

B�� The operators A and
B satisfy the �nonlinear� commutation relation

�A�B� � i��B�� ������

and now we shall construct the left ordered representation of this rela�
tion� We have

B��f�
�

A�
�

B��� �
�

B f�
�

A�
�

B�

and

A��f�
�

A�
�

B�� �
�

A ��f�
�

A�
�

B���

�
�

A f�
�

A�
�

B� 
�

� A�B�
�f

�y
�
�

A�
�

B�
�

B�

�
�

A f�
�

A�
�

B�  i��
�

B�
�f

�y
�
�

A�
�

B��

Thus� the formula for the left regular representation operators reads

lA � x i��y�
�

�y
� lB � y� ������

It can be proved that these operators are S��generators in S�� and
so for higher�order singular points �but not for Fuchsian points� the
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algebra of functions of operators �describing� the singularity can be
chosen to be the algebra of functions of A and B with S� symbols�
As to our example� it remains to verify that the Jacobi condition

holds� This is however easy�

�lA� lB� � i���y� � i���lB��

In conclusion� we note that computing the right ordered representation
for the relations ������ explicitly would be a boring task in view of the
nonlinear nature of the commutation relations� Actually� no explicit
formula is available for this case�

��� Lie commutation relations

Having considered certain examples� we now proceed to some general
classes of commutation relations� The �rst of these classes is the class of
so�called Lie commutation relations� which naturally enjoys extensive
connections with the well�known theory of Lie groups and Lie algebras�
Our exposition� however� mostly does not rely upon this theory� and
we try to keep it as elementary as possible�
In this section we deal with commutation relations of the form

�Aj� Ak� � �i
X

cljkAl� ������

where the cljk are some constants� The factor �i is introduced in ������
for the sake of convenience� so that� for real cljk� relation ������ could
be satis�ed by self�adjoint operators Aj� j � �� � � � � n� Relations ������
are referred to as Lie commutation relations� because they say that the
operators �A�� � � � � A�� form a representation of the Lie algebra with
structural constants cljk� In view of the skew�symmetry of the commu�
tator� �A�B� � ��B�A�� the structural constants change sign under the
transposition of subscripts�

cljk  clkj � �� ������

�The violation of this condition would imply that there necessarily ex�
ists a nontrivial linear identity satis�ed by A�� � � � � An� so that some of



�

the operators A�� � � � � An can be expressed via the others and we ac�
tually deal with functions of a shorter tuple of operators�� Next� the
commutators satisfy the easy�to�verify Jacobi identity

��A�B�� C� ��B�C�� A�  ��C�A�� B� � �� ����
�

and� assuming A�� � � � � An to be linearly independent� this also implies
certain conditions imposed on the structural constants� We do not
write out these conditions �the reader way wish to do this himself or
herself�� but in the following we always assume that this condition is
satis�ed�
Our task is to compute the ordered representation of the n�tuple

�
�

A�� � � � �
n

An� �or� more precisely� of relations ������ for this particular
ordering of operators� and �nd symbol classes in which these represen�
tation operators act�
First� we note that relations ������ can be rewritten in �vector

form�� Namely� let us introduce the column vector

	

A� t�A�� � � � � An� ����	�

and consider all relations in ������ for some given k� while j ranges from
� to n� These relations can be rewritten as

	

A Ak � �Ak � I � i�k�
	

A� �����

where I is the n� n identity matrix and �k is the matrix with entries
��k�jl � cljk� known as the matrix of the adjoint representation of the
Lie algebra� The obvious advantage of ����� is that now we can widely
use the standard commutation formula�

	

A f�Ak� � f�Ak � I � i�k�
	

A ������

for any suitable symbol f�x�� We also note that the two terms Ak � I
and �i�k commute� which will also prove convenient in our subsequent
computations� Relation ������ can also be rewritten in the form

	

A f�Ak� � g�Ak�
	

A� ������

where
g�xk� � e

�i�k
�

�xk f�xk�� ������
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Let us introduce the auxiliary representation operators Ljk such that

j��

A k f�
�

A�� � � � �
j

Aj �
j��

A j��� � � � �
n��

A n� � �Ljkf��
�

A�� � � � �
n

An�� ������

In particular� we have

Lnk � lk� L�k � rk ������

�the operators of left and right regular representation� respectively��

For given j� by
	

Lj we denote the column vector

	

Lj� �Lj�� � � � � Ljn�� ������

then

j��

A f�
�

A�� � � � �
j

Aj �
j��

A j��� � � � �
n

An� � �
	

Lj f��
�

A�� � � � �
n

An�� ������

On the other hand� we can rewrite ������� ������ with additional oper�
ator arguments�

j��

A f�
�

A�� � � � �
j

Aj�
j��

A j��� � � � �
n

An� �
j

A g�
�

A�� � � � �
j��

A j���
j��

A j� � � � �
n

An��
����
�

where

g�x�� � � � � xn� � e
�i�j

�
�xj f�x�� � � � � xn�� ����	�

Both sides of ����	� can be reduced to the standard form of functions of

�
�
A�� � � � �

n

An� with the help of ������� Assuming that the Jacobi condi�
tion is satis�ed� this implies the equality of the corresponding symbols�
Thus we obtain

	

Lj f �
	

Lj�� e
�i�j

�
�xj f �����

for any symbol f � or

	

Lj�
	

Lj�� e
�i�j

�
�xj � j � �� � � � � n� ������

This can also be rewritten as follows�

	

Lj�
	

Ln e
i�n

�
�xn e

i�n��
�

�xn�� � � � e
i�j��

�
�xj�� ������



��

�in the equation with j � n� the product of exponentials is empty��

However� we know certain components of the Lj very well� Namely� we
have

Ljj � xj� j � �� � � � � n� ������

Indeed�

j��

A j f�
�

A�� � � � �
j

Aj�
j��

A j��� � � � �
n

An� �
j

Aj f�
�

A�� � � � �
j

Aj� � � � �
n

An�� ������

since we need not permute Aj with any operators that do not commute
with Aj� Thus� we disregard the identity for j � � in ������ and pick
up the jth row in each of the remaining identities� j � �� � � � � n�

xj �
nX

k��

lk

�
ei�n

�
�xn � � � � � ei�j��

�
�xj��

�
kj
� �������

This is a system of n equations for n unknown operators lk of the left
ordered representation� and if this system is solvable� then the solution
provides the desired left ordered representation operators� We readily
see that these operators are linear and homogeneous in �x�� � � � � xn��
Now let us study system ������� more thoroughly� We shall seek

the left ordered representation operators in the form

lj � gj

�B��
x��i

�

�

�x

�CA � j � �� � � � � n� �������

Then for the symbols gj�x� p� we obtain the system

nX
k��

�e��npn � � � � � e��j��pj�� �kjgk�x� p� � xj� j � �� � � � � n� �������

or� in matrix form�
A�p�g�x� p� � x�

where
�A�p��jk � �e

�t�npn � � � e�
t�j��pj�� �jk �����
�

�here t� is the transpose of �� and the empty product is� by convention�
the identity matrix��
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Thus the main problem is whether the matrix �����
� is invertible�
Note that this is always the case for small jpj� since A��� is just the
identity matrix� Accordingly� the operators of left ordered representa�
tion are well de�ned on the space of functions whose Fourier transform
is supported in a su!ciently small neighborhood of the origin� Indeed�
if u�x� is such a function� then we can set

lu �
�
�

��

�n�� Z
eipxA���p�xeu�p� dp� �����	�

which is well de�ned as long as the support of eu is concentrated near
zero� By the Paley�Wiener theorem� this forces u�x� to be an analytic
function of certain exponential growth�
However� in some cases we can say more about the solvability of

system �����
�� Suppose that all adjoint representation matrices �j �
j � �� � � � � n� are simultaneously upper triangular �or lower triangular��
This precisely corresponds to the case in which the corresponding Lie
algebra is soluble �and the basis operators A�� � � � � An are chosen in a
special way�� Then the matrices e�

t�jpj are also triangular� and so is

any product of these matrices� Let ��j	k � ckjk be the diagonal entries of
these matrices� The matrix A�p� is triangular with diagonal entries

A�p�jj � exp

��� nX
k�j��

pk�
�k	
k

�A � ������

whence we see that A�p� is invertible for all p and �A�p���� has entries
that grow at most exponentially in p as jpj 	 �� Accordingly� the left
ordered representation operators are de�ned on functions whose Fourier
transform decays faster than some exponential at in�nity �the precise
order of the exponential depends on the commutation relations��
Next� suppose that the adjoint representation matrices satisfy the

following� more restrictive condition� they are strictly triangular� that
is �upper� or lower�� triangular with zeros on the main diagonal� This
is precisely the case in which the corresponding Lie algebra is nilpotent
�and the basis operators are chosen in a special way�� The matrices �j

themselves are nilpotent�

��j�
n�� � � �������



��

�it may happen that ��j�s � � for some s � n  ��� Accordingly� the
exponentials degenerate into polynomials of order � n� more precisely�

e�
t�kpk � �  Dk�pk��

where Dk�pk� is a polynomial strictly triangular �and hence nilpotent�
matrix� One can readily see that in this case a similar relation holds
for A�p��

A�p� � �  D�p�� �������

where D�p� is a strictly triangular polynomial matrix� The inverse of
A�p� is hence given by a �nite segment of the Neumann series�

�A�p���� � ��D�p�  D�p�� � � � � ����n�D�p��n�

We see that for the case of nilpotent Lie algebras �and a special
choice of the basis� the ordered representation operators are di�erential
operators with linear coe
cients and hence are well de�ned on wide
symbol classes� This conclusion is valid only for a special basis� in
other words� a linear transformation of the original operators A�� � � � � An

might be necessary� so that for the transformed tuple the following
condition is satis�ed� The commutator �Aj� Ak� is a linear combination
of operators Al with l � minfj� kg� �For soluble Lie algebras� the
condition says that l � minfj� kg instead��
However� there is one more speci�c case in which the left ordered

representation of a tuple �
�
A�� � � � �

n

An� forming a representation of a
nilpotent Lie algebra can be computed and is given by di�erential op�
erators even though the adjoint representation matrices corresponding
to this basis need not be upper� of lower� triangular� Namely� suppose
that the commutation relations have the form�

�Aj� Ak� � �iAl�j�k	� j � k� �������

where l � f�� � � � � ng�f�� � � � � ng 	 f�� � � � � ng is some mapping and we
adopt the convention that A� � �� This was the original class of com�
mutation relations considered by Maslov ���� For these commutation

�One can also introduce a constant factor 
�j� k� on the righthand side in
����
���
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relations� one can compute the left ordered representation operators
without solving system �������� and these operators are di�erential op�
erators� We proceed as follows� To each Aj� we assign its level ��Aj��
By de�nition� ��Aj� � � if Aj commutes with all other operators Ak�
Otherwise� ��Aj� is the length of the maximal nontrivial commutator
that involves Aj� Now let us try to compute the ordered representation
operators� In the expression

Aj��f�
�

A�� � � � �
n

An��� �
n��

A j f�
�

A�� � � � �
n

An��

we must move the operator
n��

A j to its place� To this end� we must

permute it with the operators
j��

A j��� � � � �
n

An�

n��

A j f�
�

A�� � � � �
n

An� �
j

Aj f�
�

A�� � � � �
n

An�

�i
nX

k�j��

k��

A l�j�k	
�f

�xk
�
�

A�� � � � �
k

Ak�
k��

A k�
k��

A k��� � � � �
n��

A n��

where all operators Al�j�k	 have a level less than that of Aj� Next� we
move the operators Al�j�k	 to their respective places� In doing so� we ob�
tain higher order di�erence derivatives and new commutators ��������
whose level is again reduced at least by one� In �nitely many steps�
we arrive at the situation in which all newly obtained commutators
have the level �� that is� commute with all other operators in the tu�

ple �
�

A�� � � � �
n

An�� These commutators move to their respective places
automatically� and the di�erence derivatives turn into the usual partial
derivatives� This provides a di�erential expression for the operators
of left ordered representation� In a similar way� one can obtain the
right ordered representation operators� It was also proved in ��� that in
this situation the ordered representation operators are S��generators
in S��
Now we return to the case of general Lie commutation relations�

The subsequent text �up to the end of this section� is not used in the
remaining part of the book and is intended for more advanced readers
familiar with the theory of Lie groups and their representations�
As we have already mentioned� in the general case the matrixA�p� is

not globally invertible� and hence the ordered representation operators




�

are not de�ned �globally�� i�e�� for functions with arbitrary support of
the Fourier transform� This is not occasional� the point is that the
Fourier transforms of symbols actually live on the corresponding Lie
group rather than on the linear space Rn

p � So everything goes �ne with
our computations as long as the Lie group is nilpotent or soluble and
hence isomorphic to Rn

p �
Let us outline the general construction and its relationship with the

representation theory of Lie groups�
Let A�� � � � � An be the generators of a continuous representation

T � G 	 End �V � of a Lie group G in a linear space V � �We do
not assume that V is a Hilbert or Banach space� since in most appli�
cations of noncommutative analysis V is a convergence space of more
complicated nature� Since we only outline the subject� we shall not be
too pedantic about convergence issues in what follows� instead� we omit
them altogether�� Thus�

Aj �

�
�i d

dt
T �exp�ajt��

������
t��

�

where �a�� � � � � an� is a basis of the Lie algebra g � TeG� exp � g 	 G is
the exponential mapping� and exp�ajt� is the one�parameter subgroup
corresponding to aj� Let f�x�� � � � � xn� be a given symbol� We intend to

de�ne the operator f�
�

A�� � � � �
n

An�� Under suitable analytic conditions�
one can set

f�
�
A�� � � � �

n

An� �
�
�

��

�n�� Z ef �t�� � � � � tn�eiAntn � � � eiA�t�dt� � � � dtn�

�������
where ef�t�� � � � � tn� is the Fourier transform of f � Note that

eiAj tj � T �exp�ajtj��

is just the representation of the corresponding one�parameter subgroup�
We de�ne an �ordered exponential mapping�

exp� � g 	 G

by setting
exp��t� � exp�antn� � � � � � exp�a�t��� �������
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Then we have

f�
�

A�� � � � �
n

An� �
�
�

��

�n�� Z ef �t�� � � � � tn�T �exp��t��dt� � � � dtn� �������
We can interpret ������� as an integral over the group G�

f�
�

A�� � � � �
n

An� �
�
�

��

�n�� Z
G

&f�g�T �g� dg� �������

where

&f�exp��t�� �
ef �t� �����D�exp��t��Dt

�����
is the group Fourier transform of f and dg is the Haar measure� Thus�

f�
�

A�� � � � �
n

An� is just an element in the representation of the group
algebra of G�

f�
�

A�� � � � �
n

An� � T � 'f�� �����
�

where

T �	� �
�
�

��

�n�� Z
G
	�g�T �g� dg� �����	�

Now we see that

��f��
�

A�� � � � �
n

An��� ��f��
�

A�� � � � �
n

An��� � T � 'f� � 'f��� ������

where
'f� � 'f� �

Z
G

'f��gh
��� 'f��h� dh

is the standard convolution in the group algebra� but the problem is
that 'f� � 'f� need not be the group Fourier transform of any function
��t�� � � � � tn��
However� the convolution can be expressed as

'f� � 'f� � f�
�
v�� � � � �

n
vn�� 'f��� �������

where v�� � � � � vn are the right�invariant vector �elds on G corresponding
to the basis elements a�� � � � � an of the Lie algebra�
The main conclusions concerning ordered representations of Lie

commutation relations are as follows�







��� For nilpotent commutation relations� the technique of noncommu�
tative analysis applies in full strength and produces left ordered
representation in the form of di�erential operators that are S��

generators in S�� Accordingly� the functions of �
�

A�� � � � �
n

An� with
symbols in S� are in general well de�ned and form an algebra�

��� For soluble relations� the global ordered representation still exists�
but is given by pseudodi�erential operators whose one�parameter
groups may exhibit exponential growth� The class of admissible
symbols is usually restricted by some severe analyticity condi�
tions�

�
� Finally� for general Lie commutation relations that are neither
nilpotent nor soluble� there is usually no globally de�ned ordered
representation� and so the calculus of functions of such operators
is� in a sense� �crippled�� An adequate theory in this case is
representation theory of Lie groups�

Fortunately� in applications of noncommutative analysis one usu�
ally deals with nilpotent or at least soluble relations �in any case� the
absence of explicit formulas makes noncommutative analysis less useful
for general commutation relations�� In the following section� we shall
consider a class of nonlinear relations close to that of nilpotent Lie
algebras�

��� Non�Lie �nonlinear	 commutation re�

lations

In this section� which is �nal in this chapter� we consider two classes of
commutation relations which in a way generalize the Lie commutation
relations but still are soluble under appropriate conditions� The �rst of
these classes was introduced in �
�� the second class was mentioned in
��� and �
� and the computations were carried out in ���� Our exposition
mainly follows ����
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�
� Matrix commutativity� relations� We consider commuta�
tion relations of the form

AkAj �
nX

r��

ArFkj�Ak�� j� k � �� � � � � n� �������

where the F s
kl�x� � F are given symbols� The notation of noncommu�

tative analysis is strong enough to admit rewriting these relations in
matrix form�

Ak
A � AFk�Ak�� k � �� � � � � n� �������

where A is the row vector A � �A�� � � � � An� and Fk�x� is the matrix
function with entries

�Fk�x��nj � F r
kj�x�� �������

Clearly� relations ������� generalize Lie commutation relations� which
are obtained from the former in the special case in which Fk�x� �
Ex  ck� E being the identity matrix and ck being the kth matrix of
the adjoint representation�
We impose some conditions on relations ������� in order to ensure

that the corresponding representation operators can be evaluated in a
closed form� These conditions generalize the nilpotency condition for
Lie algebras� They are as follows�

Condition A� Each matrix Fk�x� is lower triangular� that is� F r
kj�x� �

� for r � j�

Condition B� The diagonal entries F j
kj�x� of the matrix function Fk�x�

have inverse functions �kj�x� � F �

F j
kj��kj�x�� � �kj�F

j
kj�x�� � x� k� j � �� � � � � n�

Both conditions are satis�ed for nilpotent �and even soluble� Lie al�
gebras �in an appropriate basis�� the �rst condition is just the condition
that the algebra be soluble� the second condition is obviously satis�ed�
since for Lie algebras the diagonal entries of the matrix Fk�x� have the
form

F j
kj�x� � x cjkj � �������

whence �kj�x� � x� cjkj �






We introduce the matrix operators

Uk � exp

�����Fk�
�
xk� �E

�
xk�

�

�

�xk

����� �������

in Fn and the scalar operators

Dsj � �UnUn�� � � � Uj���sj� j � n�

Dsn � �sn� s � �� � � � � n�
�������

where �sn is the Kronecker delta�
Next� let Rj � Fn 	 Fn be the operator acting by the following

formulas�

�Rjf��x�� � � � � xn� �

�� f�x�� � � � � xj� �j���j�xj���� � � � � �nj�xn���

f�x�� � � � � xn�� j � n�

We refer the reader to ��� for the proof of the following two theorems�

Theorem � The left ordered representation operators of the commu�
tation relations ������� satisfying conditions A and B exist �and� of
course� are unique if the Jacobi condition is satis�ed�� They can be
chosen to satisfy the system of equations

nX
s��

lsDsj � xj� j � �� � � � � n� �����
�

We do not give the proof here� since it is completely similar to that
used in the analysis of Lie commutation relations in x ����
Now let us de�ne operators

Msj � Fn 	 Fn� s� j � �� � � � � n�

by setting� for each j � �� � � � � n�

Msj � �� s � j� �����	�

Mjj � Rj� ������

Msj � �Rs

s��X
l��

DslMlj� s � j� �������
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�Relations ������� are applied consecutively for s � j  �� j  �� � � � � n�
Each time� the right�hand side is already known��

Theorem � The operators

ls �
nX

k��

xkMks �������

are the operators of left ordered representation of the system of com�
mutation relations ������

Again� we omit the proof� which amounts to the boresome substi�
tution of the operators �������� with regard for the recursion relations
�����	���������� into Eqs� �����
� and is in fact an exercise in solving
triangular systems of equations�

�
� Lie commutation relations with variable coe�cients�
The second class of commutation relations considered here generalizes
Lie commutation relations in a somewhat di�erent but very natural
direction�
Suppose that we are given a tuple of operators �A�� � � � � An� that

satisfy the commutation relations

�Aj� Ak� � �i
nX

r��

crjk�B�� � � � � Bm�Ar� j� k � �� � � � � n� �������

where B�� � � � � Bm are some other operators commuting with one an�
other�

�Bl� Bs� � �� s� l � �� � � � �m� �������

An example is given by a suitable system of vector �elds x� � iA�� � � ��
xn � iAn in the space

� Rk� so that the commutator of any two �elds
is expressed as a linear combination of these �elds with coe!cients
depending on x�

�Xj�Xk� �
X

crjk�x�Xr� ����
��

	Generalizations to manifolds are also possible� see ���� x ��� for some discussion
of the topic�




�

Here the Bj are just the operators of multiplication by independent
variables� This example also has another important property� the com�
mutators �Xj� xl� are just functions of x�

�Xj � xl� � Xj�xl� � �jl�x�� ����
��

We also require that this general property be valid for our system of
operators� Thus� we consider the following �Lie commutation relations
with variable coe!cients��

�Aj� Ak� � �i
nX

r��

crjk�B�� � � � � Bm�Ar� j� k � �� � � � � n� ����
��

�Aj� Bs� � �i�js�B�� � � � � Bm�� j � �� � � � � n� s � �� � � � �m� ����

�

�Bj� Bs� � �� j� s � �� � � � � n� ����
	�

By virtue of the last group of relations� we need not introduce distinct
Feynman indices for the arguments B�� � � � � Bm of functions occurring
in ����
�������

��
We shall outline a method for constructing the left ordered rep�

resentation of the commutation relations ����
�������
	�� Our line of
argument follows ���� We refer the reader to ��� for the proofs of a series
of rather technical lemmas involved in this argument�
Thus� we intend to construct the left ordered representation of an

operator tuple �
�
A�� � � � �

n

An�
n��
B �� � � � �

n��
B m� satisfying the commutation

relations ����
�������
	�� First� we accomplish the following auxiliary
task� Consider the exponential symbol

��t� �� x� y�ei�t�x������tnxn���y������mym	 � Fn�m

of n m arguments �x�� � � � � xn� y�� � � � � ym� depending on real parame�
ters �t�� � � � � tn� ��� � � � � �m� and introduce the corresponding operator

U�t� � � � ��t� ��
�

A�� � � � �
n

An�
n��

B �

� ei��mBm�������B�	eitnAn � � � � � eit�A� � ����
�

Needless to say� this is just the corresponding product of exponentials�

We shall �nd an operator �Qj � �Qj

	
�
t� � ��i

�
�
�t
��i

�
�
��



such that

�QjU�t� � � � AjU�t� � �� j � �� � � � � n� ����
��




� CHAPTER �� Exactly Soluble Commutation Relations

Lemma �� One has

�i �
�tj

U�t� � � �

�
nX

s��

	s
j�B� t�As  �j�B� t� � �

�
U��t� � ��

j � �� � � � � n� ����
��

�i �
��j

U�t� � � � BjU�t� � �� j � �� � � � �m� ����
��

where

�j�y� t� � � � �
mX

r�l��

�l	
r
i �y� t��rl�y� ����
��

and the functions 	s
j �y� t� are obtained by successively solving the sys�

tems of ordinary di�erential equations�
�

�tk
�

mX
s��

�ks�y�
�

�ys

�
(�t�� � � � � tk� �� � � � � �� y�

� Ck�y�(�t�� � � � � tk� �� � � � � �� y�� k � �� � � � � n� ����	��

(��� y� � E ����	��

and by setting

	s
j �y� t� � (

s
j�y� �� � � � � �� tj��� � � � � tn�� ����	��

In ����	��� the matrices Ck�y� are given by

�Ck�y��js � cskj�y� ����	
�

�see ����
����

The proof� rather technical� can be found in ���� pp� �����
��
Now suppose that the symbol matrix 	�y� t� with entries 	s

j �y� t� is
invertible in Fm� that is� the inverse matrix exists and its entries belong
to Fm �with respect to the variable y�� Then we can set

Q�t� �� x� y� � 	���y� t��x� ��y� t� � ��� ����		�




�

We claim that

Qj

�B��
t�

�
� ��i

�

�

�t
��i

�

�

��

�CAU�t� � � � AjU�t� � �� j � �� � � � � n� ����	�

The proof is based on the following general assertion� which will also
prove useful in the sequel�

Lemma �� Let f � F � Under suitable functional�analytic conditions
�see �����

f

	
�i �

�t



eiAt � f�A�eiAt� ����	��

Proof � We have the relation

LALeitA � �i
�

�t
LeitA

on the space of operator families independent of t� Hence

f�LA�LeitA � f

	
�i �

�t



LeitA ����	��

on the same space� Applying both sides of ����	�� to the identity
element� we obtain ����	���
The corresponding version of ����	�� holds for functions of several

operators� Namely� if f�x�� � � � � xn� � Fn� then

f

	
�i �

�t�
� � � � ��i �

�tn



eiAntn � � � �� eiA�t�

� f�
�

A�� � � � �
n

An�e
i
n

Antn � � � �� ei
�

A�t�� ����	��

Now ����	� is obvious� Indeed� we have

Q

�B��
t�

�
���i

�

�

�t
��i

�

�

��
�

�CAU�t� � � ����	��

� 	��

�B��i
�

�

��
�
�
t

�CA	�i�U�t� � �
�t

� �

	
�i �

��
� t� �



U�t� � �



�



	� CHAPTER �� Exactly Soluble Commutation Relations

It remains to substitute the expression ����
�� for �U
�t
and use ����	��

for di�erentiations with respect to � with regard for the fact that the
operators Bj act last and commute with each other�
Now we are in a position to compute the left ordered representation

operators� Let f � Fn�m be an arbitrary symbol�
We obviously have

Bj��f�
�
A�� � � � �

n

An�
n��
B �� � � � �

n��
B n��� �

n��
B j f�

�
A�� � � � �

n

An�
n��
B �� � � � �

n��
B n��

and so
lBj
� yj� j � �� � � � � n� ������

Next� let us compute the left ordered representation operators for Aj�
j � �� � � � � n� We have� with regard for ����	���

Aj��f�
�

A�� � � � �
n

An�
n��

B �� � � � �
n��

B n��� ������

�

�
Aj

	
f

	
�i �

�t�
� � � � ��i �

�tn
��i �

���
� � � � ��i �

��m




U�t� � �

������
t������

�

Since the left multiplication by Aj commutes with the di�erentiations
with respect to the parameters t and � � we can continue ����	
� as�
f

	
�i �

�t�
� � � � ��i �

�tn
��i �

���
� � � � ��i �

��m



AjU�t� � �

������
t������

������

�

������f
	
�i �

�t
��i �

��



�� ��Qj

�B��
t�

�
� ��i

�

�

�t
��i

�

�

��

�CA��U�t� � �
�����
�������
t������

�

We compute the product of two pseudodi�erential operators on the
right�hand side of ����		� using the already known right ordered repre�

sentation for the tuple

	
�i

�
�
�t
��i

�
�
��
�
�
� �

�
t



�

Speci�cally� we have

��f

	
�i �

�t
��i �

��



�� ��Qj

�B��
t�

�
� ��i

�

�

�t
��i

�

�

��

�CA��



	�

� g

�B��i
�

�

�t
��i

�

�

��
�
�
t�

�
�

�CA � ����
�

where

g�x� y� t� � � � Qj

�B�t� i

�

�

�x
� � � i

�

�

�y
�
�
x�

�
y

�CA �f�x� y��� ����	�

By substituting this into ������ and by setting t � � � �� we obtain

Aj��f�
�

A�� � � � �
n

An�
n��

B �� � � � �
n��

B m��� � �l�jf��
�

A�� � � � �
n

An�
n��

B �� � � � �
n��

B m��
�����

where

lAj
� Qj

�B��i
�

�

�x
��i

�

�

�y
�
�
x�

�
y

�CA � ������

Taking into account the form of the function Qj� we see that the
left ordered representation operators are linear in x� as is the case with
Lie algebras�

Remark � The invertibility condition for the matrix 	�y� t� holds if
one imposes �nilpotency conditions� similar to those for Lie algebras�
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