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Abstract

In this thesis the gravitational lensing effect is used to explore a numbespfaogical topics. We deter-
mine the time delay in the gravitationally lensed quasar system HE-A1836 using different techniques.
We obtain a time delayA\t4_p = (—310 £ 20) days (2 errors) between the two components. We also
study the double quasar Q095%61 during a three years monitoring campaign. The fluctuations we find
in the difference light curves are completely consistent with noise and nolemnsing is needed to explain
these fluctuations. Microlensing is also studied in the quadruple quas&7®Q205 during the GLITP
collaboration (Oct.1999-Feb.2000). We use the absence of a strondemg&ing signal to obtain an upper
limit of vk = 600 km/s for the effective transverse velocity of the lens galaxy (considenicgolenses
with Miens = 0.1 M).

The distribution of dark matter in galaxy clusters is also studied in the secahdfgghe thesis. In the
cluster of galaxies Cl 00241654 we obtain a mass-to-light ratio &f /L ~ 200 M, /L (within a radius
of 3 arcminutes). In the galaxy cluster RBS380 we find a relatively low X-ray losiig for a massive
cluster ofLx po = 2 - 10** erg/s, but a rich distribution of galaxies in the optical band.






Abstract

In dieser Dissertation nutze ich den Gravitationslinseneffekt, um eine Reihkosmologischen Fragen
zu untersuchen. Den Laufzeitunterschied des Gravitationslinsensyidterh$04-1805 wurde mit unter-
schiedlichen Methoden bestimmt. Zwischen den beiden Komponenten erhadtméchUnterschied von
Aty_p = (—310 £ 20) Tagen (2 -Konfidenzintervall).

Auerdem nutze ich eine dréljirige Beobachtungskampagne, um den Doppelquasar @8837zu unter-
suchen. Die beobachteten Fluktuationen in den Differenzlichtkurvearassh durch Rauschen eidkén,
ein Mikrogravitationslinseneffekt wird zur Edung nicht bedtigt. Am Vierfachquasar Q22370305 un-
tersuchte ich den Mikrogravitationslinseneffekt anhand der DatenlddifGKollaboration (Okt. 1999-Feb.
2000). Durch die Abwesenheit eines starken Mikrogravitationslinsealsigonnte ich eine obere Grenze
von vk = 600 km/s fr die effektive Transversalgeschwindigkeit der Linsengalaxatiinenen (unter der
Annahme von Mikrolinsen der Mas$éd|ens = 0.1 Mg).

Im zweiten Teil der Arbeit untersuchte ich die Verteilung der Dunklen Mater Galaxienhaufen. Fr
den Galaxienhaufen Cl 0024.654 erhalte ich ein Masse-Leuchtkraft-Véitnis vonM /L ~ 200 My /Le
(innerhalb eines Radius vahBogenminuten). Im Galaxienhaufen RBS380 finde ich eine relativ geringe
Rontgenleuchtkraft vor x p,; = 2- 10** erg/s, obwohl im optischen eine groe Anzahl von Galaxien gefun-
den wurde.
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Preface

After the discovery of the first gravitationally lensed quasar almost 26\ago, gravitational lensing —
the bending of light by a mass distribution— has become a powerful anatetsol. It is used in the search
for planets outside the Solar System and for dark matter in galaxies’ halda atusters of galaxies. It is
playing a key role in the study of the nature and structure of quasara)smi helps in understanding stellar
atmospheres. The phenomenon itself was a test for General Relatititppwadays it has already opened
its own link with singularity theory, giving mathematicians a laboratory for theicepts. And, moreover,
gravitational lensing is probably one of the best tools to answer importamnialogical questions about the
age, size and composition of the Universe. Obviously, it is impossible ta ediliese topics in a thesis.
Nevertheless, in this work we have tried to address a number of diffprebtems applying gravitational
lensing, and we have focused our efforts in its cosmological applications.

Measuring the time delays between multiple images of the same lensed quasauptiie ebnstant —
the expansion rate of the Universe— can be estimated. The Chapter 4datdddo explore some of the
most common techniques employed in the determination of time delays in lensedscaradéo discuss the
problems that might arise. The result is a new time delay estimation in the doulsierdda 1104-1805.
Following with the studies of lensed quasars, Chapter 5 shows a simplebost ieay of analysing differ-
ence lightcurves through Monte Carlo simulations. No short time-scale misingefluctuations —lensing
induced by substructure in the lens— were found in the double quas&7Qb61 in the monitoring cam-
paigns analysed. If microlensing fluctuations cannot be measured iteasyswhich they were previously
detected, interesting implications can be derived. In Chapter 6 the alidemezrolensing in the quadruple
quasar Q223¥0305 is used to place limits on the transverse velocity of the lensing galaxy.

Clusters of galaxies can act as gravitational lenses, too. In fact, timegroduce multiple distorted im-
ages of background galaxies (called giant arcs) as well as only ifdtieeslongations in them (called
weak lensing). The former effect allows to model the gravitational potentifie inner parts of the galaxy
cluster, whereas the latter is able to do it at larger scales. Observingy gilaters in X-rays offers a way
of cross-checking lensing results. A problem appears when theseetiffapproaches give different results
for the same physical quantity. In Chapter 7 the galaxy cluster CI-00884 is studied using the weak
lensing theory with a multiband photometry dataset and the results compareditteatimiques. Chapter 8
is dedicated to the galaxy cluster RBS380, using both X-rays and optieal da

A brief note onhow to read this thesisThe content is divided in four parts: an Introduction (Prt
with some historical remarks and the needed theoretical background /Riavoted to quasar lensing, Part
111 with the galaxy cluster lensing and X-ray analysis and PHrvith the final remarks. All the chapters
in parts/I and 11 have a two-paragraph abstract. The first one is cdliell and it is used to introduce
the chapter in the general context of the thesis. The second oneAdstract itself, and summarizes the
particular content of the chapter. At the end of the thesithdax of selected terms is also available.
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Chapter 1

Historical perspective

In the introduction to one of the lastest lensing confergmmoeeedings, Virginia Trimble pointed
out that this topic, as any other in science, can be traceattaly far back in history (Trimble
2001). In our view, this is only partially true: ‘arbitrayilis too much. Discoveries are not just
snapshots of ideal lives. They require a context to appedrtlad context is the evolution of
certain initial conditions. One has to go back in time to geider perspective and not exclusively
scientific. Brilliant minds are needed, but they fight agasmshething else than simple ignorance
in a particular epoch, they also fight against the social itimm$ at that time and the historical
heritage that configures that society. For several reagsasannot analyse all these aspects here.
It would surely be another thesis. Instead, we follow the eloov standard steps in the historical
introduction of the subject, keeping in mind that these aezaty guidelines of a story not yet
written.

To understand how the theory of gravitational lensing amse particular moment of history,
one must follow the footprints of the theories of gravitatid he historical evolution of the ideas
behind the concept of gravitation is very much linked witk ttescription of the movement of
bodies, both in the sky and on the grodéind

In 1684 Edmond Halley visited Newton in Cambridge. HalleyeamsNewton what trajectory
would describe a planet following a force inversely promal to the square of the distances.
Halley, Christopher Wren and Robert Hooke were trying to sdiegaroblem, but they did not find
a solution. Newton answered that it was an elipse, but thaakenot yet the proof and promised
to send it to Halley when found. Newton sent several workseégmanics to Halley. After revising
all the material, Halley pressed Newton to publish the tssullhe serie of books was called
“Principia mathematica philosophiae naturdlisThe Principia, with the theory of gravitation
included, was a challenge to the accepted view of naturettithe. Newton’s ideas were based on
the work of Brahe, Copernicus, Galileo, Kepler and otherseradithem plainly accepted by then.
One of the reasons for this was that discarding the Aristotedonception of the sky, there was
not a satisfactory cosmogony. Around 1630, Descartes Wketdlonde, ou Traié de la lumére”
in which he developed a theory of gravitation in terms of thiedry of celestial vortices (the
book appeared after his death because when he was goinglishgtiihe Inquisition condemned
Galileo and he thought the moment was not the best). In fastitbh himself was Cartesian before

1Several histories of astronomy are available in the mardeetti (1949), Hoskin (1999) and North (1994) are the
three we have used. Further readings can be found there.
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4 HISTORICAL PERSPECTIVE

completely developing hiBrincipia. Again, the Newtonian theories were specially rejected by
philosophers, with Leibniz at the head of them. Leibniz dillike the role space and time had in
the Newtonian system. This period is one of the most excimg turbulent episodes in history,
where scientific progress was mixed up with philosophygreh and society. The excellence of the
scientific output probably eclipsed this fact. A very insgneg discussion, from the philosophical
point of view, can be found in Sklar (1992) and a wider treattie Torretti (1999).

The idea that mass can bend ligig well known since the early 19th century, when Soldner
(1804) derived the deflection angle of a light ray passingeto the sun using Newton’s theory of
gravity. In fact, Cavendish calculated it in the same way atethd of the 18th century, motivated
by John Michells ideas on the light attraction by the Sunhédigh Cavendish did not publish his
results, they appeared in one of his manuscripts (see VB9 aplace (1795) also calculated the
velocity required to escape from a gravitational field prtliby a spherical body. Both Michell
and Laplace realised that a body with a high enough densitydvaot allow the light to escape
from it, so that it would appear completely black. These wheeideas that inspired Soldner to
calculate the deviation of a test particle when passingedios body and apply it to light.

The phenomenon was reconsidered a century later, wheretfinsveloped his General Theory
of Relativity in 1916, predicting a deflection angle twice tlaue obtained by SoldnérDuring
the famous solar eclipse in 1919 the apparent angular displant of background stars when close
to the sun’s limb was measured (an expedition was planne@tlia by E.Freundlich, but they could
not take scientific data because of the World War 1). Thesesareaents were the confirmation of
Einstein’s prediction and one of the successful first tesGeneral Relativity. At that time, O.J.
Lodge (1919) introduced the term ‘lens’ in the context oiedional deflection of light, although
he argued that it was imprecise because these lenses haveahtehgth. The term ‘gravitational
lensing’ was born.

But it was Eddington (1920) first to suggest that multiple iesmgould be observed if two stars
were aligned and calculated, although wrongly, a magnifingactor for the images. Moreover,
Chwolson (1924) mentioned that if the alignment between tiwes svere perfect, there should not
be multiple images, but a ring-like one. We now call theseges&instein rings

Einstein (1936) calculated the cross-section for lensihgtars in our Galaxy and concluded
that it was very small and the phenomenon difficult to obseNevertheless, Zwicky (1937a, b)
computed a higher probability for observing lensing whepliagd to what was calledxtragalactic
nebulae(the name for galaxies at that moment). He noted that theodisg of gravitational
mirages would be a test for relativity and the effect woultlaeca natural telecope since it would
enable us to see galaxies at larger distances, due to theiffoaigon of the sources. Zwicky
applied the virial theorem — which relates the kinetical gotential energy of a given system
with its dynamical state — to estimate the masses of clustegalaxies and soon he realised that
gravitational lensing would provide a direct estimator lofster and galaxy masses.

After Zwicky there was again a parenthesis of around threadies without significant improve-
ment in lensing studies. Then, close in time, Klimov (1968)dsed the galaxy-galaxy lensing

2For the historical aspects of gravitational lensing, wéofelSchneider et al. (1992), Petters et al. (2001) and
Trimble (2001). More references can be found there.

3Although this factor of two is sometimes viewed as a littlfetence between the GR and Newton’s one, the fact
is that this factor is nothing but a coincidence. Newton&oity cannot be applied to explain the light deflection and it
is conceptually wrong to do it.



configuration concluding that both ring-like and multipleages could form depending on the
alignment of the galaxies and Liebes (1964) paid attentiothe star-star lensing. Liebes sug-
gested that stars in our galaxy might lens stars in nearkaxiga (e.g. Andromeda), an idea on
which the actual searching of compact objects (and plamretkg halo of the Milky Way is based
(Paczyrski 1986b). Refsdal (1964a,b) proposed a method for caiogléthe Hubble constant us-
ing gravitationally lensed quasars based on the differemntad times for each image (15 years
before the phenomenon was observed!!). With the papers tgdBlefa great theoretical effort on
gravitational lensing started.

The first gravitationally lensed quasar Q09561 was discovered by Walsh, Carswell and Wey-
mann (1979). The discovery, as many others in science, waisdipitous: two quasar images were
accidentally observed, with a separation of 6.1 arcsecandsapparently at the same distance (at
the same redshift of =1.41, see Section 2.1.4 for a definition of redshift). Soderathe lensing
galaxy was detected at a redshift:0£0.36 (Stockton 1980). There was no doubt about the nature
of the effect: gravitational lensing became an observatitact.
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Chapter 2

Basic concepts

The present Chapter is divided in two main sections. In thiedirs, the basic concepts of general
relativity and cosmology are reviewed. The second one amtae highlights of the theory of
Iravitational lensing. General Relativity gives the franoekvin which gravitational lensing is
developed, although only those results oriented to cosgyotwe presented. Moreover, in the
chapters after this general introduction, some concepghtnie used in a slightly different way
and then discussed again. In spite of being somewhat repetite consider that in this way the
chapters can also be viewed independently and those reanlgrsiterested in selected parts and
having already some background in the subject can go directhem.

2.1 General Relativity and Cosmology

The bending of light by matter can only be properly describgdising the theory of General
Relativity (GR). In this Section, we briefly introduce some o imain concepts of GR on which
gravitational lensing is baséd

2.1.1 Einstein field equations

The fundamental equation of GR are the field equations, #mstribes the space-time curvature
in the presence of a distribution of matter and/or energgs€requations state:

1
Gik — Agir, = 7Tz‘k (2.1)

whereG,,, is the curvature tensor that describes the space-time dggmes the cosmological
constantg;, is the metric tensoi7 is the Newtonian gravity constant,s the speed of light and
Ty, is the energy-momentum tensor that describes the mass angyatstribution.

A detailed description of GR is obviously out of the scopehi$ short introduction. Textbooks where this can
be found are, e.g., Weinberg (1972), Misner et al. (1973hu8cB.F. (1985), Peebles (1993) or Peacock (1999)
among many others. A brief but excellent essay is 8dimger (1950). A monograph with special attention to the
philosophycal implications of GR can be found, e.g., in nan (1983).

7



8 BASIC CONCEPTS

2.1.2 The Roberson-Walker metric

Finding exact solutions to Eq. 2.1 is not easy and impliektimvledge of the distribution of
matter and energy in space-time. A way of simplifying thi®ysassuming the Universe has two
properties:

a) that the average matter on large scales is distributecbgeneously and isotropically (in
general, isotropy from any point implies homogeneity, betrieverse is not true, see Fig. 2.1
to illustrate these ideas);

b) that the matter and energy that fills the Universe can lagedeas a perfect fluid.

Condition a) is usually referred to as tbesmological principlewhereas condition b) is called the
Weyl condition These two conditions can be expressed mathematically as:

2

1 — kr?
Weyl condition —  T;; = (p + p)usu; — pygs; (2.3)

cosmological principle —  ds* = 2dt* — a*(t) + r2(d6* + sin? 0d¢*) | (2.2)

The expression 2.2 means that the assumption atdseological principlellows us to define
the metric (the ‘line elementls) in terms of a dimensionless time-varying scale faet@) and a
parametek = 1, 0,—1, which is the value that determines the total curvatur@efiniverset is
the time coordinate and 6 and¢ are the spatial coordinates. A metric defined in this waylisda
Robertson-Walker metrid@ heWeyl conditiorimplies that the energy-momentum can be described
as in expression 2.3, so that the evolution of the densatyd the pressunein time depends on the
metric tensog;; and the 4-velocity components. A cosmology based on these two conditions is
called aFriedmann cosmologgnd the solutions obtained from Eq. 2.1 with these constaire
calledFriedmann models

FIGURE 2.1: To illustrate the concepts of homogeneity and isotropy. Indfidox, the material dis-
tribution is homogeneous and isotropic. Timéddle box shows a homogeneous — at large scales — but
anisotropic distribution. Finally, matter in tmigiht box is anisotropically and inhomogeneously distributed.

2.1.3 Friedmann models and cosmological parameters

The Friedmann solutionsomprise two independent equations:

N 2
a 8rG kA 1, ,
a 1 4rG 3p
- = A2 - 2.
a 3 3 ('0+ 02) (2:5)
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With these two equations we relate the presguaad density to the scale factod(¢). In fact, the
quantity (a/a) is the rate at which this scale factor increases or, in otlwedsy the rate at which
the Universe is expanding. This quantity is calledthéoble parameter(a/a) = H and its value
for the present epoch is theHubble constanta(ty)/a(ty) = Hy. SettingA = 0 andk = 0 in
EqQ. 2.4 we get a special value for the density catlgtical or closure density

3
811G

Per (2.6)
This is the density limit for which the Universe is: a) geonegtlly closed ifp < p,.. ; b) geometri-
cally open ifp > p... Condition a) is satisfied for < 0 and means that expansion of the Universe
will ‘turn around’ — stops expansion and starts contractiorCondition b) is satisfied far > 0
and gives hyperbolic models, which means expansion far&@smologies wittk = 0 are called
flat cosmologieand expansion goes asymptotically to zero.

A Friedmann modetan then be uniquely determined by four parameters:

_ag. _ 8rG A ke
Hy = a0 Q= 3—H3P07 Qp = EYirk Q= —m, (2.7)

where subindeX denotes again present timg The Friedmann solutionsEgs. 2.4 and 2.5, can
be rewritten in terms of these parameterthe-cosmological parametesrs as

Qar + Qn + Qp = 1. (2.8)

If we considerk = 0, i.e., aflat Universe, Eq. 2.8 is reduced fo,, + 2, = 1. In this case, since
the curvature of space-time is considered to be zero, wereedormally Euclidean space.

2.1.4 Redshift and cosmic distances

Without knowing the value of ththe cosmological parametepmarameters, it is not possible to
know the absolute distances to far away objects in the UsévelVe refer to the distance of a
given object by itgedshift z: light suffers the expansion of the Universe and when a phao
emitted at a time, from a distant object with a wavelenghfy, it is redshifted by the expansion to
a wavelength\, at the present timg,, when it is observed. The relation between tbaéshift the
scale factors(t) and the wavelengths is

1—|—z=)\—: (2.9

Thus, in a cosmological context, it is common practise tothseedshiftof a source as a measure
of its distance to us. For this we need a definition of distaasca function of redshift.
In flat cosmologiegsee Eq. 2.8 witlk = 0) a useful definition of the distance of a source at a
redshiftz is
2c 1

" Hy (1+2)?

[1+z—\/1+z}. (2.10)
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A distance defined in this way is call@shgular-diameter distancelhe term comes from the fact
that two separate sources at a distaditieat subtend an angtesatisfyseparation = 6 x d. The
angular-diameter distance),,,, between two sources witiedshiftsz; andz, (andz; < z) is

2c 1
H01+22

Dang = (14 20) 7% = (1 + 20) . (2.11)
There are other possible ways of defining distances, whielalao useful in astronomy. We give
three more definitions and the relations between théne proper distancethecomoving distance
and theluminosity distance

The proper distanceD,,,,, betweernz; andz, is the distance measured by the travel time of a
photon propagating from, to z; and can be written as

2c

Dprop = 3_[_[0 [(1 + Zl)_3/2 - (1 + 2’2)_3/2]. (212)

Thecomoving distanc®,,,,, betweern:; andz, is the distance which remains constant with epoch
if the two sources are moving with the Hubble flow (i.e., thpaxsion). Théuminosity distance
Dy is defined, like in an Euclidean space, as the relation beteeluminosity of a source a
and the flux received at;. The latter two distance definitions can be easily expressgtms of
the angular-diameter distanc®,,,, as (notice that they are all defined between redshiftand

22)

Dcom = (1+Z2) Dang

1+ZQ 2
D, = Dy 2.13
L (1+21) g ( )

Observational cosmology tries to give an answer to probaiyof the main questions in Astro-
physics: which are the values of thesmological parameteiis Eq. 2.7?. To answer this question
means to know the age, size and evolution of the Universex thd distance ladder and also to
know what the Universe is made of. Currently, gravitatioealsing has revealed itself as one of
the most powerful tools to explore possible answers to thestion. Thus, as it will be described
in the next Section, searching the values ofttubble constant/, and the density parametes,
and(2, is what extragalactic gravitational lensing deals withpagnother problems.

2.2 Gravitational Lensing

The gravitational lensing theory has been developed in tieellent books. One is Schneider
et al. (1992), with theory, observations and applicatiamgprtunately its second edition (1999)
was not an update. A more mathematical treatment appeacedthgin Petters et al. (2001),
with special attention on singularity theory. Although tn@in goal of the book is to develop a
mathematical theory of gravitational lensing (in the teereen, weak-field approximations), the
part in which the astrophysical aspects are explained isyag@od introduction from a physical
point of view. This Section gives an overview following tkedsvo books and most of the material
presented here can be found there in much more detail.

2There is a concise discussion on distances in, e.g., Batelrand Schneider (2001)
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2.2.1 Deflection angle, lens equation and the gravitational potential

The deflection anglé of a light ray when passing close to a spherical mass disimioul/
within a distance or impact parameteis

AGM (<)
C2
where( is the gravity constant angthe speed of light.

This expression can be extended to a surface mass distnbuitn that case, the mass can be
expressed ad/ = X(r') d*’, whereX () is the surface mass density in an ar®a’. The
deflection angle becomes

o=

(2.14)

AG T
a(f) =—— [ S(r —d*r’ 2.15
A0 = o [ SO (2.15)

and is valid for any surface mass density in the limit of veéles v < ¢ and small angles. This is
the weak field limit.

In most of the astrophysical applications the conditionroéB deflection angles is verified and
the weak-field limitis a good aproximation. By using just gedncal considerations (see Fig. 2.2),
we can derive a relation between the positions in the sourdéems planes: the lens equation

D ~
§= 27— Dga(r), (2.16)
Dy
whereD,, D, andD,, are the angular distances between observer-source, eb$eng (deflector)
and lens-source respectivelydefine positions in the source plane afid the lens one.

FIGURE 2.2: Configuration of a gravitational lens. The deflection angtelates the position in the lens
planer with that in the souce plang using Equation 2.16. Q is the source, Q’ is where the observer (Obs)
sees the image of Q and L is the lens.

The lens equation can be rewritten in a dimensionless wayh, avsimple change of variables
¥ = 7/rg andy = §/sy, Wheres, = ro Ds/Dy andrg is an arbitrary scale length. The surface
mass density can be normalized and written as

c?Dq

I{(f) = E(f)/zcrita where Ecrit - m

(2.17)
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Then, the dimensionless lens equation is:
y=1a— a7 (2.18)
and also the dimensionless deflection angle results in:
1 =
&(F) = - / K(F)—— (2.19)
T Jp2 f _ .ZU/|2
The critical surface mass densify.,.;; in Equation 2.17 is a useful quantity. A sufficient con-
dition for producing multiple images of a background souecthat the surface mass density is
greater than the critical one. Moreover, if a source liectydehind the lens then the image of

the source is a ring, due to the symmetry. The angular raditissoring is calledEinstein radius
and defines the angular scale of the lensing scenario (se2.B)glt is defined as

AGM Dy | M
0=/ - , 2.20
¥ 2 DyD, TD2Y oy (2.20)

FIGURE 2.3: An Einstein ring is produced if the lens is perfectly aligned with the soaind the observer.
S is the source, L is the lens and Obs is the obsefyeiis define in Equation 2.20 anly = Dog - 05,
whereDog is the angular distance between the observer and the source.

It is also useful to define the deflection angle and the lenatemuthrough the gravitational po-
tential. In this way, the deflection angle is the gradient gfavitational potential (Z) (Schneider
1985)

a(x) = V(). (2.21)
The gravitational potential can then be expressed as
1 -
W(T) = —/ 5(Z) In |Z — 2'|d*2’. (2.22)
™ JR2
Using then Eq. 2.21, the lens equation can be written in tefrttse gravitational potential
S 1 -
§= V& - (@) (2.23)
Introducing the new two-dimensional potential
T q
O(F,§) = 5(F— §) - ¥(@), (2:24)

equation the lens equation can be expressed in the eleghsiraple way
Vo(Z,y) = 0. (2.25)
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2.2.2 Magnification matrix, convergence, shear and critical lines

The solutions to the lens equation (Eqg. 2.16 or 2.18) markds&ions of a source mapped into
the image plane. The ratio between the solid angles suldeogléhe image and the source is
calledmagnification It can be written as the Jacobian matrix of the transforomadiescribed by
the lens equation (Eq. 2.16) or it can be derived from theitgonal potential in Eq. 2.22:

oF 0%4(Z)
9 (s . 2.2
Ais = 57 <5” Oz, axj) (2.26)

The Equation 2.22 that relates the gravitational potetiti&) with the surface mass densityr)
can be inverted to show that

A = 2k. (2.27)
This allows us to write thenagnificationmatrix as
l—r—m —2
A= 2.28
( —2 l—r+m > (2.28)
where the trace of the matrix is
trA=2(1—-k) (2.29)
e L(P0E) o) (@)
T T T
S — = : 2.30
=g ( 03 3 ) 2 (&7&1 8362) (2.30)
From the determinant of thmagnificationmatrix .4, we can write thenagnification factoru, as
1 1
(2.31)

= detA ~ (1 —k)2—~2

wherey = /7% + ~2. Its physical interpretation is explained below.

The contribution to thenagnificationcan be separated in two terms. One is sheface mass
densityx which is also called¢onvergencer Ricci focusing It depends only on the distribution of
mass inside the light beam. On the other hand, the contibdtiie to the mass distribution outside
the light beam can also be significant (obviously, if the eratlistribution is symmetric, the net
contribution is zero). This is calleshearand is described by the termin the previous equations.

Formally, det. A can vanish for certain values 6fin the lens equation: then tmeagnification
factor diverges for those values. The sets of points in the lenseplanwhich this happens are
calledcritical lines and the corresponding lines in the source plane are cedladtics However,
although mathematically thmagnification factobbecomes infinite, in ‘real’ cases the sources are
extended (not point-like), so that tn@eagnificationis derived from averaging over the source pro-
file, resulting in a finite value.

Solving the lens equation, the position of the caustics flivan configuration can be calculated.
For a low number of lenses €i?), this can be done analytically. When the number of lenses is
high (r>2), the distribution of caustics is easier obtained witlense ray-shooting techniques, in
which rays are traced backwards from the observer to thesdhrough the distribution of lenses
in the lens plane (Kayser et al. 1986, Schneider & Weiss 188%¢ambsganss 1990). In this way
the two-dimensional magnification distribution in the smuplane is obtained. These distributions
are calledmagnification patterngsee Chapter 6 for more details).
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2.2.3 Time delays and the Hubble constant

If a source is lensed and several images are produced, thetging from the different images
travels paths of different length — or time — , in general. rfErae two reasons for this: one is that
the geometrical distance is not the same; the other onetithéhgravitational potential well of the
lens, that retards the light ray compared to the unlensdd p#iects the images differently (same
effect as theShapiro effectn the Sun vicinity). This means that two light beams departt the
same time but corresponding to two different images wilthethe observer at different times. The
difference between the arrival times is calkade delay We can consider ame delay function
that can be written, from the lens equation in terms of theigggonal potential (Eq. 2.23), as

7(@) = L2 DD i — ) 2:32)

where the notation is the usual. The geometrical part dfithe delay functiotis then proportional
to the differenceg/— Z, whereas the gravitational time delay is represented(by. Thetime delay
functionis not an observable, but the quantifyz;) — 7 (), that is thetime delaybetween the
imagesi andj, can be measured and related to the expansion rate of therdaiv

Ho

s >

Obs

S ]
Obs
L
FIGURE 2.4: The time delay in a gravitational lens scales inversely proportional tdubéle constant
Hy. In the Figure, angular image positions, image separations and magnificaieasn from the observer
are the same. Only the time delay can physically scale the proper scenaricgeAtime delay (bottom
sketch) results in a smalléf,.

Refsdal (1964a,b) showed that the actual expansion rate dfiiverse — thédubble constant

— is inversely proportional to thigme delaybetween two images in a gravitational lens system
and directly proportional to the angular separation betwbe images and the lens centre. Thus
the relation holds

Jas = 2.33

0 X AT ( )

where the constant needed to make the expression an eqiegigynds on the exact description of
the lens mass distribution — a lens model —.
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2.2.4 Simple lens models and lensing scenarios

To give a model of a gravitational lens system means to madtieatly describe the gravitational
potential of the deflector. It is usual to classify lens medaltwo main groupsipoint-like or
extended mass distribution8lthough obviously there are no ‘real’ point-like masstdisitions,
sometimes it is not only useful, but can be quantitativektified. The justification comes from
the ratio between the physical angular size of a lens andnitétn radius. This ratio can be quite
different depending on the lensing scenario consideresh@asn below.

The first lensing scenario considered in this thesis is thegres/the source is a distant quasar
and we analyse the lensing induced by star-like objectsarh#io of the deflector galaxy. These
objects, called MACHOs (for MAssive Compact Halo Objects)) paoduce multiple images of
the source, but their angular separation is of the order bf mcro-arcseconds and cannot be
resolved. The phenomenon is callattrolensingand the way we have to detect it is to compare the
intrinsic fluctuations of the lensed quasar from two imadts éime-delay correction. Subtracting
the lightcurves of these two images one should obtain a fiate¢uf no microlensing signal is
present. Although in principle any departure from zero mdifference lightcurve can be assigned
to microlensing ‘noise’ can introduce additional features. In Chapter 5 8euks these problems
in the case of the double quasar Q0957+561. In this scerthgokinstein radii of the micro-
lenses is much bigger (two orders of magnitude) than thepsiphl sizes, so the point source
approximation for the gravitational potential is valid. &fsame approximation is also valid in the
case of MACHO searches in the Milky Way. The microlensing in Galaxy is calledyalactic
microlensingand it is not considered in this thesis.

In spite of the success of the point-like mass distributiftmrsthe situations described in the
previous paragraph, this approximation fails in other sag@r example, if we model a lensing
galaxy. The angular Einstein radius is of the order of onsexrand, in many cases smaller than
the physical angular size. In the case of the inner partslakga&lusters, the typical physical sizes
and their Einstein radii are of the order of half an arcmindtethese two cases, the point lens
approximation is not a good description, extended masshiiibns must be considered. And
also in both cases the deflector can be modeleellgical mass distributionsa particular and
simple family of extended distributions.

The second scenario we consider in this thesis is the leeaunged by clusters of galaxies. If not
only the inner parts of the cluster are modeled, but also tieraegions are included, then more
complicated models are needed and it is not enough the udkptital mass distributions. The
lensing induced by such structures does not produce naitiphges of background objects, but
little distortions on them. The phenomenon is then callegk lensingin contrast to thestrong
lensing where multiple images of background sources appear (éueey are not resolved, as
in the case ofmicrolensing. In Chapter 7 we analyse the weak lensing produced by theygala
cluster Cl1 0024+1654 and present in more detail some of tleed¢hieal aspects needed in the weak
lensing regime.
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Chapter 3

Recent progress in gravitational lensing: a
context for this thesis

In this Chapter we briefly review some of the recent progresdenia aspects of gravitational
lensing related to this thesis. It intends to be a compleneetite individual introductions of each
chapter, but it is not a full description of all the methodsd @&teas in gravitational lensing. Details
on a particular issue can be found in the references.

Thus, we focus on the time delay measurements of lensedrguasdon the different problems
that appear in their determinations (Parf). In Chapter 2 we learned that the Hubble constant
can be estimated knowing the time delay, via a model for the.leUnfortunately, depending
on the lens modelling, the Hubble constant gets differehtesg A great improvement has been
done in the way we understand different lensing potentiatstheir connection with the Hubble
constant and we illustrate this fact using recent liteetiicrolensing can be a tool for revealing
substructure in lens galaxies or seen as a problem regatidimegdelay estimates. Moreover,
various mechanisms can induce fluctuations in the quadatcligves that mimic microlensing.
Several cases where this happens will be reviewed as well.

The application of gravitational lensing to clusters ofegas is also an important part of this
thesis (Part//7). Both strong (giant arcs) and weak (little distortions)dieig regimes are of
interest in galaxy cluster lensing (see Section 2.2.4 foisaugsion of these different regimes).
These two approaches are complementary: the strong ledssgibes the potential inside (or
near) the Einstein ring of the cluster, whereas the weaklirigrextends to the outer parts of it.
Thus, we can have independent estimates of cluster maskese €stimates are then compared
to those obtained with X-ray measurements. We present beme somparisons between lensing
and X-ray estimates and methods.

There are other aspects of microlensing and weak lensinghvdrie not treated in parfd and
111 of the thesis. As an overview we offer in the last section of @hapter a brief description of
these other lensing scenarios.

17
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3.1 Lensed quasars, time delays, the Hubble constant and mi-
crolensing

In this Section we briefly review the recent improvements enadime delay measurements and
Hubble constant estimates from lensed quasars and deslcelloblems associated with them
and some of the solutions proposed.

After Refsdal (1964a, b) found that time delays in multipleasgars are related to the Hubble
constantH,, a new door was opened to have an independent and non-lticadtesof this impor-
tant constant. Nevertheless, in spite of the apparent sitgrinection that Refsdal showed (see
Section 2.2.3), we have not yet firmly established the valdlesoHubble constant — up to an error
of a few percent —, nor with gravitational lensing theory; with any other approach.

Nowadays, there are around 80 gravitationally lensed gsdsewrt. From those, we ‘only’
know the time delay in 10 of them (see Table 3.1; we do not oelilne system HE 11641805 in
this list, but its time delay is discussed in Chapter 4). Tlasoa why the number of known time
delays is so low is not strictly scientific: semi-dedicatetb$copes are required to monitor the
systems during periods that can be of the order of years adémgrojects in astronomy demand
quick results in relatively short-time scales. A longemigr10 years) international project on
time delays would produce a giant scientific output, but ttgmoizing strategy is a challenge.

Apart from these ‘organizational’ difficulties, some mattagical and physical problems might
also arise when estimating time delays. The time delay ohetetion in a system is done by
comparing the intrinsic variability of of the lensed quasatwo different images. The method
consists in checking which features are identical in thibttigrves of these two images. Usual
problems when treating with discrete signals might ariseesge problems can be divided in two
main groups: sampling and additional noise to the signale $&mpling of the signal can be
affected by bad weather conditions, seasonal gaps andvatiseal/technical problems (in Chap-
ter 4 we discuss problems of sampling in more detail). Reggrttie time delay, microlensing can
be considered as ‘noise’ (Burud et al. 2001; B1600+434: Burwa. €2000; RX J0911.4+0551.:
Hjorth et al. 2002; HE 11041805: Schechter et al. 2003; HE 0435223: Wisotzki et al. 2003),
differential extintion (HE 0512 3329: Wucknitz et al. 2003) or random/instrumental artgac
(e.g., Q0957+561: Chapter 5 in this thesis and Colley et al.32D0Moreover, a few authors
(Goicoechea 2002; Ovaldsen et al. 2003) claimed the ptissibi multiple time delays in the
double quasar Q095461 (with a difference of 15 days, not significant #d estimates). This
could be solved using the idea by Yonehara (1999) that difteviolent events can take place in
different regions of the source, inducing different measugnts of a time delay.

So, in principle, one could argue that problems with timeagglestimates can be easily solved
in most of the cases and that the determination of the Huldsistant should be a straightforward
task. Nevertheless, this is not so. And the reason is thagréngtational potential to describe the
lens is not, in general, well constrained (see, e.g., Keetah 2000).

Various authors found that many individual lenses are ebasi with isothermal models —
which explain the observed flat rotation curves in galaxigdtaoz & Rix 1993; Kochanek 1995,
1996; Grogin & Narayan 1996). Moreover, Witt, Mao & Keetord(®) showed that all these
iIsothermal models can be included in a more general familyoténtials, finding an expression

LA up-to-date database with gravitationally lensed quasansbe found irttp://cfa-www.harvard.edu/castles/
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for the time delay as
_ DyD, 5 o
AT, = 2Dy, (14 zg)(r5 —17) (3.1)

wherer; = (27 + y?)/? is the distance of the imageto the centre of the lens galaxy (compare
this expression with Equation 2.32). Thus, the time delagxipression 3.1 can be calculated only
with observables and does not need any fitting procedureingheies both singular isothermal
elliptical potentials and singular isothermal ellipticnsity distributions. They also explained
how the presence of shear introduces uncertainties intieedelays (and it,) and that if non-
isothermal models are required then numerical modelingésiad.

In spite of this effort, many of the lenses with measured tdekys still have large degenera-
cies between the Hubble constant and the distribution ofehge potential. Kochanek, Keeton
& McLeod (2001) broke these degeneracies by using the edr&instein ring observed in the
systems PG1115080 (Impey et al. 1998), B166&56 (Fassnacht et al. 1996) and B198%6
(King et al. 1997) and assuming elliptical symmetry for tbarges. In this way, if Einstein rings
are detected (Q22370305: Mediavilla et al. 1998; 1RXSJ113155.423155: Sluse et al. 2003;
MG 1549+305: Treu & Koopmans 2003), then the lens potential can benrbatter constrained.
In addition, Saha & Williams (2003) demonstrated that sohaacteristics (the time-ordering of
the images, the orientation of the lens potential, the malgay of the possible ring) in multiply
imaged quasars are model independent.

Kochanek (2002) showed that the inferred value of the Hubblestant strongly depends on
whether the lenses have isothermal mass distributionse@oonding to flat rotation curves) or
constant mass-to-light\{ /L) ratios. In the former case, the value of the Hubble conssarel-
atively low Hy = (48 + 3) km s7! Mpc™! and in the latterH, = (71 + 3) km s' Mpc™! (see
Kochanek & Schechter 2003), a value that agrees with thatirdd by the HST Key Project
(Freedman et al. 2001).

Microlensing signals have been observed in several lengaskgs and used to extract informa-
tion on the systems in different ways. In the first discovdeaded quasar, the double Q09561
(Walsh et al. 1979), microlensing is somehow controverstadveral authors have claimed long
term microlensing variability (of the order of years) is geat (Falco et al. 1991, Pelt et al. 1998;
see also another interpretation in Gil-Merino et al. 1988icrolensing on short-time scales (from
days to weeks) in this system has been claimed by Schild & Boon(1995), Schild (1996), Col-
ley & Schild (2000), Colley et al. (2003b) and Ovaldsen et 2003). On the other hand, Schmidt
& Wambsganss (1998) did not find any short term microlensiggad. These authors used the
amplitude of the difference lightcurves to put limits on thass of the microlenses (MACHOS).
In Chapter 5, we report an analysis of the system where no-8hwtscale microlensing fluctu-
ations were found and, moreover, we found the existing fatadns were due to noise processes
(Gil-Merino et al. 2001).

In the system Q22370305 there is a general agreement that microlensing fluchsaare real
(Irwin et al. 1989, Corrigan 1991, Witt & Mao 1994, Schmidt &t 2002). Observational mi-
crolensing in this system has been used to put limits on thecscsize, the transverse velocity
of the lens and the velocity dispersion and mass functiom@fmicrolenses (Wambsganss et al.
1990, Webster et al. 1991, Foltz et al. 1992, Yonehara et @99,12001, Wyithe et al. 1999,
2000a, 2000b). Also some authors have analysed the speatiability induced by microlensing
(Schneider & Wambsganss 1990, Lewis et al. 1996, Abajas. e2@02, Popo et al. 2003).
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Name Nmages A7 (days) Band Ref.
B0218+357 2 10.50.2 radio [1]
QO095#4-561 2 4254  optical [2]
SBS1526-530 2 133  optical [3]
B1600+434 2 512 optical/radio  [4]
PKS1836-211 2 26+4 radio [5]
HE2149-2745 2 10%12 optical [6]
RXJ0911-0551 4 1464  optical [7]
PG1115-080 4 25£2 optical [8]
B1422+231 4 83 radio [9]
B1608+656 4 TH2 radio [10]

Table 3.1: A total number of 10 time delays are known in défdrlensed quasars. ;Nges IS

the number of images anfi7 is the longest time delay when more than two images are seen.
The errors ared. Band indicates the spectral range in which the time delayokésined. The
references (Ref.) are: [1] Biggs et al. (1999); [2] Serra-Rieaml. (1999), see also Pelt et al.
(1994, 1996), Oscoz et al. (1996, 1997), Kundic et al. (19Bypers (1997), Schild & Thomson
(1997), Haarsma et al. (1997, 1999); [3] Burud et al. (200RH))Burud et al. (2000), Koopmans

et al. (2000); [5] Lovell et al. (1998); [6] Burud et al. (20Q02F/] Hjorth et al. (2002); [8] Barkana
(1997); [9] Patnaik & Narasimha (2001); [10] Fassnacht e(2002)

In Chapter 6, we analyse the system Q2208305 (Gil-Merino et. al 2002a). Two images did
not show strong microlensing signals during the monitari use this fact to put limits on the
effective transverse velocity of the lens galaxy.

The double quasar HE 1164805 is a more complicated system. It was discovered by Aksot
et al. (1993) and the first time delay estimafe/{ = 0.75 yrs, without error estimates) reported
by Wisotzki et al. (1998). In these works clear indicatiofsnicrolensing were found (see also
Courbin et al. 2000). Gil-Merino et al. (2002b) presented\ time delay determination7 =
310 £ 20 days, & errors; see Chapter 4) based on poorly sampled light cunesaplying a
number of techniques. Pelt et al. (2002) argued that the éas of the time delay reported
by Gil-Merino et al. could be underestimated. Schechted.e{(2003) published a three years
observation of HE 11041805 but, due to the strong microlensing signal, were unatastablish
a time delay for the system. Instead, they analysed a widgerahdifferent phenomena that might
originate such a microlensing signal: dark matter dilutioot spots in the quasar accretion disk,
microlensing with planetary masses and cold spots. Thegladed that a model with multiple
hot spots should not be excluded, while the rest of the peaseaere unlikely. Finally, in a very
recent paper Ofek & Maoz (2003), adding two years of obsemsato the Schechter et al. dataset,
obtained a new time delay &7 = 161 + 7 days (¥ errors).

Microlensing has been also detected in some other systemsprifanns & de Bruyn (2000)
found short-time scale fluctuations due to microlensingpédouble radio system B166434 and
ruled out other sources of variability, like scattering bg tonized component of the Galactic inter-
stellar medium (scintillation). Wucknitz et al. (2003) &sed the double quasar HE 0512329,
finding a flux ratio of the components strongly dependent oveleagth. They found that both
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microlensing and differential extinction (differentisddening caused by different extinction ef-
fects) were present. Recently, Wisotzki et al. (2003) prieskan integral-field spectrophotometry
of the quadruple quasar HE 03435223, finding evidence for microlensing.

Section summary this Section is a context to the Part of this thesis. There we present results
concerning three lensed quasar systems: HE 21805, Q095%#561 and Q223%0305. In the
first system, the time delay is estimated, discussed and a@dpvith other very recent estimates
and the Hubble constant is also inferred from this time deMicrolensing studies of a system
are done analysing the difference light curves betweendhgonents. Such an analysis helps to
understand various physical properties of the systemihi@emass distribution in the lens galaxy
and the size of the source. But sometimes a spurious sigrtéliimiged to microlensing and wrong
conclusions might be obtained. We use the system Q8967 to show some problems when
analysing difference light curves that were not previoysiinted out. The system Q2230305
has been showing an unambiguous microlensing signal dsewveyal monitoring campaigns. Such
a signal has been used to put limits on the masses of the ers®d, on the source size and on the
transverse velocity of the lens. We use a novel approachttinpits to the transverse velocity of
the source, making use of the low amplitude microlensingadiguring four months of monitoring.

3.2 Galaxy clusters lensing and X-rays observations

The study of clusters of galaxies provides deep inside imobegy: the large-scale structure
formation, the content of baryon and dark matter in the Unse®r how galaxies form and evolve
are some of the topics related. In this section we review sointlee ways in which gravitational
lensing can extract information from clusters of galaxied their X-ray properties. Two excel-
lent reviews on galaxy cluster lensing by large structureshellier (1999) and Bartelmann &
Schneider (2001).

If a distant galaxy sits near a caustic (lines of infinite magation, see Section 2.2.2) due to
a foreground lens, then a large gravitationally lensed suseen. The first giant arcs produced
by galaxy clusters were detected by Lynds & Petrosian (19839) in the clusters A370 and
Cl 2244-02 and by Soucail et al. (1987, 1988) in A370. The suggeshanthese could in fact
be gravitational mirages was made by Parsky (1987) and analysed by computer simulations
by Grossman & Narayan (1988), concluding that the lensingpthesis was very likely. How to
use these arclets and multiple images produced by galasyectuto get the mass distribution in
these objects is discussed in detail in Fort & Mellier (1998hese authors showed that the arc-
like lensed images were produced by the core of the clustelby compact clumps of galaxies
and that the mass distributions in these regions could nstaicted modeling the lens poten-
tial. They found typical mass-to-light ratit//Lz =300 h,oo Within the radius of the aréqi.e.
inside the Einstein radius of the cluster). In order to repae the multiple images with mod-
els, some substructure in form of dark matter is requiredosinding the brightest galaxies or
in clumps with ellipticities following the isophotes of the galaxies (Hammer & Rigaud 1989:
A370 and Cl 2244-02; Mellier et al. 1993: MS 213723; Kneib et al. 1993: A370; Kneib et al.
1995: A2218). All these authors found that the core radiub®tark matter distribution is small,
< 50h;y kpc (see also Mellier 1999). These conclusions were indigaty confirmed by later

2The value of h is defined in terms of the Hubble consfdgt= 100hoo km s~! Mpc~!
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observations using the Hubble Space Telescope (HST; eiga & al. 1998: MS 044080204;
Tyson et al. 1998: Cl 00241654. More recent mass recontructions using strong lersiag.g.
Broadhurst et al. (2000; on the central mass distribution i0@24+1654 using HST data from
Colley et al. 1996), Athreya et al. (2002; ESO-VLT data on M8801224) and Gavazzi et al.
(2003; on MS 2137.32353 using ESO-VLT multiband UBVRIJK data). Theoretical ione-
ment has also been done in the interpretation of these datteliBann & Weiss (1994) explored
the statistics of arcs with N-body simulations, finding tha efficiency of arcs productions by
clusters was higher than what it was previously estimatedliawis et al. (1999) compared the
core structure of galaxy clusters also with N-body simoladi of cluster formation in cold dark
matter-dominated universes and found that cluster corsesasxceed those of dark matter halos
of similar velocity dispersion. In the same direction, Bam@nn et al. (1998) concluded that only
the open CDM cosmological model can reproduce the observendance of arcs. Meneghetti
et al. (2003) showed that more realistic analytical moddkvéarro et al. 1997 profiles instead of
isothermal spheres), rather than simulations, increasaurth probability. Nevertheless, Wambs-
ganss et al. (2003) found, using ray-shooting simulatitre, the observed arc abundance might
also be compatible with ACDM cosmological model.

Weak lensing by galaxy clusters — little distorsions induty a cluster on the background
galaxies — were first detected by Tyson et al. (1990) in théyaisaof two clusters: A1689 and
Cl 1409+-52. Kaiser & Squires (1993) and Kaiser, Squires & Broadhur39%, KSB hereafter)
developed an inversion method, using the fact that thetielliy of the background galaxies pro-
vides an estimate of the second derivatives of the potefsia Section 2.2.2), to reconstruct the
projected surface mass density of galaxy clusters. Thikodetas then widely applied to different
observations (Bonnet et al. 1994: Cl 0624654; Fahlman et al 1994: MS 1224.Z001; Smail
et al. 1994, 1995: Cl 145622, Cl 0016+-16, Cl 1603-43; Tyson & Fisher 1995: A1689). Seitz
& Schneider (1995) generalized the method proposed by K&i§zjuires, trying to avoid the de-
generacies of critical clusters. Bartelmann et al. (1996ppsed a different method to reconstruct
both the cluster morphology and its total mass. The methalted maximum-likelihood recon-
struction, is based on a leagt-fit to the 2-dimensional gravitational potential of the ¢&rg(see
also Squires & Kaiser 1996 and Bridle et al. 1996). Seitz e{E198) improved the maximum-
likelihood method using the individual ellipticities of @agalaxy, instead of smoothing the data.
Hoekstra et al. (1998) slightly modified the method by KSB, iaying the way in which image
moments are calculated. This method is used in Chapter 7 ghaiexd in more detail there.

The inversion methods reconstruct the projected surfaces m@nsity up to an additional con-
stant, because by adding a lens plane of constant massydémsitistortions of galaxies do not
change (Gorenstein et al. 1988). In order to break this degey, the so-callechass-sheet degen-
eracy, Broadhurst et al. (1995) proposed to calculate the magtidit&com the local modification
of the galaxy number density (tmeagnification biag The magnification is not invariant under the
addition of a constant mass density plane so, in this waydéigeneracy is broken if the magnifi-
cation is known. Bartelmann & Narayan (1995) proposed to @mthe angular sizes of lensed
galaxies with an unlensed sample (teas parallax methodto break the mass-sheet degeneracy.
The use of wide-field camaras covering fields larger than lilters, would introduce boundary
conditions to the surface mass density (because it shoualdtvat the boundaries of the field) and
thus breaking the degeneracy as well (Mellier 1999). RegeAthreya et al. (2002) used pho-
tometric redshifts of the background sources from multibphotometry to scale the mass of the
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cluster. We use this last method in Chapter 7 and apply it tgahexy cluster Cl 00241654.

The mass of galaxy clusters can also be derived from theldistn of their intracluster X-ray
emitting gas, assuming the gas is in hydrostatic equiltbriin principle, this assumption is rea-
sonable as long as the cluster is stationary and forces ththergas pressure and gravity are not
important (Sarazin 1988). Comparison between X-ray andrigmsass estimates has proved to be
a difficult task and the results are puzzling. This mass dEancy problem has been reported by
many authors in several clusters. Miralda-Ese&dBabul (1995) found that/\e,sing ~ 2-3Mx in
the clusters A2218 and A1698. These authors explored a nuohipessibilities for this discrep-
ancy, finding as the more likely ones projection effectsr{ging), temperature profiles toward the
center (i.e. not constant temperatures), multiphasedinsger gas and nonthermal pressure (mag-
netic fields and/or bulk motions). Schindler et al. (19970d a similar discrepancy in the cluster
RX 1347.4-1145 and concluded that the reason could also be the presksglstructure or/and
magnetic fields. Wu & Fang (1997) found the same effect intssitaal sample of 29 clusters and
thought that the discrepancy arose from the simplificaticthé models for the X-ray gas distribu-
tion and dynamical evolution. Similar problems were fouyddia et al. (1998) in Cl 050024,

Cl 2244-02 and A370 and Soucail et al. (2000) in Cl 0625654. On the other side, some authors
find quite different results. &ringer et al. (1998) found a very good agreement betwégn;,,
and My in the cluster A2390, interpreting this result as a morexedastatus of the cluster than in
other cases. Although the mass discrepancy problem is hdefiaitively explained, it seems that
wrong assumptions on the physical state of the cluster asdfoe other physical processes need
to be considered (Allen 1998).

Section summary in this Section we give a context for Paff/ of this thesis. There we
analyse the clusters of galaxies Cl 062454 and RBS380. The former is one of the most studied
clusters. We use weak lensing analysis to obtain the mas#ndsity and mass-to-light profiles.
The advantage of our data is the multiband photometry ondiB& RIJK, which allows to estimate
the photometric redshifts of the background sources ansl ineiak the degeneracy in the mass
determination. The cluster RBS380 is the more distant clustiie ROSAT Bright Source (RBS)
catalog. We observe this system trying to find gravitatiarak of background galaxies and we
found none. The reason might be that previous estimates ofass were too high.

3.3 Other lensing scenarios

There are many other scenarios in which gravitational fenisi applied. These are not discussed
in this thesis, but they are also active research fields. Weioresome of them.

Microlensing in individual quasarsHawkins (1993) and Hawkins & Taylor (1997) argued that
the variability of individual quasars might be due to miemmding. This possibility is hard to be
confirmed, because quasars are intrinsically variable ebl\a@r, the expected microlensing in sin-
gle quasars is smaller than in multiple ones, since the sirfaass density is lower (Wambsganss
2001).

Galactic microlensing The importance of microlensing at low surface mass dessiias first
pointed out by Paczski (1986b), suggesting the monitoring of stars in the eawpgellanic
Cloud to catch microlensing events by compact objects in alaxy. Several collaborations have
existed since then searching for halo compact objectsribmand planetsMACHO (Alcock et
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al. 1993) EROSAubourg et al. 1993) an@GLE (Udalski et al. 1993). Still active collaborations
areOGLE MOA (Bond et al. 2003)PLANET(Albrow et al. 1998) and/licroFUNS.

Astrometric microlensingLewis & Ibata (1998) showed that microlensing of quasarstays
in external galaxies can introduce fluctuations in the ceehiof the macroimages. Although this
shift is very small (microarcsecond scales), it should bgspiide to be measured with the Space
Interferometry Mission (SIM, planned for 2006) and it wiklp to reveal the quasar structure and
the stellar mass function of the lensing galaxy (see also Betlal. 1998 and references therein).
For more ‘exotic’ microlensing (likparallaxand xallarap events), see Evans 2003 and references
therein.

Galaxy-galaxy lensingGalaxies at cosmological distances can be lensed by fanadrgalaxies
(which in principle do not need to be physically related, roups or clusters). The weak lensing
techniques already described are not valid in this caseusedndividual galaxies are not massive
enough to produce measurable distortion of backgroundigslaThe effect of several foreground
galaxies has to be statistically taken into account. Inwayg the properties of dark matter halos
of population of galaxies can be investigated. The first repio galaxy-galaxy lensing was made
by Brainerd, Blandford & Smail (1996). Several surveys havenbearried out in this direction.
Recent works are Smith et al. (2001) and Hoekstra et al. (2003)

Lensing by large-scale structureBackground galaxies can be lensed by large-scale strscture
in the Universe. The effect is an induced correlation of thiptesity distribution of the lensed
sources. The analysis of theesmic sheareveals information on the geometry of the space-time
(giving information on(2,, and(2,) and on the power spectrum of the matter density pertunbatio
which induce the distortions. First works in this aspectesfding are Blandford et al. (1991),
Miralda-Escué@ (1991) and Kaiser (1992). More recent discussions canlralfim Van Waerbeke
et al. (2001) and Maoli et al. (2001). Cosmic strings and, inegal, topological defects (see
Vilenkin & Shellard 1994) have been investigated as gréemal lenses as well (Bernardeau &
Uzan 2001, Uzan & Bernardeau 2001).

Lensing and the CMBIn the same way in which large structures induce distostion back-
ground galaxies, the Cosmic Microwave Background (CMB) caresighsing effects. The struc-
tures of the CMB maps (temperature anisotropies) will bedtesl in the direction of the gravi-
tational lenses. The effect is, however, very small andfobamalysis is required because of the
low signal-to-noise ratios of the lens contributions. Aiesv of this topic can be found in Mellier
(1999).

Section summary in this last section we briefly review aspects of lensingahirare not treated
in this thesis. Although the analysis is not exhaustive réferences provide further readings for
the interested reader. We have briefly reviewed other aspéchicrolensing — from individual
quasars, in the Milky Way and the one due to shifts in the ogtgrof the macroimages (astromet-
ric) — and also other weak lensing scenarios — galaxy-galarge-scale structures and effects in
the CMB —.

3http://www.astronomy.ohio-state.edu/~microfun/
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Chapter 4

Time delay techniques: a comparative
analysis via the case study of the double
guasar HE 1104-1805

Link. Once a multiple image quasar is identified as a gravitationally lensed system,
researchers want to study it in more detail. The best way of doing sati;mgaut a
monitoring campaign, in which one will obtain a lightcurve for each quasargima
Prior to the analysis of the differences between those components, srie hpply a
time delay correction to them. Although in principle the time delay estimation for a
system could appear a very simple task, this is not the case in most of theosisu
seasonal gaps, bad weather conditions, light contamination of manyg gqmfor poor
sampling can induce wrong estimates of the time delays between the caongpolme

this chapter we analyse an extreme case where the sampling was vergqboheck

the behaviour of a number of different available techniques.

Abstract. A new determination of the time delay of the gravitationadeystem
HE 1104-1805 ('Double Hamburger’) is presented. A possible biaseftech-
nique used in the previously published value\sf, p = 0.73 yearsis discussed.
We determine a new value dft,_5 = (0.85 £+ 0.05) years (2 confidence
level), using six different techniques based on non intatpm methods in the
time domain. The result demonstrates that even in the cageasfy sampled
lightcurves, useful information can be obtained with reger the time delay.
The error estimates were calculated through Monte Carlolations. With two
already existing models for the lens and using its recendgsuared redshift, we
infer a range of values of the Hubble parametdy: = (48 4 4) km s~! Mpc™*
(20) for a singular isothermal ellipsoid (SIE) aifl = (62 4 4) km s~ Mpc™*
(20) for a constant mass-to-light ratio plus shear modéf { +~). The possibly
much larger errors due to systematic uncertainties in nragléte lens potential
are not included in this error estimate.

*Chapter based on the refereed publication Gil-Merino, Wl§o% Wambsganss, 2002,
A&A, 381, 428
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4.1 Introduction

The double quasar HE 1104805 at a redshift ot, = 2.319 was originally discovered by
Wisotzki et al. (1993). The two images with (original) B m#gdes of 16.70 and 18.64 are
separated bg”.195 (Kochanek et al. 1998). The spectral line ratios and profilesed out to be
almost identical between the two images, but image A hagiadiy harder continuum. Wisotzki
et al. (1995) report about a dimming of both components olleua20 months, accompanied by
a softening of the continuum slope of both images. The |lgngalaxy was discovered by Courbin
et al. (1998) in the NIR and by Remy et al. (1998) with HST. Th#hats tentatively identified
the lensing galaxy with a previously detected damped Lynt@imeasystem at = 1.66 (Wisotzki
et al. 1993; Smette et al. 1995; Lopez et al. 1999). This ifleation, however, was disputed
by Wisotzki et al. (1998). Using FORS2 at the VLT, Lidman et(@000) finally determined the
redshift of the lensing galaxy te; = (0.729 £ 0.001).

A first determination of the time delay in this system was mii@d by Wisotzki et al. (1998,
hereafter W98), based on five years of spectrophotometrictaromy of HE 1104-1805, in which
the quasar images varied significantly, while the emissioa fluxes appear to have remained
constant. The W98 value for the time delay was,_p = 0.73 years (no formal error bars were
reported), but they cautioned that a value as small as 013 geald not be excluded.

HE 1104-1805 shows strong and clear indications of gravitationarabénsing, in particular
based on the continuum variability with the line fluxes alnasaffected (Wisotzki et al. 1993,
Courbin et al. 2000).

Here we present an analysis of previously unpublished phetirac monitoring data of HE 1104-
—1805. First the data and light curves are presented (S&¢t.then a number of numerical tech-
niques are described and discussed and, as the scope of #pge€ls a comparison of different
techniques in the case of poorly sampled data, we finallyieghpd this data set, in order to de-
termine the time delay (Sect. 4.3). A discussion of the tesand the implications for the value
of the Hubble constant based on this new value of the timeydald on previously avalaible lens
models are given in Sect. 4.4. In Sect. 4.5 we present oulsinns.

4.2 Data acquisition and reduction

Between 1993 and 1998,/aband lightcurve of HE 11041805 at 19 independent epochs was
obtained, mostly in the course of a monitoring campaign cotetl at the ESO 3.6 m telescope in
service mode. The main intention of the programme was tovolhe spectral variations by means
of relative spectrophotometry, but at each occasion alleaat one frame in th8 band was taken.

A continuunmlightcurve, derived from the spectrophotometry, and a @éssimate of the time delay
were presented by W98, where details of the monitoring cansgound. Here we concentrate on
the broad band photometric data (see Table 4.1). Imagestalare typically once a month during
the visibility period. The instrument used was EFOSC1 withlax312 pixels Tektronix CCD
until June 1997, and EFOSC2 with a 2RK Loral/Lesser chip afterwards. The band frames
(which were also used as acquisition images for the specpy3 were always exposed for 30
seconds, which ensured that also the main comparison stéaesumsaturated at the best recorded
seeing ofl”. Sometimes more than one exposure was made, enabling u&éamdapendent esti-
mates of the photometric uncertainties. A journal of theeobations is presented together with the
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measured lightcurve in Tab. 4.1. The CCD frames were reducathamogeneous way following
standard procedures. After debiasing and flatfielding, gohetry of all sources in the field was
conducted using the DAOPHOT Il package (Stetson 1987) akeimgnted into ESO-MIDAS. The
instrumental magnitudes of the QSO components and refergacs 1-5 (following the nomen-
clature of Wisotzki et al. 1995) were recorded and placed baraogeneous relative magnitude
scale defined by the variance-weighted averages over alpaoson stars. In Fig. 4.1 we show
the resulting QSO lightcurves, together with the two brggihhtomparison stars. The variability of
both QSO components is highly significant, including stréiogtuations on the barely sampled
timescales of months. This behaviour is stronger in compbAgwhile component B leads the
variability. The error estimates include shot noise, PShdtuncertainties and standard devia-
tions in case of multiple images at a given epoch. Note thdagiity of these B band data with
the completely independently calibrated continuum lightes of W98.

HE 1104-1805: B band lightcurve
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FIGURE 4.1: The new photometric dataset running from 1993 to 1998. The z@nt for the relative
photometry of HE 11041805 is the first data point of component A (see Table 4.1 for error essinate

4.3 Time Delay Determination

4.3.1 Dispersion spectra method

A first estimation for the time delay in this system resultedivalue ofAtz 4 = —0.73 years
(W98), using the dispersion spectra method developed byePalt (1994, 1996; hereafter P94
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Epoch [yrs] ABs, o35, ABp op

1993.19 0.000 0.009 1.920 0.022
1994.82 0.397 0.009 2.282 0.019
1995.16 0.529 0.008 2.236 0.028
1995.96 0.399 0.012 2.140 0.014
1996.11 0.436 0.008 2.207 0.017
1996.23 0.454 0.005 2.176 0.013
1996.30 0.486 0.009 2.171 0.023
1996.45 0.500 0.008 2.115 0.019
1996.88 0.383 0.007 2.074 0.012
1997.04 0.389 0.007 2.054 0.016
1997.12 0.533 0.009 2.031 0.013
1997.21 0.428 0.016 2.007 0.015
1997.27 0.392 0.007 2.055 0.012
1997.33 0.403 0.008 2.089 0.014
1998.00 0.252 0.017 2.029 0.018
1998.08 0.279 0.004 2.006 0.011
1998.16 0.292 0.004 2.004 0.011
1998.33 0.531 0.006 2.100 0.011
1998.40 0.441 0.007 2.054 0.030

B

Table 4.1:B band lightcurve data for HE 1164L805. The first measurement of component A has
arbitrarily been set to zero. The error estimates incluae sbise, PSF fitting uncertainties, and
also standard deviations in case of multiple shoots at anggpech.

and P96, respectively). Note that we will express the timaydasAtg_ 4 (instead ofAt4_p),
since B leads the variability (see Fig. 4.1), and thus thppears a minus sign in the result. We
shall demonstrate below that the dispersion spectra meshaok bias-free. To facilitate a better
understanding of this claim, we first briefly describe thehuodtin the following: The two time
seriesA4; andB; can be expressed in magnitudes, using the P96 notation, as

Az‘ :q(ti)+€A(ti),i: 1,...,NA (41)
Bj:q(tj—T)—i‘l(tj)—f—EB(tj),j:1,...,NB (42)

q(t) being the intrinsic variability of the quasarthe time delay|(¢) the magnitude difference and
e(t) another possible noise component (this could be pure noisécoolensing). Both lightcurves
A, andB; are combined into a new on€}, for each value of the pait-, [(t)), ‘correcting’ theB;
series by((¢) in magnitudes and by in time

Cilti) = { By —1(t;) ifty=t;—7 " (43)
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with £ =1,..., N andN = N4 + Ng. Then the dispersion spectrum is calculated analytically b

the expression
N-1 N k)
Z ST(L,mWn,mGn,m(Cn - Cm)2

n=1 m=n+1

, (4.4)

1(t) N-1

N k
S Y SO WamGam

n=1 m=n+1
wherelV,, ,,, are the statistical weights;),, ,,, = 1 if the pointsC,, andC},, come from different time
series,A; or B;, and0 otherwise; ancB‘,(fr)n is a function that weights each differengg, — C,,)

depending on the distance between the points. In P96 they téinee possible definitions for this
function, here we have selected

o 1 lmtml e g1 <6
Snam = { 0 if |t, —tm|>0d "’ (4.5)

[y

which includes those pairs for which the distance betweendiservations is less than a certain
decorrelation lengthy. More details can be found in P94 and P96. The definition affiimction
here is slightly different from the one used in W98. We have teasons to do so: first, we
will demonstrate that the selection of one or another déimiloes not play a crucial role in this
case; second, the functi(ﬁﬂl used in W98 is supposed to avoid the problem of having big gaps
between the observational points in the lightcurves, butietry to solve this problem in a
different way.

The new dataset used here has the same sampling as the onerudedfirst estimation of
the time delay in W98. As the errorbars for individual points also very similar, one should
expect to obtain a similar time delay. And in fact this is ékawhat happens when applying the
dispersion spectra method as described above. The ordatadet is plotted in Fig. 4.1. There are
19 observational points for each component. We apply theedison spectra method (P94, P96):
the result isAtz_ 4 = —0.73 years, i.e., the same value as the first published estimation

Since W98 did not provide a formal error estimate, we now itigate the goodness of this value
and try to estimate the uncertainty, and we also want to ctiexkelf-consistency of the method
in this case. For this purpose we do a test based on an iem@tiecedure: after having applied the
dispersion spectra method to the whole data set, we makeetisel of the data trying to avoid
big gaps between the epochs and considering points in lgittciirves that fall in the same time
interval once one has corrected the time shift with the éerittrme delay. This will avoid the
so-called border effects, and a time delay close to thelrotie should result when the dispersion
spectra are recalculated for the selected data. We do tthe inext subsection.

4.3.2 Borders and gaps

We first conside\tp_ 4 = —0.73 years as a rough estimate of the time delay, in agreement with
WO8. Itis obvious that using this time delay, the first pointred whole dataset (epoch 1993.19) of
component B has no close partner in component A. Eliminahiggpoint means avoiding the big
gap of almost two years at the beginning of the lightcurvesceXhis is done, the last five points
of the lightcurve B and the first two ones of A (after elimimgtithe epoch 1993.19) are not useful
anymore for a time delay determination since they do not rcthe same intrinsic time interval.
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We also eliminate these points. Now we have a ‘clean’ datagkt16 points from component A

and 13 points from component B. The situation is illustrateéig. 4.2, where only the epochs
inside the time interval [1994.5, 1998.0] are plotted. Tikithe time interval for which the two

lightcurves overlap after the (.73 years correction for component A.
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FIGURE 4.2: The first point of the whole dataset has been removed and the gantio not fall in the
same time interval once we have shifted the A lightcurve with the value of theifirstdelay estimation,
Atp_4 = —0.73 years. Thus component A has now 16 points and component B 13 pdithts.procedure
were self-consistent and the first time delay estimation right, we would natexakct a confirmation of
this value in a second measurement of the delay by using the new dataset.

Now we again apply the dispersion spectra method to theritdataset, i.e. a second iteration
IS made. The result is surprisingstz_4 = —0.38 years. The technique should converge to a
value near to that of the first result, if the previous estioratvas correct and the technique is
self-consistent. For consistency, we repeat this anabsgsming a time delay 6f£0.38 years,
i.e., a third iteration. The result is again unexpected: aeover the previous value 6f0.73
years. These results can be seen in Fig. 4.3, upper paned(sicn with all points), middle panel
(borders and gap corrected around 1 year) and bottom pameelgiis and gap corrected around
half a year) where the minimum of the function gives the tiretag. The solid and broken lines
in each figure correspond to two slightly different decatiein lengths{; = 0.3 years, 0, = 0.4
years).

This clearly means that the method is not self-consister@nadpplying it to the current data
set. The dispersion spectra method is very sensitive teighehl points, and in poorly sampled
sets such as this one, these points are critical. It is obvibat we need better techniques for
the determination of the time delay. But these techniqueg maisbe interpolating ones because
the lightcurves have lots of variability and wide gaps, ang simple interpolation scheme might
introduce spurious signals.
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FIGURE 4.3: Dispersion spectra: Theper panelhows the result when all the points are taken into
account. In themiddle panelthe result after correcting borders with the first estimation of the time delay,
i.e. Atg_4 = —0.73 years. In thebottom panelwe use a correction of0.38 years obtained in the
middle panel. We recover the previous value for the time delagigf_ 4 = —0.73 years, showing the
inconsistency of the method. In each subfigure, two curves are plottesv@odifferent values of the
decorrelation length: solid far; = 0.3 years and broken faf, = 0.4 years.
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4.3.3 Techniques based on the discrete correlation function
4.3.3.1 Reasons for ‘clean’ datasets

Many authors have applied different versions of the digceetrelation function (DCF) since it
was introduced by Edelson & Krolik (1988; hereafter EK88grélwe have selected five of them.
These techniques take into account the global behavioreofdinves, rather than ‘critical points’.
But in order to properly apply all these methods one has toiedita border effects and gaps as
described previously. If one does not do this, one will logmal in the peak of the DCF and
secondary peaks could appear, which can bias the final r&8altvill demonstrate this last point
later (Fig. 4.7, described in Sect. 4.3.3.4, is used forghipose).

4.3.3.2 Standard DCF plus a parabolic fit.

First we apply the usual form of the DCF to the data set. We prigftall the expression,
following EK88:

a; —a)(b; — b)

DCF(r }:\/02 et (4.6)
wherel/ is the number of data pairg, b,) in the bin assomated with the lage, the measurement
error,o, the standard deviation andhe mean of xDC F'(7) gives the cross correlation between
both components at lag by considering bins that include all pairs of points,(;) verifying
T—a < (t; —t;) < 7+ «, wherea is the bin semisize. In DCF-based techniques, one always
needs to find a compromise between the bin size and the erreadh bin: increasing the former
decreases the latter, but resolution with respeeti®lost. The result of applying this procedure
to the HE 1104-1805 data is a function with a few points and without a promirieature around
the peak, because of our sparse sampling. The position pethlegives the time delayztz_4 =
—0.91 years.

A modification of this method was suggested by &ebt al. (1992). They proposed to fit a
parabola to the peak of the function in case the peak is notve. Doing this fit, we obtain
a time delay ofAtz_4 = —0.89 years. These results are shown in Fig. 4.4. The noise level is
computed as/M, M being the number of pairs in each bin. The problem in this éateat the
peak of the function is defined with only two points above these level. We used a bin semisize
of « = 0.07 years. Increasing the bin semisizedo= 0.14 years does not improve the result in
the sense that the peak is defined by only one point, and thaeft wot modify the location of this
peak. The obtained value for the time delay in this case (0.14 years) isAtz_ 4 = —0.84 years.

4.3.3.3 Locally normalized discrete correlation function:averaging in each bin

The locally normalized discrete correlation function (LAB) was also proposed by Lahet al.
(1992). Its main difference to the simple DCF is that it congsithe means and variances locally,
i.e. in each bin:

az * _b*>
LNDCF(r MZ 02 - — 7 (4.7)

computing the sum over all pairs where- o < (t; — ti) < 7+ «a. The meang,, and the standard
deviations,c?2 , are calculated for each bin. Again a parabolic fit is neededifmore accurate
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FIGURE 4.4: The standard DCF and an added fit are shown in this figure. Tleipéocated at-0.89
years (0.91 without fit) using a bin semisize- 0.07 years. The continuous lines are the noise levels and
the zero level is also plotted. Only two points defining the peak are outsid®ibe lmand.

value of the peak, which then gives the time delay. For theesagasons as in Sect. 4.3.3.2 we
choose a bin semisize= 0.07 years. The resultis shownin Fig. 4.5. Asin the case of thedstal
DCF, the peak is just defined by two points. The obtained tinteeyde this case is\iz_4, = —0.87
years (the value without the fit is0.91 years). Furthermore, a secondary competing peak appears
at—0.35 years, with more points, although these points have lamgeri®ars. This is an interesting
aspect, because it was this secondary peak which ‘conftisediispersion spectra technique and
it may suggest a close relation between these two technigpadls favour ‘local’ behaviour of
the signals, rather than ‘global’ ones). This possibleti@iamerits more attention and will be
investigated in future work. In any case, the poorly definedkpmeans the technique is again
quite sensitive to our poor sampling. We look for a methog ensitive to this problem. The
two following techniques are two different ways of tryingsolve the problem of not having many
points around the prominent peak.

4.3.3.4 Continuously evaluated discrete correlation furton: overlapping bins in the DCF

The continuously evaluated discrete correlation funcfi@iBDCF) was introduced by Goicoechea
et al. (1998a). The difference to the standard way of compgutie DCF in this method is that the
bins are non disjoint (i.e. each bin ovelaps with other azhabins, see paragraph 4.3.3.2 where
the bins do not overlap each other). One has to fix the dista@tveeen the centers of the bins in
addition to their width. In this way it is possible to evaletihe DCF at more points, having a more
continuously distributed curve. We will have also more #igant points around the peak, i.e.
above the noise level, and there is no need for fitting. Sakpthe distance between the centers
of the bins is again a matter of compromise: increasing th@adce requires wider bins and, thus,
loses resolution. The adopted time resolution should diparthe sampling; it seems reasonable
to select a value slightly less then the inverse of the higfiegquency of samplingl(/f ~ 0.1
years). We choose05 years as the best value for the distance between bin cenigta/a values
for bin semisizesoy = 0.14 anda = 0.21 years. The overlapping between bins allows us to con-
sider slightly wider bin sizes. We plot the results in Figs,4upper and lower panel, respectively.
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FIGURE 4.5: The LNDCEF is evaluated with a 0.07 years bin semisize and the peak iswittec
parabolic law. The resultis a time del&ytz_ 4 = —0.87 years (-0.91 years without the fit). A secondary

peak appears at0.35 years, although with larger error bars. This peak was the featuredbiafused” the

dispersion spectra.

The continuous lines are the noise levels. The- 0.14 years semisize shows a peak-di.85
years, whereas with the = 0.21 years semisize the peak is-af.80 years.

Now we need a good reason for preferring one over the othesibén This reason could be
the signal-to-noise ratio of the peak: in the first case- 0.14 years,S/N = 3.9, and in the
secondh = 0.21 yrs, S/N = 3.8. Clearly, the difference of these two values is not high ehdog
conclude that one of them is the best.

In spite of the insignificant difference in this case, we otihat the signal-to-noise ratio is an
important aspect and it is here where we justify the need $orgu’clean’ data sets, i.e. border
effects and gaps corrected. In Fig. 4.7 we plot the CEDCF footiggnal dataset (without any
correction): the peak is located a0.90 years, but the signal-to-noise is 1.95!. The main peak
loses signal recovered by a secondary competing peak alagizdro and by the wings. Although
this secondary peak is very unlikely to be the delay peak, Big cannot solve this ambiguity,
which demonstrates that border effects can be dramaticnmesmases. In Sect. 4.3.4 we will
discuss the criteria to select a particular bin size.

4.3.3.5 Continously evaluated bins and locally normalizediiscrete correlation function:
overlapping bins in the LNDCF

To our knowledge, this technique has not been applied bebureit seems a natural step as
a combination of the two former techniques (i.e., the LNDCH #re CEDCF). From the one
side, we use Eq. (4.7) for computing the DCF, i.e., it is a lgocabrmalized discrete correlation
function. From the other side, we use the idea of overlapping described in Sect. 4.3.3.4.
Thus, the final result is a ‘continuously evaluated bins adlly normalized discrete correlation
function’ (CELNDCF). Again, we fix the distances between thesband also their width. The
result will be a function similar in shape to the LNDCF in Fig54ut with more points evaluated.

The method was applied for three different values of the bmisize:a = 0.07, 0.14 and0.21
years. The first value is not a good choice, it gives relatilaige errorbars for the points of the
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FIGURE 4.6: The CEDCF is a DCF which is evaluated with overlapping bifep panel using a bin
semisize ofx = 0.14 years we obtain a peak at).85 years with a good signal-to-noise ratio equal to 3.9.
Bottom panelwith a bin semisize equal t@ = 0.21 years, the peak is at0.80 years. Although it seems
that the function is better defined, i.e. with more points, the signal-to-noiseaiatite peak is 3.8. The

continuous lines are the noise levels in both panels (cf. also Fig. 4.7).

CELNDCEF, since the number of points per bin is low. Selectirgl#ist two values, i.ex = 0.14

yrs. anda = 0.21 yrs., we obtain Fig. 4.8. The first one gives a time delayAof_4, = —0.85
years and the second one a valué\o_, = —0.75 years. This second result is very close to the
first estimation in W98. The reader can easily compare thdtsasith and without overlapping
bins (Fig. 4.8 and Fig. 4.5, respectively) and clearly seeaitivantages of this second procedure.
Nevertheless, there is a relatively large difference betwselecting one or the other value of the
bin semisize (i.e.a = 0.14 years vs.a = 0.21 years). This means the technique is also very
sensitive to the poor sampling. The next and final techniqilleharify which is the best bin size
selection.
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FIGURE 4.7: Not eliminating borders can be crucial in DCF-based methods. He@EBEF has been
computed with the original data set, i.e. using all points. There is a peak.a years, with a signal-to-
noise value of 1.95. Other points around a secondary peak located ateimeescribe another feature.
The great amount of information lost in the main peak is obvious.
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FIGURE 4.8: Top panel The CELNDCEF is evaluated with = 0.14 years bin semisize and a distance
between bin centers of 0.05 years. The result is a time d&atay 4 = —0.85 years. Bottom panel The
CELNDCF computed witlx = 0.21 years bin semisize. The distances between the bin centers is also 0.05
years. The peak is obtained-a0.75 years where it is assumed to be the time delay.
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FIGURE 4.9: Thes? function for three different values of the bin semisizesolid line 0.14 years, short
dashed 0.21 years and long dashed 0.28 years. &jpgey = 0.28) < 62, (o = 0.21) < 62, (o = 0.14),

the minimum value i? for o = 0.14 years is unlikely to be an artifact (see text for more details).

4.3.4 Thed? technique: a comparison between the cross correlation function
and the autocorrelation function

The following method, called?, was introduced by Goicoechea et al. (1998b) and SerratRicar
et al. (1999). Its expression is

N

8*(0) = = > _ Si[DCC(7;) — DAC(7; — 0)]? (4.8)

whereS; = 1if DCC(r;) andDAC (1;—0) are both defined anf}, = 0 otherwise. The DCC is the
continuously evaluated discrete correlation functiord #ive DAC is the discrete autocorrelation
function. The method uses the DCC and the DAC of one of the caems, and tries to get the best
match between them by minimizing its difference. If one has &qual signals, these functions
must be identical. Thé? function reaches its minimuiy, = Atg_4 at the time delay. We note
that the match of both functions is not a match between thegikg, but rather a global match.

We have selected component B for computing the DAC, becauspaaent A has more vari-
ability (presumably due to microlensing). We compéitdor different values of the bin semisize.
Adopting a bin semisize: = 0.14, the function shows some features and reaches its minimum at
—0.85 years (see Fig. 4.9, solid line). Now we compbitefor a bin semisizer = 0.21 years,
which yields a minimum at-0.90 years (Fig. 4.9, long dashed line). The question now is: are
we loosing resolution using this last bin semisize=¢ 0.21 years) or is this minimum at0.90
years a better estimate? The reader could arguéthdty = 0.21) < 62, (o = 0.14), so that the
agreement between DAC and DCC is betterdo 0.21. This is not so. Consider a bin semisize
a = 0.28 years (Fig. 4.9, short dashed line): We obtain a minimum@B5 years while again
62, (o = 0.28) < 6%, (a = 0.21). This indicates that the minimum located-ah.85 years with
«a = 0.14 years was not an artifact of some noise features, but thee fleatures are real. To clarify
this, Fig. 4.10 shows the comparison between the DCC and DAEtifn for the three different
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FIGURE 4.10: Upper panel both DCC (filled circles) and DAC (open circles) are plotted. The bin
semisize isx = 0.14 years and the DAC has been shifted-b§.85 years, which is the value for the time
delay obtained with thé? technique.Middle panei the bin semisize is now = 0.21 years. DAC (open
circles) has now been shifted by0.90 years, which is the value obtained with thtetechnique. The bin
semisize is nowx = 0.21 years. Bottom panel for « = 0.28, §2,,, = —0.85 again, so the DCC (filled
circles) is shifted by that value. In the three subfigures the solid lines tediba noise levels. The best
agreement between DCC and DAC is o= 0.14 years (upper panel).
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values of the bin semisize (0.14, 0.21 and 0.28 years in the upper panel, middle pacdbaitom
panel, respectively). Accordingly, we consider the= 0.14 years the best bin semisize and we
analyse’? for that value.

In order to better study the features in tfefunction, we plot it normalized to its minimum
in Fig. 4.11. This figure is quite illustrative: (i) The minum is reached at-0.85 years. (ii)
The trend of the main feature is asymmetric, with a relagiabw rise at the right hand side,
favoring values in the range-0.9, —0.7], including most of the estimates from other techniques
or binning. (iii) A ‘secondary minimum’ is present at0.55 years. This may be due to the fact
remarked already by W98: for such a lag, the observing penbdse component coincides with
the seasonal gaps in the lightcurve of the other. (iv) Theufean the rangé—0.3, —0.4] is not
present, meaning that this value is very unlikely (this wesswvalue that appeared with dispersion
spectra, LNDCF and CELNDCF methods).

To obtain an estimate for the formal error of this method, aed.1000 Monte Carlo simulations.
For each simulation we did the following: for each epactve associated a value in magnitudes
x; + Az;, wherez; is the observed value amlz; is a Gaussian random variable with zero mean
and variance equal to the estimated measurement error. iStogtam is presented in Fig. 4.12.
The simulations reproduce all the information containethay? function in Fig. 4.11: the most
probable value is-0.85 years (599 simulations); it also appears in a number of sitinls around
—0.90 years (57 simulations);-0.80 years (285 simulations)-0.75 years (5 simulations) and
around—0.70 years (20 simulations). A few simulations (36) are alsotedaround-0.55 years,
which is very close to the one considered in W98 as spurioual(ge\around half a year). In any
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FIGURE 4.11: The minimum of thé? function at—0.85 years gives the time delay between the compo-
nents. We have normalized it with its minimum. A secondary peak is presemtcarau55 years, a value
also considered by W98. The trend of the main feature is asymmetric, fguwaines for the time delay in
the range 0.9, —0.7], including several best estimates of the time delay from other techniqussrong.

case, the simulations are in very good agreement with tloerivdtion contained in th& function.
As 95% of the simulations claim a time delay in the interfval.90, —0.80], we can adopt a value
of Atg_4 = (—0.85 £ 0.05) years for the time delay of this system, with @ @onfidence level
(formal or internal error). Fig. 4.13 shows the lightcurwah component A shifted by the adopted
time delay.
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FIGURE 4.12: Histogram of time delays obtained in 1000 Monte Carlo simulations, usinif tech-
nique.

4.4 Discussion

4.4.1 Comparison of the different techniques

From our tour through the different techniques we can leaversl useful things. First of all,
when only one technique is selected for deriving a time db&tween two signals, it is important
to check the internal consistency of the method and its bebhawith a given data set. We have
demonstrated in Sect. 4.3.2 that dispersion spectra dagmmas this test at least in this case (see
Fig. 4.3). We have then applied and discussed the discretelaton function and several of
its modifications. The standard DCF (Fig. 4.4) had problemsroperly define the peak in the
case of very poorly sampled lightcurves; although a fit wagppsed to solve this problem, there
were only two points above the noise level in the best casehanfit was not very plausible. The
LNDCF (Fig. 4.5), based on locally normalized bins, had a lsimbehaviour and although the
error bars of each point are smaller, the peak is not well ddfgither. The CEDCF (Fig. 4.6)
and the CELNDCEF (Fig. 4.8) worked better under these circumsst® but we found the problem
of selecting the bin size; in the case of the CEDCF the diffexdyetween the two selected bin
sizes was smaller than in the case of the CELNDCF. Finally appithe j? technique, we found
a good reason for selecting one bin size: the match betwedDAR and the DCC. The resulting
estimate and its uncertainty include, as a ‘byproduct’ rdseilts of the rest of the techniques for
the same bin size (except the dispersion spectra methodhwidis not self-consistent). This fact
is not the same as applying all the techniques to obtain aartaioty. This frequently appears
in the time delay determination literature, although it & at all clear which was the weight of
each technique when computing the final result. We note tratdnsistency we should apply a
correction to the original data set with the final adoptecetidelay of—0.85 years. Due to the
(very) sparse sampling of our data set, this correctionsgave@educed data set identical to the
previous ‘clean’ data set obtained with a correction-0f73 years, so we do not need to repeat
the whole process. The procedure is self-consistent.

It is important to notice that we have not meant to establishgeneral hierarchy between all
these techniques. The hierarchy is valid in our particutesecstudy. Nevertheless, the idea, not
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FIGURE 4.13: The original dataset with the component A shifted by the new addpteddelay,
Atp_4 = —0.85 years.

new, of correcting border effects in the signals with firgtreations has been proved to be a good
procedure in DCF based techniques.

4.4.2 Investigation of secondary minima/maxima

In some of the techniques we have discussed and applied dretteefdata of HE 11041805,
there appear secondary peaks/dips located at differemevdibr the time lags (see Fig. 4.5, Fig.
4.8 and Fig. 4.11). Here we investigate two obvious effelatd tight cause such behaviour,
namely microlensing and sampling. We do this only as a cas#y dor thed? technique, but
assume that our conclusions can be generalized to the o#tthods as well.

4.4.2.1 Microlensing

Microlensing affects the two quasar lightcurves diffehenthat means that the two lightcurves
will not be identical copies of each other (modulo offsetsnagnitude and time), but there can
be minor or major deviations between them. On the other hexykrience from other multiple
guasar systems tells us that microlensing cannot domihateariability, because otherwise there
would be no way to determine a time delay at all. In any caseraf@nsing is a possible source of
‘noise’ with respect to the determination of the time delay.

A complete analysis of microlensing on this system is beythedscope of this Section, and
will be addressed in a future work. Here we present a simplejliostrative, approach to the
way microlensing can affect the determination of the timygleand in particular its effect on the
52 technique. An ‘extreme’ view of microlensing was investaghby Falco et al. (1991), who
showed for the Q0957561 system that it is very unlikely that microlensing can meirparal-
lel’ intrinsic fluctuations causing completely wrong vaduir the time delay correlations. But
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strong microlensing clearly affects the features of thessiworrelation function (Goicoechea et
al. 1998a). Depending on the exact amplitude and shape ofitrelensing event, the main and
secondary peaks of this function can be distorted, possillycing wrong interpretations.

In order to study this effect here, we do the following: we sider the lightcurve of component
B (assumed to reflect only intrinsic quasar variability) andopy of it, shifted by0.85 years,
which we shall call B Obviously, any technique will give a time delay valuefz 5 = —0.85
years between B and’B In the case of thé? technique, a very sharp minimum is located at
this lag. Now we introduce artificial ‘microlensing’ as a #ilof Gaussian random process with
zero mean and a certain standard deviatign to the lightcurve B We consider three cases:
omr, = 0.050 mag,0.075 mag and0.100 mag. Although microlensing is in general obviously
not a random process (it depends a bit on the sampling), wehissimple approximation in
order to study whether and how secondary peaks can appdarardelay determinations. The
resultingd?-functions can be seen in Fig. 4.14, which can be comparedgto4=11. It is very
obvious that for the ‘smallest’ microlensing contributi@n,;, = 0.050 mag, thin solid line) the
minimum of thed? normalized function is still a very sharp feature. For thetrease ¢y, =
0.075 mag, dashed line) th& function gets wider and ‘noisier’, and for the strongestuafice
of microlensing ¢\, = 0.1 mag, thick solid line) a secondary features appears. But icase
the distortion prohibits a clear and correct time delay aeieation, the primary minimum is still
clearly identifiable (microlensing fluctuations during tfheriod covered by our monitoring are of
the order 00.07 mag rms; Wisotzki, 2001, priv.comm.).
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FIGURE 4.14: We calculate the time delay between the lightcurves B &ndtB the 62 technique. Bis
a copy of B, shifted.85 years and with a gaussian random process added in order to simulate nscrgle
Thin solid line the gaussian random process has a standard deviatibdsamhag. There are no secondary
peaks.Dashed line If the standard deviation of the gaussian random proces8i5 mag., some secondary
features appeafhick solid line the §2 normalized function is much more distorted, but the technique can
calculate the shifted value 0f85 years.

To make sure that this is not a chance observational effetttifparticular selected lag, we
repeat this exercise for an assumed shift-0f5 years between the observed lightcurve and its
shifted copy, plus added ‘artificial microlensing’ withy;, = 0.1 mag. Again, the correct value
is clearly recovered in all realisations. This is particiylaonvincing because a lag of 0.5 years
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is the ‘worst case scenario’ with minimal overlap betwees tio lightcurves. To summarize,
moderate microlensing can be a cause of distortions of e dielay determination function, but
it is unlikely that microlensing dominates it completelytims dataset.
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FIGURE 4.15: We analyse the sampling effect in figechnique. We use lightcurves B ant] B’ being
a copy of B shifted).85 years and removing a number of poin#hin solid line we remove two random
points in the component’B Dashed line when removing four random points, there appears secondary
structure in thed? function. Thick solid line if three adjacent points are removed, tftenormalized
function is very similar to the one computed with lightcurves A and B (see Fig)4.11

4.4.2.2 Sampling

In order to study the effect of sampling on the shape ofsthieinction, we proceed as follows:
again, we consider the lightcurve of component B and an ic&ntopy of it shifted by0.85
years, lightcurve B Now we remove some points from lightcurvé. BResultingé? functions
are shown in Fig. 4.15 for three cases. The thin solid linedase in which two random points
have been removed from B. The minimum of tfenormalized function is still well defined, with
no secondary structure. For the dashed curve in Fig. 4.1B,rémdom points were taken away.
The shape of the function is distorted and a secondary dipapp For the thick solid line, three
adjacent hand-picked points (epoct#7.12, 1997.21, 1997.27) were excluded. Surprisingly,
although all the remaining data points have identical sgpiti B' as in B, the removal of the three
points causes a secondary minimum in #idunction, which is very similar to the one obtained
for the real data, using the observed lightcurves A and B. #&ibl). This case is very illustrative:
it suggests that the sampling alone could be responsibliaéosecondary minimum found in the
real data (Fig. 4.11). This effect certainly deserves muardys From this preliminary analysis it
appears that better and denser sampling of quasar ligleswould be much more important for
time delay studies than fewer data points with higher phetoimprecision.

As above, we also want to check whether the particular valtleedtime lag plays an important
role, and we again repeat the simulation exercise with amaed lag of—0.5 years, and 4 ran-
domly selected points removed. The result is agsip - = —0.5 years, recovering the assumed
lag in all cases.
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4.4.2.3 Summary of microlensing/sampling effects

Summarizing, we can state that both microlensing and sagglifferences affect the shape
of the time delay determination function. However, modemaicrolensing will have only small
effects on these curves, whereas moderate (and unavdiddbferences in the sampling for the
two lightcurves can easily introduce effects like secopdainima. The primary minimum of the
52 method in all cases considered was still clearly represgittie actual value of the time delay.
Applied to HE 1104-1805, this means that most likely microlensing does notaffeich the time
delay determination, the features in the time delay detetian function can be easily explained
by the sampling differences, and the primary minimum apptabe a good representation of the
real time delay.

4.4.3 Implications for H, determination

If one wants to use the time delay to estimate the Hubble peterf), one needs to know the
geometry and mass distribution of the system. Accuratemsiry is available from HST images
presented by Lehar et al. (2000). There are also severallsfmiehe lens in the literature. In
W98, two models are described: a singular isothermal sphigheexternal shear and a singular
isothermal ellipsoid without external shear. The first middesimilar to Remy et al. (1998)
and Lehar et al. (2000). Courbin et al. (2000) also presentrhedels: a singular ellipsoid
without external shear and a singular isothermal ellipptid an extended component representing
a galaxy cluster centered on the lens galaxy.

The redshift of the lens in this system has been establishidipan et al. (2000) to be; =
0.729. Note that HE 11041805 is somehow atypical, in the sense that the brightespooent
is closer to the lens galaxy. We use the most recents modelseb@ASTLES group (Ledr et
al. 2000), described by a singular isothermal ellipsoicE}Sind a constant mass-to-light ratio
plus shear model){/L + ~). The derived value for the Hubble constant using the firsteho
(SIE) is Hy = (48 & 4) km s~' Mpc ! with 20 confidence level. AX//L + ) model gives
Hy = (624 4) km s~ Mpc™' (20), both forQ), = 1. The formal uncertainty in these values are
very low, due to the low formal uncertainties both in the tideday estimation and in the models.
Nevertheless, the mass distribution is not well constdiisace a sequence of models can fit the
images positions (Zhao & Pronk 2000). We note that other tsddé_ehar et al. (2000) will give
very different results foif,, but we did not use them because no error estimate was rdgdorte
them. Moreover, the angular separation is big enough toatxpeadditional contribution to the
potential from a group or cluster of galaxies (fMaz 2001, priv. comm.).

4.5 Conclusions

We have shown that the existing data allow us to constrairtithe delay of HE 11041805
with high confidence between 0.8 and 0.9 years, slightly drighan the one available previous
estimate. We have demonstrated that the six different tgaea employed in this study were
not equally suited for the available dataset. In fact, tlisecstudy has demonstrated that a very
careful analysis of each technique is needed when applyit@ga certain set of observations.
Such an analysis becomes even more important in the cas®d§ pampled lightcurves. In this
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sense, thé? technique showed the best behaviour against the poor sagnplnless the lack of
information due to sampling is so severe that it preventsldtermination of well defined discrete
autocorrelation (DAC) and cross-correlation (DCC) functjghe minimum of the)? function will
be a robust estimator for the time delay.

Our proposed time delay estimate yields a value of the Hupdtameter which now depends
mostly on the uncertainties of the mass model. The degeesratherent to a simple 2-image
lens system such as HE 1104805 currently preclude to derive very tight limits éfy. We note,
however, that there are prospects to improve the consdramthe model e.g. by using the lensed
arclet features visible from the QSO host galaxy. Even nberg seems to be a remarkable trend
in favour of a relatively low value of{,, consistent with other recent lensing-based estimates
(Schechter 2000).

Soon after this work was finished, Pelt et al. (2002) arguatittte uncertainties in our time delay
estimation were underestimated, probably due to the psartypled lightcurves. They forgot that
this was exactly our exercise: extract information when@arg is far from optimal. They also
argued that our notion of consistency regarding dispemsimmmization method was inappropiate.
Nevertheless, they did not explain why the inconsistencjowad in their method does not appear
in all the other techniques.

Recently, two teams have presented new photometries on HE-1I'BD5. Schechter et al.
(2003) showed three years of photometry obtained with thé.E)®.3m telescope. Although
the sampling was three points per month, they found suchoagimicrolensing signal that they
were unable to estimate a time delay for they system. Insthay analysed a variety of possible
causes for the microlensing signal. They concluded thattbst likely scenario was to consider
multiple hotspots in the quasar accretion disk, an ideacbaseGould & Miralda-Escué (1997)
and numerically simulated by Wyithe & Loeb (2002).

Ofek & Maoz (2003) observed HE 1164805 with the Wise Observatory 1m telescope. They
combined their photometry with that by Schechter et al. 800overing a total observing period
of five years. They measured a time delay\sf, 5 = —161*7*}] days (& and 2r errors). There
are various problems in this new estimate of the time delaiwhil be discussed in a future work.
We point them out here. The combination of the photometses very delicated issue. A little
offset in it can induce wrong time delay estimates. Furtleemthey detect a high microlensing
variability with a timescale of a month. But they do not showegailed analysis of the influence
of such a signal in the measured time delay nor in the erranatt. Obviously, microlensing is a
source of noise when computing time delays that has to béudlsraken into account.



Chapter 5

Analysis of difference lightcurves:
disentangling microlensing and noise in the
double quasar Q095%-561*

Link. After carrying out a monitoring campaign of a multiple image lensed quasar
and correcting for the time delay between the images, one is able to do mgiraien
studies of the system. There are different ways of exploring the possiti@ensing
fluctuations in the difference lightcurves. One way is using Monte Carlo siibua
This kind of simulations can be very useful in disentangling microlensingosimet
possible sources of noise, which are quite easy to mix up.

Abstract. From optical R band data of the double quasar QO%1A,B, we
made two new difference light curves (about 330 days of apebetween the
time-shifted light curve for the A image and the magnitutigted light curve
for the B image). We observed noisy behaviours around the lree and no
short-timescale events (with a duration of months), whieeetérm event refers
to a prominent feature that may be due to microlensing orhematource of
variability. Only one event lasting two weeks and rising -rBfag was found.
Measured constraints on the possible microlensing vaitiaban be used to ob-
tain information on the granularity of the dark matter in thain lensing galaxy
and the size of the source. In addition, one can also testiility @f the obser-
vational noise to cause the rms averages and the local ésabéithe difference
signals. We focused on this last issue. The combined phat@snevere related
to a process consisting of an intrinsic signal plus a Ganssigervational noise.
The intrinsic signal has been assumed to be either a smoottida (polyno-
mial) or a smooth function plus a stationary noise processoarrelated station-
ary process. Using these three pictures without microtgnsie derived some
models totally consistent with the observations. We findigcussed the sensi-
tivity of our telescope (at Teide Observatory) to severassés of microlensing
variability.

*Chapter based on the refereed publication Gil-Merino e@D1, MNRAS, 322, 397
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5.1 Introduction

5.1.1 Microlensing caused by the Milky Way and other galaxies

Dark matter dominates the outer mass of the Milky Way. In@ple, the population of the
Galactic dark halo may include astrophysical objects liieek holes, brown dwarfs, white dwarfs
or MACHOs (MAssive Compact Halo Objects) with stellar or selilat mass, as well as elemen-
tary particles (a smooth component). Today, from micratensurveys, we have some information
about the granular component (MACHOSs). The absence of veart glaration events — from a
fraction of an hour to a few days — implies that the dark halencd be dominated by planetary
objects — with masse)™® My < Mjnee < 1072 M. A joint analysis by theEROSand MA-
CHO collaborations indicated that MACHOSs in the mass rangeg M, < M < 1073M, make
up less than 25% of the dark halo (Alcock et al. 1998). Fronkelihood analysis, th1IACHO
collaboration concluded that a population of objects ofsra.5 M, is consistent with their first
two year of data. These MACHOs with stellar mass would havergortant contribution to the
total mass (Alcock et al. 1997; Gould 1997; Sutherland 1988 2000). However, very recent
results by theMACHO team, based on approximately six years of observations{ pmia rela-
tively small mass fraction (Alcock et al. 2000). For a typisae halo, the maximum likelihood
estimates suggest the existence of a Milky Way dark haloistimg of 20% MACHOs with mass
of ~ 0.6 M, (with a 95% confidence interval of 8%-50%). TE®ROScollaboration also agrees
with this small contribution to the dark halo by 0.6 M, objects (Lasserre et al. 2000). Lasserre
et al. (2000) derived strong upper limits on the abundan®@ATHOs with different masses. For
example, less than 10% of the dark halo resides in planetggcis. Moreover, they ruled out
a standard spherical halo in which more than 40% of its massae of dark stars with 1/
Finally, we remark that the Milky Way dark halo inferred fratre maximum likelihood method
(best standard fits by Alcock et al. 2000) is consistent vithHST (Hubble Space Telescope)
detection of a halo white dwarf population (Ibata et al. 7999 population of cool white dwarfs
contributing 1/5 of the dark matter in the Milky Way could éxip all new observational results,
but this hypothesis presents some difficulties (e.g., Ma@2@lcock et al. 2000): e.g., if the
MACHOs are white dwarfs, these stars will produce too muchrébal enrichment in the halo
(Freese et al. 2000); also the fraction of MACHOSs is larger e-dkact value depends on the
adopted cosmology — than the baryon fraction expected fnactensynthesis.

The information on the nature of galaxy dark haloes is stithély based on a local spiral galaxy
(the Galaxy), and so, the study of other galaxies seems aresting goal.

The Einstein Cross (Q223-0305) is az = 1.69 quasar lensed by a face-on barred Sb galaxy at
2 =0.0394 (Huchra et al. 1985). The time delay between thedoasar images is expected to be
less than a day (Rix et al. 1992; Wambsganss & Paslziy1994), and so, one can directly separate
intrinsic variability from microlensing signal. For thierds system, light rays of the 4 images
pass through the bulge of the foreground galaxy and therebigst evidence that microlensing
events occur (e.g., Irwin et al. 1989; Wozniak et al. 2000)e Bbserved events are interpreted
as a phenomenon caused by the granularity of the matteriassbevith the nearby spiral. For
providing an interpretation of th @ GLE Q2237+0305 microlensing light curve, Wyithe, Turner &
Webster (2000a) used the contouring technique of Lewis ¢1883) and Witt (1993) to put limits
on the microlenses mass function, ruling out a significamtrdoution of Jupiter-mass compact
objects to the mass distribution of the galactic bulge ofi¢ihaing galaxy (see Chapter 6 for more
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details on this system).

B1600+434 is another interesting gravitational miragedersy an edge-on disk galaxy. Koop-
mans & de Bruyn (2000) measured the radio time delay betweetmhimages of the system and
derived a radio difference light curve which is in disagreetwith zero. They investigated both
scintillation and microlensing as possible causes of timeintrinsic radio variability. If microlens-
ing is the origin of the ‘anomalous’ difference light curgieen it could indicate the presence of a
lens galaxy dark halo filled with MACHOs of mags0.5M.

5.1.2 Microlensing in the first gravitational lens system (Q095%561)

A third well-known microlensed quasar is the= 1.41 double system Q095b61A,B (Walsh
et al. 1979). The main lens galaxy is an elliptical galaxy)(eD: = 0.36 (Stockton 1980). While
the light associated with the image B crosses an internamegf the lens galaxy, the light path
associated with the component Axs5 arcsec away from the centre of the galaxy. The cD galaxy
is close to the centre of a galaxy cluster, and consequéhéyjormalized surface mass densities
k4 and kg are the projected mass densities of the lensing galaxy fhissec along the line of
sight, normalized by the critical surface mass density.t &eal. (1998) used the values, =
0.22 andkp = 1.24, which originate from an extended galaxy halo comgjstf the elliptical
galaxy halo and additional matter related to the clusteiis jtossible that a considerable part
of the extended halo mass does consist of a dark compon#rdaugh an estimate of the stellar
contribution (luminous stars) te, and kg is not so easy as in the Milky Way. For the image
B, if the fraction of mass in granular formz is dominated by normal stars and dark stars (i.e.,
MACHOSs) similar to the objects that have been discoveredarMiiky Way (Alcock et al. 2000),
and simultaneously, the main part of the halo mass is due moodth component(z; << kg,
rkpa << 1) and the source quasar is small, then we must expect sognitoascale microlensing
event caused by one star (luminous or dark) crossing thegdattis image. In the case of small
source/one star approximation, the timescale of an Emsaelius crossing will be,(years)~ 17
VM (M)[600/v:(km - s7)], whereu, is the effective transverse velocity. The magnification of
the B component has a typical duration from months to sey@als — depending on the exact
values of the source size and the effective transverseitielodor a 0.5-1M, star. Whenkgg Iis
high (k¢ ~ 1) and/or the source is large, several stars at a time mustriisedered and the model
by Chang & Refsdal (1984) is not suitable. The small sourcesteremodel by Chang & Refsdal
(1984) was generalized in the case of a small source and e dgtical depth (Pachgki 1986a)
and the case of an extended source and an arbitrary optthl (€ayser, Refsdal & Stabell 1986;
Schneider & Weiss 1987; Wambsganss 1990). Therefore, theafems by Chang & Refsdal
(1984), Pacziyski (1986a) and Wambsganss (1990) as well as new analgppabximations seem
useful tools for a detailed analysis of the optical micrsieg history of Q095%561. A long-
timescale microlensing signal was unambiguously obsefrad 1981 to 1999; see Pelt et al.
(1998), Press & Rybicki (1998), Serra-Ricart et al. (1999 ssgiently SR99). In this Chapter,
we concentrate on the rapid fluctuations.

In the past, using a record of brightness as a function of tmkiding photometric data (in
the R band) up to 1995 and assuming a time delay of 404 daydd3&B96, hereafter S96)
analyzed the possible existence of short-timescale neiosihg (rapid external variability on a
timescale of months) and very rapid microlensing eventsh(wuration of< 3 weeks) in the
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double Q095%561A,B. He found numerous events with quarter-year and Veoyt simescales
(a few days). S96 also claimed that the slower componennh{gweith a width of 90 days) can
be interpreted as the imprint of an important population afrolenses with planetary mass of
~ 107°M,. Assuming an improved delay value of 417 days, Goicoeched ef1998, subse-
guently G98) showed a difference light curve corresponttingpe 1995/1996 seasons in Schild’s
dataset. G98 obtained fluctuations which could be assaociitd microlensing events, in fact,
those results are in agreement with the existence of straolensing: the fluctuations in the
difference light curve are clearly inconsistent with zemd aimilar to the fluctuations in the quasar
signal (in amplitude and timescale). New work by Schild aotlaborators pointed in the same
direction: adopting a time delay of 416.3 days, Pelt et @9@) found that Schild’s photometry
shows evidence in favour of the presence of short-timesoaeolensing; Schild (1999) made a
wavelet exploration of the Q095561 brightness record, and reported that the rapid brigstne
fluctuations observed in the A and B quasar images (whosmangy be some kind of microlens-
ing) are not dominated by observational noise; and Colley Kil8¢1999), from a new reduction
of ‘old’ photometric data — subtracting out the lens galaxight according to th&iSTluminos-
ity profile and removing cross talk light from the A and B imaa®gertures — , derived a structure
function for variations in the R-band from lags of hours torgea time delay of 417.4 days and a
microlensing candidate on a timescale less than a day, vdoigld imply planetary MACHOSs in
the lens galaxy halo. So, from the photometry taken at Whi@dservatory 1.2 m telescope by
Schild, one obtains two important conclusions. First,ehsrevidence in favor of the existence of
a short-timescale microlensing signal. Second, this rajgidal seems to support the presence of
MACHOSs (in the halo of the cD galaxy) having a very small masswelver we note that Gould &
Miralda-Escué@ (1997) have introduced an alternative explanation to ¢issiple rapid microlens-
ing in the double Q095¥561A,B, which is related to hot spots or other moving struegun the
accretion disk in the quasar, and so, planetary objectsarevolved.

QO0957-561A,B was photometrically monitored at Apache Point Obstry (Kundt et al.
1995, 1997) in the g and r bands, during the 1995 and 1996 seaSchmidt & Wambsganss
(1998, hereafter SW98) analyzed this photometry and sedfoha microlensing signature. Con-
sidering the photometric data in the g band and a delay of 4%%,(5W98 produced a difference
light curve coveringz 160 days and concluded that it is consistent with zero. Tisare variation
in the difference light curve with an amplitude in excesst00.05 mag and the total magnitude
variation of a hypothetical microlensing signal is assutedae less than 0.05 mag (see the dashed
lines in Fig. 1 in SW98). They employed this last upper limitotatain interesting information
on the parameter pair MACHO-mass/quasar-size. The lack s#robd fluctuations rules out a
population of MACHOs withM < 103 M, for a quasar size of 26cm (25%-100% of the mat-
ter in compact dark objects). However, other possible stehée.g., a small source and a halo
consisting of MACHOs with\/ > 102 M, a source size of 20 cm and a halo with compact
dark objects of mass. 10~3 M., etc.) cannot be ruled out from the bound on the microlensing
variability in the 160 days difference light curve. In sSh@&W98 have not found reliable evidence
for the presence of rapid microlensing events.

The gravitational lens system Q095%61 was also monitored with the 1AC-80 telescope at
Teide Observatory, from the beginning of 1996 February @81.uly (see SR99). We re-reduced
the first 3 seasons (1996-1998) of Q09561 observations in the R band, made the difference
light curves for 1996/1997 seasons and 1997/1998 seasdrstuatied the origin of the deviation
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between the light curves of the two images. All the resulesmesented as follows: in Sect. 5.2
we present the difference light curves and report on newtcaings on microlensing variability.
In Sect. 5.3 we suggest different models that explain tHergifice signal. In Sect. 5.4 we discuss
the sensitivity of the telescope to different microlensipgaks’. In Sect. 5.5, we summarize our
results.

5.2 QO095#4561 difference lightcurves in the R band

We have been monitoring Q095561 from February 1996 with the 82 cm IAC-80 telescope (at
Teide Observatory, Instituto de Astrofisica de Canariasir$@ad have obtained a large R band
dataset. The contribution to the solution of the old cordrey regarding the value of the time
delay & 400-440 days or- 500 days ?) was the first success of the monitoring programo©Os
et al. 1996; see also Kuridet al. 1995, 1997; Oscoz et al. 1997).

In order to give refined measurements of both time delay atidadpmicrolensing, we have
introduced some improvements with respect to the origipalare photometry (see Oscoz et al.
1996). Reduction of the images A and B is complicated by thegmee of cross contamination and
contamination from light of the main lensing galaxy. The tods of contamination depend on
the seeing, and it is not clear what is the optimal way of oligi the best photometric accuracy.
Here each available night was reduced by fitting a profile éoitflages, which is consistent with
the point spread function of comparison stars. This new atetf reduction and the photometry
from 1996 to 1998 (the first 3 seasons) are detailed in SR99%lA tacluding all data is available
athttp://wwv. i ac. es/ proj ect/quasar/lens7. htm .

In the Q095%4-561 quasar, a time delay ef 420 days is strongly supported (e.g., G98). Using
the first 3 seasons of data, the time delay estimates (in SRO8§ 6425+4) days (from theé>-test,
which is based on discrete correlation functions) and {428 days (from dispersion spectra). A
comparison between the discrete cross-correlation fomethd the discrete autocorrelation func-
tion, indicates that a time delay ef 417 days is in disagreement with the photometry (see Fig. 16
in SR99), while a delay of about 425 days is favoured. Thus,depted a time delay of 425 days.

We concentrate now on the difference lightcurves. In ordestimate the difference lightcurve
(DLC hereatfter) for the 1996/1997 and the 1997/1998 seasanased 30 observations of image
A corresponding to the 1996 seasol9(), 28 observations of image B corresponding to the 1997
seasonB97), 44 photometric data of image A in the 1997 season datd$&) @nd 84 photometric
data of image B in the 1998 season datagi8). There are about 100 days of overlap between
the time-shifted (with time dela¥25 days) lightcurveA96 and the lightcurvé397, and about 230
days of overlap between the time delay-corrected lightesiA97 and B98. The main problem of
the 1AC-80 telescope (using the available observationa @in20-30 min/night) is related to the
photometric errors. The mean errors in the initially seddadatasets are approximately 19 mmag
(A96), 24 mmag (97), 28 mmag A97) and 24 mmag £98). For short-timescale and small
amplitude microlensing studies, these errors are largeoaedmust re-reduce the data (binning
them for obtaining lower errors). Because of the possiblé&rapcrolensing variability on one
month timescale, the timescale of the bins should not beame|& 10 days); it should not be
too small for having a sufficient number of data, and so, ikedbt small errors. The re-reduced
photometry consists of 12, 11, 22 and 36 ‘observations’ um feew (and final) dataset$96, B97,

A97 and B98, respectively. For bins id96, the timescales are less than 3 days and the mean error
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FIGURE 5.1: Difference lightcurve for 1996/1997 seasons —in the R band (ito@gs) —. We used bins
with semi-size of 9 days and adopted a time delay of 425 days. The times #&sdavith the circles are the
dates in the time-delay shifted lightcur®6 (see main text).

Is of ~ 12 mmag, for bins inB97, the timescales ar€ 8 days and the mean uncertainty is~of
16 mmag, for bins imM97, the timescales are als08 days and the mean error is lowereckt@0
mmag, and for bins iB98, the maximum timescale and the mean uncertainty are 6 day&@&n
mmag, respectively. Therefore, making bins with a maximumescale of~ 1 week (the mean
timescale is ofz 2 days), the mean errors are lowered by 7-8 mmag.

As we have seen in the previous paragraph, the brightnessdréar the A image 496 or A97)
Is measured only at a set of discrete time@ = 1,...,N) and the lightcurve for the B imagB{7
or B98) is also determined at discrete timgs(;j = 1,...,M). Since the observational lightcurves
are irregularly sampled signals, to obtain the DL/ B97 or A97/B98), we can use different
methodologies, for example, the interpolation suggesie8\W98 or the binning that appears in
G98. Here, we are interested in the DLC binned in intervath gize 2v — « is then the semisize
of the bin, see below — around the dates in the lightcut{€ (time delay-shifted lightcurvel). In
other words, each photometric measureméht at the date; + Arz4, whereArs 4 is the time
delay, will be compared to the observational d&4° = B; + < A > - < B > att; + Atps - «
<t; <t; + Arpga + a (BM? is the magnitude-shifted lightcurvg). The valuesB,’* within each
bin are averaged to give B]MS >, (¢ = 1,...,N), and one obtains the difference lightcurve (DLC)

_ MS Ts
51' =< Bj > _Az , (51)

beingi = 1,...,N.

The observational procest ®(t) can be expanded as an intrinsic sigs@) plus a noise pro-
cessn 4(t) related to the procedure to obtain the measurements, ancralensing signatn 4(t).
Hence,BMS(t) = s(t) + np(t) + mp(t). So, the deviation; must be interpreted as a combination
of several factors, i.e.,

(51' = [< Sj >y —Si] + [< np; > —nA,-] -+ [< mpj > —mAZ»]. (52)
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FIGURE 5.2: Difference lightcurve for 1997/1998 seasons —in the R band (ito@gs) —. We used bins
with semi-size of 8 days and adopted a time delay of 425 days. The deviafjpse¢ Equation 5.1] are
evaluated at discrete dates corresponding to the time-delay shifted lightt9iry

If s(¢) is a smooth function, thes = s(¢;) ands; = s(t;), while whens(t) is a stochastic process,
s; represents a realization of the random varialfle) ands; denotes a realization of the random
variables(t;). With respect to the observational noisg; is a realization of the random variable
na(t;) — similarly, np; is one of the possible values of;(¢;) —. Also, in Equation 5.2yn4, =
ma(t;) andmp; = mp(t;). From Equation 5.2 it is inferred that the difference slgmiél be never
zero, even in absence of microlensing. There is a backgrdamdnated by observational noise,
which is present in any realistic situation. In the case oy veeak or zero microlensing, we expect
a trend of the DLC rather consistent with zero (taking intocamt the standard erroes,... £y in
the deviations estimated from Equation 5.1). However, éndase of strong microlensing, several
deviationg|d;| should be noticeably larger than the associated uncegsint

For the 1996/1997 seasons (from the final datadétsand B97), using a time delay of 425
days and bins with semisize af= 9 days, we derived the DLC that appears in Figure 5.1. Two
thresholds are also illustratee:0.05 mag (discontinuous lines). In Figure 5.1, there is akpe
around day 1615: two neighbour points significantly deddtem the zero line, that verif;| >
¢;. If the whole DLC is modelled as a single Gaussian event aadl#ta are fitted to the model,
we obtain that the amplitude and the full-width at one-temgximum (FWTM) of the Gaussian
law must bex~33 mmag andv14 days, respectively (best-fit characterizedBiN ~ 1). Apart
from this very short duration event, which is probably calbg observational noise (see next
section), there is no evidence in favor of the existence aheamt on longer timescales. We note
that ‘event’ is used in a general sense, and it may be duedanicrolensing, observational noise,
a combination of both or other mechanisms. In particulaiSabild-event (events having a width
of three months and an amplitude-660 mmag; see S96) is found. Although the difference signal
is only tested during a 100 days period, the ‘sampling’ wdrédsufficient to find a Schild-event
belonging to a dense network of similar fluctuations (pesitind negative). In any case, from
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our second DLC (see here below), we must be able to confirmetréje existence of a network
of events with quarter-year timescale and an amplitudé¢ 60 mmag. Finally, there are bounds
derived on the amplitude of the microlensing fluctuations-dd.05 mag, which are similar to the
bounds for 1995/1996 seasons.

For the 1997/1998 seasons (from the final datad@tsand B98), we also made the correspond-
ing DLC. In Figure 5.2, the DLC and two relevant thresholdsdepicted. The difference signal
is in apparent agreement with zero, i.e., Figure 5.2 showaisy melationshipB™* = ATS, We
observe no Schild-events, and therefdahe, total difference signak{ 1 year of overlap between
the time-shifted lightcurve for the A component and the rntade-shifted lightcurve for the B
component) is in clear disagreement with the claim that 9Gdad+ 50 mmag fluctuations oc-
cur almost continuouslyOne can also infer constraints on the microlensing vdiigbin good
agreement with the DLCs for 1995-1997 seasons, a hypothaticeolensing signal cannot reach
values outside the very conservative interval [- 0.05 ma@,05 mag]. We finally remark that the
methodology introduced by SW98 (the technique of interpamtleads to DLCs similar to the
DLCs discussed here —i.e., Figs. 5.1 and 5.2 present no s@mifdifferences from those obtain
by SW98 —.

5.3 Interpretation of the difference signal

The DLCs presented in Section 5.2 are in apparent agreemirtheiabsence of a microlensing
signal. However, to settle any doubts on the ability of theavtsational noise in order to generate
the observational features (e.g., the very rapid eventgn3-i) and the measured variabilities (rms
averages), a more detailed analysis is needed. In thi®oeeete are going to test three simple
mechanisms without microlensing. In brief, the ability ofree models for generating combined
lightcurves and difference signals similar to the obseéovatl ones is discussed in detail.

The observational combined photometry consists of bothtdigrvesA” and B™S — here-
after, we use ‘combined photometry’ always in these ternasitamill be a synonym of ‘combined
lightcurve’ —. Thus, assuming that(¢) = 0, the combined lightcurve (CLC hereafter) must be
related to a processS(t) = s(t) + n(t). The intrinsic signak(t) is chosen to be either a smooth
function (polynomial; picture 1) or a polynomial plus a stetary noise process (picture Il) or a
correlated stationary process (picture 1ll). In the firsteegpicture 1), we work withs(t) = ZZ:o
a,t? (when the CLC is reasonably smooth, this intrinsic signalssiigable choice). The polyno-
mial law leads taC), = ZZZO ayth + ny at a date,, whereCy, (k = 1,...,N+M) are the combined
photometric data. Considering that the proce&$ is Gaussian with< n(t) > = 0 andc?(t) =
< n*(t) >, and identifying the measurement errefswith the noise process: (), the probabil-
ity distribution of n,, at a given timety, is Py (ng, ) = (LV/270,) exp(w?/202). Here, the angle
brackets denote statistical expectation values. As th@orarvariables:(t,), k£ = 1,...,N+M, are
independent (the noise is uncorrelated with itself), thetjprobability distribution of the noise
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vectorn = (nq,....y4a7) IS given by

N+M
Pm) =[] P
k=1
= (@) [T (1/ow) exp{—[C = > a,t2)?/207}. (5.3)
k=1 p=0

Maximizing the likelihood functionL =In P with respect to the parametets, or equivalently,
minimizing x2 = S0 MOy, — > oo apty)? /i, we find a possible reconstruction of the intrinsic
signal (and thus, a model). If this procedure does not waxk (2 /dof is relatively large, with
dof = N+M-(n+1) being the number of degrees of freedom), we perfafit including a stationary
intrinsic noise as an additional ingredient (picture 1Ihig new ingredient can account for noisy
CLCs. The intrinsic noisg(t) is taken to be Gaussian with 7(t) > = 0 ando?(t) = o7, and
moreovery)(t) is uncorrelated with both(t) and with itself. Now,C'(¢) = s(t) + £(t), wheres(t) =
Z;ZO a,t? andé(t) = n(t) + n(t), and we focus on the global noise proceg$. As the processes
n(t) andn(t) are Gaussian and mutually independent, their sum is agaus<tan, and the average
and variance of(t) are the sums of the averages and variances of both individise processes.
The probability distribution of;, at an epochy, can be written a®y, (&, ti.) = [1/V2r (03 402,,)'/?]
exp[<3/2(c} + ¢2,,)], and the joint probability distribution of the noise vecto= (&1,...£x+ 1)
should beP (&) = ffle Pr(&, tr). Finally, instead of the standard procedure (to maximize th

likelihood function), we equivalently minimize the funati

N+M n
=D (o} +0k,) +[Cr— Y a2/ (o + o2} (5.4)
k=1 p:[)

Through this method, the intrinsic signal is partially rastucted. We find the coefficients of
the polynomial and the variance of the intrinsic noise, Wtgrahe fit, the realizationg; (k =
1,...,N+M) remain unknown. However, the derived model pesns to make simulated CLCs and
DLCs, since only the knowledge of the smooth intrinsic law #mel statistical properties of the
noise processes are required for this purpose.

A very different procedure was suggested by Press, RybickieviH (1992 a,b, hereafter
PRH92). They assumed the intrinsic signal to be a correlatsary process. For this case
11, it is possible to reconstruct the realizationss¢f), provided that the correlation properties are
known. PRH92 considered that the observational na{gkis uncorrelated withs(¢) (and with
itself), and therefore, only the autocorrelation function(r) = < 5(¢)$(t + 7) > is needed, being
5(t) = s(t)— < s >. The autocorrelation function of the intrinsic signal ig known a priori and
must be estimated through the CLC. We can relate the autoatoreproperties to the first-order
structure functionD{" (7) by

DN (1) = (1/20) Y (5 — 1)’

< [3(t+7)—5(t)]* >= K,(0) — K,(1), (5.5)

~
~

N —
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FIGURE 5.3: The combined photometry of Q095361A,B for the 1996/1997 seasons in the R band
(magnitudes) — at Teide Observatory —. The open circles trace the tiniedsif 425 days) lightcurve
A96 and the filled squares trace the magnitude-shifted (+ 0.0658 mag) lightBar€T he lines are related
to two reconstructions of the intrinsic signal: considering an intrinsic sighttieokind polynomial plus
stationary noise (top panel) and the optimal reconstruction following the RRt¢®hod (bottom panel).

where the sum only includes thert) pairs verifying that,,, — ¢, ~ 7 (the number of such pairs is
v). From the CLC, one infers (e.g., Haarsma et al. 1997)

DV (r) =~ (1/20) ) [(C — C1)* = 07 — 7} (5.6)

S mli?

Im

which is an evaluation of the differend€,(0) - K;(7). As usual we assume a power-law form
for the first-order structure function, and perform a fit te fiower law. Finally, the variance of
the intrinsic proces#(,(0) is assumed to be the difference between the variance @&t and a
correction due to the observational noise. The whole teghmnis described in PRH92 and other
more recent papers (e.g., Haarsma et al. 1997).
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FIGURE 5.4: The first-order and second-order structure functions (1996/$easons of Q095561 in
the R band). The open circles are the values inferred from the oliseaiadata and the filled triangles
are the predictions from the reconstruction using a polynomial + statiomésg.nThe observational first-
order structure function was fitted to a power-l&w® (solid line in the top panel). Assuming this fit as an
estimation of the autocorrelation properties of a hypothetical correlatedretatiprocessKs(0) - K (7)),
the predicted second-order structure function is illustrated by a solid line ibdtiom panel.

5.3.1 The 1996/1997 seasons

For the 1996/1997 seasons, we first determined the corrdsgpoombined lightcurve (CLC).
In a second step, using the picture | (see above), we attenpfé the combined photometry. A
quadratic law § = 2) givesy?/dof = 1.65 (best fit), whereag? /dof(n = 1) = 2.52,x*/dof(n =
3) = 1.74 andy?/dof(n = 4) = 1.83. Thus the modelling of the CLC has proven to be difficu
Fortunately, the inclusion of intrinsic noise (picture Wjth moderate variance helps to generate
an acceptable fit. When the intrinsic signal is the previowst geadratic fit to which an intrinsic
noise witho;,,; = 9 mmag is added, we obtaj*/dof = 1.15 (*/(N + M) = 0.95 anddof =
N + M — 1). The quality of the fit has improved significantly with thed&gbn of the new noise,
whose varianced(,, = 9 mmag) is less than the mean variance of the observatiansgé rf=
12-16 mmag). In Figure 5.3 (top panel) the CLC and the recoctstn are presented. The open
circles represent the time-shifted lightcurd®6, while the filled squares are the magnitude-shifted
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FIGURE 5.5: Global properties of the measured photometry for QA% data of the 1996/1997 sea-
sons (filled star) and 100 simulation lightcurves (open circles). The mgletdnighlights the simulations
with 0.9 < x2/(N + M) < 1.0. The numerical simulations arise from M1, which is a model with three
ingredients: polynomial law + intrinsic noise + observational noise.

lightcurve B97. The best polynomial{ = 2) is traced by means of a solid line, and the two
lines with points are drawn at 9 mmag (the best value af;,;) from the polynomial. Apart
from the CLC, we checked the observational structure funstioy) (see Equation 5.5) an?
(Equation 5.7)as well as the predictions (with respect o dtiucture functions) from our first
succesful reconstruction. The observational secondratiecture function is computed in the
following way (see Simonetti, Cordes & Heeschen 1985; we takermalization factor equal to
1/6):

DR (7) & (1/61) Y [(C = 2Crm + C1)* = 07 — o3, — o2, (5.7)

I,m,n

wherey is the number ofi(m,n) valid triads so that,, — ¢, ~ 7 andt,, — t; ~ 27. The predicted
structure functions are

DO(r) = (1/20) Y [3(tm) = 8(8)]° + 0hs,
DA (r) = (1/61) ) [3(tn) — 28(tm) + 3(0)]* + i, (5.8)

I,m,n

wheres(t) is the fitted quadratic law. Figure 5.4 shows the good agesimetween the observa-
tional values (open circles) and the predicted trendsdfilimngles). This result confirms that the
reconstruction is reliable. The meaning of the two stralgigs in Figure 5.4 will be explained
here below.

Our interest in this work is less directly in the details ofigeq reconstruction of the underlying
intrinsic signal than it is in analyzing simulated datasmiasistent with the reconstruction and
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FIGURE 5.6: The true DLC for 1996/1997 seasons (left-hand top panel) togettie8 simulated DLCs
(via M1) —allin magnitudes —. The solid lines are fits to Gaussian events.idusuresult observed in the
simulated DLCs is the existence of events, which could be naively interpastetcrolensing fluctuations.

with the same sampling (dates) and errors as the measuredTda first model (M1) comprises
the best quadratic fit in the absence of intrinsic noise (aos!;moomponent) and a Gaussian noise
process characterized by a known variance at discrete fimes + o2,,. From M1 we derived
100 simulated CLCs and the corresponding DLCs. We remark thagach simulation (CLC), N
simulated data points represent a synthetic lightcut¥&, while the other M data are simulated
measurements of the magnitude-shifted lightcusveFigure 5.5 shows the relationship between
the values of /(N+M) (x> = S M [Cr — ()2 /[0? + 02,,]) and the rms averages of the DLCs
(rms =[+ P | 62]1/2). The 100 open circles are associated with the simulatetbptedries and
the filled star is related to the measured lightcurve. The {roeasured) lightcurves appears as
a typical result of the model. One sees in the figure a broageréor CLC-%/(N+M) (0.2-2.2)
and DLC-rms (8-36 mmag), and the true values of CLON+M) = 0.95 and DLC-rms = 22
mmag are well placed close to the centre of the open circkeilaliton. Thus, the measured
combined photometry seems a natural consequence of M1hvwhi@& model without rapid and
very rapid microlensing. However, due to the event foundigufe 5.1 (around day 1615) and
other local features less prominent than the event, we ctieskonclusion analysing the details
in the synthetic DLCs. In Figure 5.5, to provide some guidative open circles corresponding
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FIGURE 5.7: Gaussian events (they are classified according to their amplitude/dhiFfound in the
first 33 simulations via M1. The number of features as well as the amplitudttrae-scales show that
noise can explain most of the fluctuations.

to simulated datasets with CLEY(N+M) similar to the measured value have been enclosed in
a rectangular box. Also, we have drawn an elliptical surfeeetred on the filled star, which
includes (totally or partially) three open circles asstadawith the synthetic lightcurves analogous
(global properties of both the CLC and the DLC) to the true knghs record. As we must put
into perspective the very rapid event and other local ptogsediscovered in the true DLC for
1996/1997 seasons, this DLC and its features were compatiedhe three DLCs that arise from
the simulations. In Figure 5.6 we present the comparisohevants (each event includes a set of
two or more consecutive deviations which have equal signaaadot consistent with zero) has
been fitted to a Gaussian law and marked in the figure. The mezhfl C (left-hand top panel
and Fig. 5.1) is not different to the other three. In fact, im ®0G" simulation (s100; right-hand
bottom panel), two events appear. The positive event is ipainent than the negative event,
and this last one is similar to the measured one. With redpdtie regions without events, the
true variability cannot be distinguished from the simuldmes — i.e., the observed variability is
entirely consistent with noise —. To throw more light upoa fitoblem, we searched for Gaussian
events in 1/3 of all simulations (s1-s33), as a sample of thelevset of simulations because the
computation turned out to be very time-consuming. The tesué plotted in Figure 5.7: amplitude
of each event (mmag) vs. FWTM (days). There are a lot of eveitktsamplitude in the interval

[- 50 mmag, + 90 mmag] and duraticn 70 days. In particular, the probability of observing a
negative event is 15% and the probability of observing onenore events is about 50%. So,
it must be concluded thahe noisy (around zero) difference lightcurve based on fagens is
totally consistent with M1, and the deviations from the zere tan be caused by the combined
effect of the processegt) — the Gaussian noise process — (main contribution) a(l — the
stationary noise process —.

We also propose a reconstruction of the underlying inttisginal as realizations of a correlated
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FIGURE 5.8: Global properties of the true DLC for 1996/1997 seasons (fillegl atel 100 simulated
DLCs (open circles). The numerical simulations were made through a maigdling the optimal recon-
struction of a correlated stationary process and a Gaussian obseaVatdise process whose variance at
the dates of the real data is known.

stationary process (picture Ill). The observational finster structure function can be fitted to a
power-lawE7¢ (see Fig. 5.4, solid line in the top panel). If one considkis fit as an estimate of
the differences(0) - K(7) for a correlated stationary process, then it is straighifod to obtain
the predicted second-order structure function (see FHg.sslid line in the bottom panel: the pre-
diction is irrelevant to reconstruct the intrinsic sigralf it is necessary for testing the consistency
of the starting point<,(0) - K(7) = E7°) and to apply the reconstruction formalism by PRH92.
Therefore, we are able to find the realizations of the initipsocess at the observational timgs

(k = 1,...,N+M) as well as in the gaps between the observatidhs. PRH92 technique leads to
an acceptable fit with? /dof = 1.18 (dof = N+M-1), and our second successful reconstruction is
showed in Figure 5.3 (bottom panel). The knowledge of boghdptimal reconstruction and the
properties of the Gaussian observational noise processcaete times, (k = 1,...,N+M), permits
us to make 100 new simulations. In Figure 5.8 details of threeanerages of the DLCs are provided
(open circles). The observational DLC has a rms averagedfdtar) similar to the rms average in
a 1/5 (20%) of the simulated DLCs. Furthermore, four sima&éeCs with rms in the interval [20
mmag, 24 mmag] (in Fig. 5.8, this range of variability is leabwith two horizontal lines) appear
in Figure 5.9. From the new model (M2), DLCs with no events (b e analysis presented above,
the Gaussian events are related to ‘peaks’, or in other warel®nly made events around consec-
utive multiple deviations with equal sign and well sepafaten zero) and DLCs that incorporate
more or less prominent features are derived. We note thabafe(right-hand bottom panel) has
an event almost identical to the true one in Figures 5.1 afid®gure 5.10 shows the properties of
all Gaussian events in the simulated DLCs with rms in the iticiof the observational rms (open
circles). The measured event is also depicted (filled steug), we can see two simulated events
analogous to it. We finally conclude thhie observational DLC is in clear agreement with M2,
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FIGURE 5.9: Four simulated DLCs (via M2). For comparison with the true event inrBi§ul (see also
Fig. 5.6), the Gaussian events have been clearly marked on the panels.

and so, microlensing would be not advocated. In this frameW#liX), the observational noise
process can originate the measured deviations

5.3.2 The 1997/1998 seasons

The combined photometry for 1997/1998 seasons and thestaotion based on a polynomial
fit are showed in Figure 5.11 (top panel). The open circlesesgmt the time-shifted lightcurve
A97 and the filled squares are the magnitude-shifted brightreessd B98. There is no need for
the presence of an intrinsic noise, and a simple quadratioMarks well, leading toy?/dof =
0.85 (best fit). In Figure 5.11 (top panel), the solid linecésthe reconstruction of the intrinsic
signal. Besides the comparison between the measured CLC afidtéld polynomial, we tested
the predicted structure functions. In Figure 5.12 we prEttmwobservationaDél) andD? (open
circles; see Eqgs. (6-7)) and the predictions from the beatiqic fit (filled triangles; see Egs.
(8) with ¢;,; = 0). The laws traced by the dashed and solid lines in thisdigull be discussed
below. It is evident that the behaviours deduced from olagems and the predicted trends agree
very well, and this result indicates that the reconstrurcisorobust.

The first model for 1997/1998 seasons (M3) consists of the duesdratic fit together with a
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FIGURE 5.10: Gaussian events found in the numerical simulations (via M2) with 2&1s (mmag)<
24 (open circles). Events very similar to the real event (filled star) ardymed in two simulations.

Gaussian observational noise process (whose variangeads discrete timegy, & = 1,...,N+M,
being o, the measurement errors at the dates of observatjonUsing M3 we performed 100
simulated CLCs (and consequently, 100 simulated DLCs). Theagjlaroperties of the simulated
photometries (open circles) and the true dataset (filled at@ depicted in Figure 5.13. If we
concentrate on the simulations wit/N+M similar to the measured value (rectangular box), the
true DLC has a rms relatively small (of about 15 mmag), butsesiant with the rms distribution
associated with the simulated DLCs. We remark that 3 simariat{open circles in the elliptical
surface around the filled star) are analogous to the reahimggs record, and in Figure 5.14, their
DLCs can be compared with the true DLC. The measured differsigeeal (left-hand top panel
and Fig. 5.2) is a quasi-featureless trend and similar tather synthetic DLCs. There are no
significant events in these four DLCs with small global vaitigh We conclude thaa model with

no microlensing (M3) has the ability of generating ligth ees like the real data for 1997/1998
seasonsHenceforth, we are going to treat the ‘peaks’ as top-hatdatons, i.e., given a ‘peak’
including deviationsip,,...0pp at timestpy,...¢pp, the amplitude and duration of the associated
top-hat profile will be evaluated as the average of the iddial deviations and the difference
tpp — tp1, respectively. In Figure 5.14, a ‘peak’ (defined by two cgatius negative deviations,
which are inconsistent with zero) appears in the DLC fromafiesimulation (s7; right-hand top
panel). The ‘peak’ is marked by a double arrow that represee amplitude and duration of the
associated top-hat profile.

The analysis of the observational first-order structuretion (see Fig. 5.12) suggests that the
underlaying law could be intricate. To find the autocortietaproperties of a possible and plausi-
ble correlated stationary process causing the main panedblbserved signal (picture Ill), this ob-
servational structure function was firstly fitted to a noarstard lawD!" (r)=E7¢/[1+(7/T)">.

As showed in Figure 5.12 (dashed line in the top panel), this &kcellent. However, when we
attempt to reproduce the observational second-ordertsteufunction, an inconsistent prediction
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FIGURE 5.11: The combined photometry for 1997/1998 seasons in the R banci(t Dbserva-
tory). The open circles trace the time-shifted (+ 425 days) lightcut9e and the filled squares trace
the magnitude-shifted (+ 0.0603 mag) lightcurB88. The solid lines represent two reconstructions of
the intrinsic signal: the best quadratic fit (top panel) and the optimal recetisin following the PRH92
method (bottom panel).

is derived (dashed line in the bottom panel). The predidiails at~ < 70 days. Other functions
led to fits more or less successful, and finally we adopted thet pf view by PRH92. In Fig-
ure 5.12 (top panel) one sees a power-law behaviour uptd 40 days. The drop at the largest
lags is due to the coincidence of values in the starting amiihgnparts of the measured CLC.
Therefore, we assume that the observational first-ordectstre function is a reliable estimator of
K(0) - K4(7) atT < 140 days, whereas it is a biased estimatar at 140 days. The power-law
fit to the data at lags < 140 days gives the autocorrelation properties for the taied stationary
process, shown as a solid line in the Figure 5.12 (top pamkb.predicted second-order structure
function (Fig. 5.12, solid line in the bottom panel) is catent with the observational one up to
a lag of 70 days, and it deviates from the observational tednd> 70 days. However, since the
observational second-order structure function atlagassociated with the autocorrelation at lag
27, the observationw§2)(r > 70 days) will be related to the autocorrelationrat- 140 days,
which is poorly traced from observations. Thus the deviatiblargest lags is reasonable and the
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FIGURE 5.12: The first-order and second-order structure functions (1998 seasons in the R band).
The open circles are the values inferred from the observational détaeafilled triangles are the predictions
from the reconstruction of the kind polynomial. The observational firdeostructure function was fitted
to different laws, and two ‘reasonable’ fits are drawn in the top parssh@d and solid lines). If the fits are
interpreted as the differendé(0) - K(7) for a correlated stationary process, the corresponding predicted
second-order structure functions are illustrated by two lines in the bottael.pa

global prediction should be considered as a consistenitresu

Once the relationship between the structure function ardatitocorrelation has been estab-
lished, we can directly obtain both an optimal reconstarctf the realizations of the intrinsic
signal and a new model (M4). The relatively smooth recorsima is showed in Figure 5.11
(bottom panel; the¢?/dof value is of 0.86), and the associated model leads to 100 afions,
whose global properties (rms averages of the DLCs) are pesenFigure 5.15 (open circles). In
Figure 5.15, a filled star represents the true rms averagehwhconsistent (although marginally)
with the rms distribution from simulations. Finally, founalated DLCs with rms< 17 mmag (in
Fig. 5.15, the upper limit of 17 mmag is marked with one hantabline) have been selected for a
more detailed inspection. We found noisy behaviours ar@@nd and no events in these synthetic
DLCs, i.e., the results agree with the analysis of the re&dihce signal for 1997/1998 seasons.
The 4 quasi-featureless simulated DLCs appear in Fig. 5.J6aidin showed thaicrolensing
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FIGURE 5.13: Global properties of the true photometry for 1997/1998 seafibed §tar) and 100 sim-
ulated photometries (open circles). The numerical simulations are basgubtynamial plus observational
noise model.

IS not necessary. The real combined photometry and differsignal can be due to a set of real-
izations of two very different processes: a correlated statry process (intrinsic) and a Gaussian
noise (observational)

5.4 The ability of the IAC-80 telescope to detect microlensing
‘peaks’

The sensitivity of the IAC-80 telescope to microlensing &hility in a given observational DLC
IS an important issue which merits more attention. To expthe observations for 1996/1997
seasons and 1997/1998 seasons, we proposed (in Sect. B)ddals based on pictures including
only an intrinsic signal and observational noise. The satnohs arising from these models (100
simulated difference lightcurves per model) are a usefal to study the statistical properties
of the expected difference signal in the absence of micsohgn and so, to test the resolution
of the IAC-80 telescope for microlensing variability. In big 5.17 we present the probability
distributions of the rms values (DLCs) derived from M1 (sdiite) and M2 (dashed line). A
value of about 20 mmag has a relatively high probability of4B06, while a rms exceeding 36
mmag is inconsistent with both models, as can be seen ind-igdr7. Figure 5.18 also shows
the probability of observing (in the absence of microlegkidifferent rms values: via M3 (solid
line) and via M4 (dashed line). The rms averages in the iated9-27 mmag are highly probable
(20-40%), but a global variability characterized by eithas < 12 mmag or rms> 38 mmag can
be excluded. As a general conclusion, the rms of the diffexesignal induced by noise does not
exceed a threshold of 37 mmag. Therefahe rms values of future observational DLCs can be
used to discriminate between the presence of the expectkdrbaad (global variability with rms
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FIGURE5.14: The true DLC for 1997/1998 seasons (left-hand top panel) tageite3 simulated DLCs
(via M3). An only ‘peak’ is marked by a double arrow (see right-handpapel).

< 40 mmag) and the probable existence of true microlensingasigms> 40 mmag)

The previous discussion on the global variability is instireg, but it is not the main goal of this
section. Our main goal lies in discussing the sensitivitsheftelescope (taking into account typical
sampling, photometric errors, re-reduction and makinginé}ito several classes of microlensing
‘peaks’ (the cores of the microlensing events). We have,seebect. 3, a figure that shows the
properties of the Gaussian events (amplitude and FWTM) foaradsubset of simulations from
M1 (see Fig. 5.7). Figure 5.7 can be compared to the distobwif top-hat fluctuations found in
all DLCs generated with M1. In Figure 5.19 the distributiortlod top-hat fluctuations (basically
the properties of the ‘peaks’ associated with them) appeaacsa direct comparison between Fig-
ures 5.7 and 5.19 indicates the logical fact that Gaussigieaid to longer durations than top-hat
estimates. In the case of Gaussian fits, events with a dar@WwTM) of 1-2 months are abundant
and only features with a timescate70 days are ruled out. However, the ‘peaks’ (from M1) with
a timescale of about one month are scarce. To discuss the pbvesolution of the telescope for
local microlensing variability we chose the top-hat flutioias (‘peaks’) instead of the events. The
properties of an event (around a ‘peak’) depend on the as$proéle (e.g., Gaussian, Lorentzian,
etc.) and the global behaviour of the DLC, whereas the togshape directly traces the ‘peaks’,
avoiding to make assumptions on their wings and the use afetteof the corresponding DLCs.
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FIGURE 5.15: Global properties of the true DLC for 1997/1998 seasons (fitegl and 100 simulated
DLCs (open circles). The numerical simulations were made from M4 (seeted)n

DLC

DLC

-0.05

0.05

-0.05

0.05

-0.05

e

1 T

]

T

DLC
0
—
—d

I
0.05
T

P
1800

P
1850

P
1900
JD-2449000

jg%l [

]

il
il

i
I

PR
1950

P
1850

P
1900
JD-2449000

P
1950

-
2000

-0.05

—

T

T

T

DLC
0

I
0.05
T

I -
1800

P
1850

P
1900
JD—-2449000

-

Hﬁ} i)
it

T

P -
1950 2000

P
1800

P
1850

P
1900
JD—-2449000

P
1950

-
2000

FIGURE 5.16: Four simulated DLCs via M4. No events are found (for a comparsamFig. 5.2).
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FIGURE 5.17: Probability distributions of the rms averages of the synthetic DLCs.ntimerical simu-
lations were made from M1 (solid line) and M2 (dashed line).
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FIGURE 5.18: Probability distributions of the rms averages of the synthetic DLGCs ntimerical simu-
lations are based on M3 (solid line) and M4 (dashed line).
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FIGURE5.19: Top-hat fluctuations found in the numerical simulations based oWéEhow 84 features
that appear in 100 simulated DLCs.
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FIGURE 5.20: Top-hat fluctuations in 100 simulated (via M2) DLCs. They weradobb ‘peaks’.
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FIGURE 5.21: Top-hat fluctuations from M3. We note the existence of noisek§emith a duration

longer than 40 days. All these features are however associated withf@umate small gap in our pho-
tometry.
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FIGURE5.22: ‘Peaks’ from M4.
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In a few words, the top-hat structures are more local andffose assumptions than the events.
The ‘peaks’ from M2 (Fig. 5.20) are not so numerous as théhatgluctuations inferred from the
first model (M1). Moreover, the new cloud of points (openleisy is more concentrated towards
shorter durations. In fact, all ‘peaks’ have a timescalg @0 days. When one takes M3 (Fig. 5.21)
and M4 (Fig. 5.22) the situation is also somewhat differ@iie probability of observing a 40-60
days top-hat fluctuation is now of about 5%, although mostifes are due to a small gap of about
50 days around day 1815 (see SR99 and Fig. 5.2). Finally, &gbir19 and 5.22 inform on the
true ability of the IAC-80 telescope to detect microlensingtiiations in an observational DLC
free from gaps:a ‘peak’ with a timescale> 40 days should be interpreted as a feature related
to microlensing or other mechanisms different to the oke@aal noise, while as mainly caused
by the poor resolution at the expected amplitudes within tiberval [- 50 mmag, + 50 mmag],
the < 20 days microlensing ‘peaks’ cannot be resolved. Even irutliiely case of very short-
timescale microlensing signal with high amplitude, due ®smoothing by both the re-reduction
and the binning as well as the current uncertainty of one wedkertrue time delay, it would be

not possible to reliably reconstruct the microlensing ‘kga

5.5 Conclusions

Severak 1m class telescopes around the world are at present invirdifierent optical mon-
itoring programs of quasars with the goal to detect micrsilggy There are at least two ‘modest’
telescopes searching for microlensing signal related &o alfiptical galaxy (which is responsible,
in part, for the gravitational mirage Q095%61). The data taken at Whipple Observatory 1.2 m
telescope and at Teide Observatory IAC-80 telescope togeiliethe photometry from a 3.5 m
telescope (at Apache Point Observatory) represent a dfesdtie order to obtain an accurate time
delay in Q095%561, follow the long-timescale microlensing event in thagtem and find some
evidence in favour of very rapid and rapid microlensing (Hiaret al. 1995, 1997; Oscoz et al.
1996, 1997; Pijpers 1997; Schild & Thomson 1997; SR99; S9BgPal. 1998; SW9I8; G98).

With respect to the very rapid (events with a timescald weeks) and rapid (events with a du-
ration of 1-4 months) microlensing, the previous resulefgke this work) are puzzling. The com-
bined photometries (CLCs) from data taken at Whipple Obsenyataly can be well explained in
the context of a picture including intrinsic variabilitypgervational noise and microlensing vari-
ability on different timescales: from days to months (eS26). The long-timescale microlensing
does not play any role in a CLC. In particular, S96 reported eretlistence of a network of rapid
events with a few months timescale and an amplitude of ahd@ mmag (these features found by
Schild are called Schild-events). However, SW98 conclublatia picture with intrinsic signal and
observational noise (without any need to introduce verydrapd rapid microlensing) is consistent
with the observations at Apache Point Observatory. SW98rehbw a difference lightcurve in
global agreement with the zero line, but some doubt remainthe ability of the observational
noise for producing the negative and positive measuredti®eeaund ‘peaks’ (a ‘peak’ is consti-
tuted by a set of two or more consecutive deviations whiclelemual sign and are not consistent
with zero). In any case, SW98 observed no Schild-events.

In this work, motivated by the mentioned intriguing reswdtsmicrolensing variability, we an-
alyzed the data from our initial monitoring program with t#&-80 telescope (see SR99). We
focused on the possible presence of rapid microlensingtewerhe lightcurves of Q0957561
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and the sensitivity of the telescope (using typical obgemal and analysis procedures) to mi-
crolensing ‘peaks’. Our conclusions are:

1. Using photometric data (in the R band) for the 1996-19%8aes, we made two difference
lightcurves (DLCs). The total difference signal, which iséd on~ 1 year of overlap be-
tween the time-shifted lightcurve for the A component ararttagnitude-shifted lightcurve
for the B component, is in apparent agreement with the aleseinmicrolensing signal. We
can reject the existence (in our DLCs) of events with quaréa-timescale and an amplitude
of + 50 mmag, and therefore, Schild-events cannot occur alnoosinciously. On the con-
trary, they must be either rare phenomena (originated byaheiesing or another physical
process) or, because two observatories (Apache Point @itsgr and Teide Observatory)
found no Schild-events, artificial fluctuations associatgith the observational procedure
and/or the reduction of data at Whipple Observatory.

2. From a very conservative point of view, in our data, the laongbe of any hypothetical mi-
crolensing signal should be in the interval [- 50 mmag, + 50agm The rms averages
of the DLCs (global variability) are of about 22 mmag (199&®&1%easons) and 15 mmag
(1997/1998 seasons), and reasonable constraints on te@lposiicrolensing variability
lead to interesting information on the granularity of thekdeatter in the main lensing
galaxy (a cD elliptical galaxy) and the size of the source QQSThus the set of bounds
derived from 1995-1998 seasons (SW98 and this work) rulearuhportant population of
MACHOs with substellar mass for a small quasar size (Schn@é9)L

3. Inorder to settle any doubt on the ability of the obseoratl noise for generating the global
(rms averages) and local (events and other less prominatoirés) properties of the DLCs,
we have also carried out several experiments as ‘Devil'scates’. The measured variabil-
ity (the rms value, a very rapid event and some minor devia)iin the DLC for 1996/1997
seasons can be caused, in a natural way, by the observatmealprocess. In the absence
of microlensing signal, we proposed two different modeld (d@hd M2; see subsection 3.1)
whose associated photometries (simulations) are consisith the observations. In addi-
tion, the DLC for 1997/1998 seasons is a quasi-featuretess! twith relatively small rms
average. To explain the variability in our second obseoveti DLC, we again showed that
microlensing is not necessary. Two new models (M3 and M4 ssbsection 3.2) only in-
cluding the reconstruction of the intrinsic signal (assdras a polynomial or a correlated
stationary process) and a Gaussian observational noisegsoled to simulated DLCs in
agreement with the measured behaviour.

4. We finally show that from a typical monitoring with our tet®pe (observing times, method
of analysis, etc.) is not possible to resolve microlenspepks’ with< 20 days. The con-
fusion with noise does not permit the separation betweem nicrolensing features and
‘peaks’ due to the observational noise. However, all hypothl ‘peaks’ with a timescale
40 days must be interpreted as phenomena which are not asgbwiith the observational
noise (e.g., microlensing fluctuations). At intermediatgescales (of about one month) the
situation is somewhat intricate. Given a measured DLC, tlobadility of observing one
noise ‘peak’ (with a duration of about 30 days) is less thath 10 herefore, if we search
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for microlensing signal and find an ‘intermediate peak’, tektive probabilities that the
fluctuation is a noise feature or a microlensing ‘peak’arg:10.

The same procedure used in this work was applied by Davidlddc@lcalde, 2002) to the
next two campaigns (1998-2000) from the same telescopeingito the same conclusions as
described here. Recently, Colley et al. (2003) found that nmapid fluctuations in this system
might be due to seeing effects, in well agreement with ousynprocesses.

Since the microlensing study is done after correcting fertime delay between the compo-
nents, a wrong estimate of the delay can originate erronaarslensing conclusions. Goicoechea
(2003) has suggested that multiple time delays could bedhgi@n to the discrepancy between
different time delay estimates (425 vs. 417 days). This estjon is based on Yonehara’s idea
(Yonehara 1999) that the variability from the quasar acmnedisk takes place at different posi-
tions of the disk, introducing an additional delay. Ovalds¢ al. (2003) also found evidences in
this direction. This issue is very important in order to agtrinformation from the difference light
curve regarding microlensing.
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Chapter 6

Microlensing Simulations: limits on the
transverse velocity in the quadruple quasar
Q223740305

Link. Apart from Monte Carlo simulations seen in the previous Chapter, micrisigns
studies can also be carried out by means of ray-shooting simulations. mEtieod

is quite powerful: the microlensing fluctuations are statistically reproduced an
tracks in these maps can be translated into physical lightcurves. Agam,can
statistically asign probabilities to a certain fluctuation to be produced by a mingle
If microlensing fluctuations cannot be found in a given system when texpebis
can also be translated into some physical information. In this Chapter weeréiis
procedure and apply it in a not previously used manner.

Abstract. We determine upper limits on the transverse velocity of #resd
ing galaxy in the quadruple system Q223)¥305, based on four months of
high quality monitoring data. By comparing the very flat ligitves of com-
ponents B and D with extensive numerical simulations, weenae of the ab-
sence of microlensing in these two components to infer thaeréod of that
length is only compatible with an effective transverse gi#joof the lensing
galaxy ofuv,,, < 570 km/s for microlenses masses &f je,s = 0.1M, (or
vpuk < 2000 km/s for microlenses masses ol jens = 1.0Mg).

*Chapter based on the refereed publication Gil-Merino, Wagahss, Goicoechea & Lewis,
2002, A&A, submitted
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6.1 Introduction

Measurements of the peculiar motions of galaxies can peositbng constraints on the nature
of dark matter and the formation and evolution of structarthe Universe. However, determining
such ‘departures from the Hubble flow’, utilizing standarstahce indicators as the Tully-Fisher
relation for spirals and th®,, — ¢ method for ellipticals (e.g., Peebles 1993), have provdakto
quite difficult. While these methods provide radial peculrations, transverse peculiar motions
are also required to fully constrain cosmological modelswkler, the determination of transverse
velocities is an extremely difficult task, generally beydinelreach of current technology. Recently,
Peebles et al. (2001) suggested the use of the space mi&idnand GAIA to estimate the
transverse displacements of nearby galaxies. Roukema atlitk BE§99) claimed that transverse
galaxy velocities could be inferred from multiple topolcgliimages, under the hypothesis that the
‘size’ of the Universe is smaller than the apparently ‘okabte sphere’. In spite of these efforts,
the transverse motions of galaxies are currently unknown.

Dekel et al. (1990) showed that the local galaxy velocitydfiehn be reconstructed assuming
that this field is irrotational, and thus, the measuremenihetransverse velocities could be used
to test this assumption. In fact the determination of trans¥ motions would be very useful to
discuss the quality of the whole reconstruction. From agopwoint of view, the reconstruction
methods are powerful tools to estimate galactic transversens.

Grieger, Kayser and Refsdal (1986) also suggested usingtagfamal microlensing of distant
guasars to determine the transverse velocity of the lergafaxy via the detection of a ‘microlens
parallax’ as the quasar is magnified during a caustic crggsiee also Gould 1995). The deter-
mination of this parallax, however, requires not only grdioased monitoring, but also parallel
measurements from a satellite located at several AU.

The gravitational lens Q22370305 consists of four images of:a = 1.695 quasar lensed by
a low redshiftz, = 0.039 spiral galaxy (Huchra et al. 1985). Photometric monitoniagealed
uncorrelated variability between the various images rpreted as being due to gravitational mi-
crolensing (Irwin et al. 1989). This interpretation was fooned with dedicated monitoring pro-
grams (e.g., Dstensen et al. 1996; AMak et al. 2000a,b; Alcalde et al. 2002). Q228805
is the best studied quasar microlensing system. Using tars yd monitoring data, Wyithe et al.
(1999) recently used the derivatives of the observed neahg lightcurves to put limits on the
lens galaxy tranverse velocity of Q228@305.

Here in this contribution, we also determine upper limitglentransverse velocity of the lensing
galaxy G2237+0305 using a different method, based on a casopabetween about four months
of high quality photometric monitoring of the four quasaraiges and intense numerical simula-
tions. The details of the simulations are discussed in & &i2. In Section 6.3 we briefly present
and review the lens monitoring results, discuss the vdityalbif the two faintest components, and
outline our method to obtain limits on the transverse véyocihe results of this approach — the
constraints on the transverse velocity of the lensing galtaxare presented in Section 6.4 and
discussed in sections 6.6 and 6.5.
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6.2 Microlensing simulations background

6.2.1 Lens models of Q22370305

Several approaches have been employed in modeling thevebsienage configuration in the
system Q22370305 (Schneider et al. 1988, Wambsganss and Pa&r$994, Chae et al. 1998,
Schmidt et al. 1998). These models provide the parametiensarg to microlensing studies: the
surface mass density;, and the sheary, at the positions of the different images. The former
represents the mass distribution along the light patheptegl into the lens plane, while the latter
represents the anisotropic contribution of the matteridaetthe beams. We can normalize the
surface mass density with the critical surface mass de(saty Section 2.2.1 and Schneider et al.
1992 for more details),

2 Dy
z]crit = T~
47TG DdDds
whereD,, D; and Dy, are the angular diameter distances between observer arcksobserver
and deflector and between deflector and source, respectivelihe velocity of light and~ is the
gravitational constant. The resulting normalized surfaess density (also callebnvergencer
optical depth is expressed as = X /3.
We use here two different sets of values foand~ for the four components (Tab. 6.1), corre-
sponding to the Schneider et al. (1988) and the Schmidt €18P8) lens models, respectively.
We will demonstrate using these two sets that slightly d#ifé values for the two local lensing

parameters do not change the results, and hence that someaimy in~ and~ of the images
does not affect the conclusions.

(6.1)

Schneider et al. (1988) Schmidt et al. (1998)

Image « v K v
A 0.36 0.44 0.36 0.40
B 0.45 0.28 0.36 0.42
C 0.88 0.55 0.69 0.71
D 0.61 0.66 0.59 0.61

Table 6.1: Two different sets of values for the surface massitly,~, and the shear;, of the four

images are used, in order to see the dependence of the neshé [ens model (see References for
details).

6.2.2 Simulations

We use the ray-shooting technique (see Wambsganss 199), tb9®roduce the 2-dimensional
magnification maps for each of the gravitationally lensedges. All the mass is assumed to
be in compact objects — such as stars and planets — with notlsinatstributed matter (this
assumption is valid since the images are projected to ther paut of the lens galaxy, where stars
is the dominant matter component). All of the microlensitgeots are assumed to have a mass
of M, ens @and are distributed randomly over the lens plane. Taking account the effect of the
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shear and the combined deflection of all microlenses, ligi lare traced from the observer to
the source. This results in a non-uniform density of rayfitisted over the source plane. The
density of rays at a point is proportional to the microlegsmagnification of a source at that
position; hence the result of the rayshooting techniquenap of the microlensing magnification
as a function of position in the source plane. The relevaales@actor, the Einstein radius in the
source plane, is defined as

) (6.2)

Finally, the magnification pattern is convolved with a partar source profile. Linear trajectories
across this convolved map, therefore, result in microlendight curves (see also Schmidt and
Wambsganss 1998).

In general, the details of a quasar microlensing light culeeend on several unknown param-
eters: the masses and positions of the microlenses andziéhepsofile and effective transverse
velocity of the source. For this reason, the comparison @stmulated microlensing lightcurves
to the observed ones cannot be done individually, but rathestatistical sense.

(4GM,ulens DSDdS) 12
e = .

6.3 The Method

6.3.1 The idea in a nutshell

Before going into details of the method we use, we presentyasmple hypothetical scenario
to better illustrate the procedure. Generally, microlegsnagnification maps possess significant
structure, in particular they consist of an intricate neterfy high magnification regions, the caus-
tics . The density and the length of the caustics vary with/tilees of surface mass densityand
sheary. However, for a given pair of parametersand-, there is something like igpical distance
between adjacent caustics, though with quite a large digper For illustration purposes, we as-
sume now that we have a magnification pattern with caustatsatie equally spaced horizontal and
vertical lines (see, e.g., Fig. 6.1). Though this is far froeing a realistic magnification pattern,
its simplicity allows us to explain the relation between fuations in the microlensing lightcurves
and the velocity of the source in simple terms. The patteowshschematically the typical low
(dark) and high (white) magnification areas. The length ardihwof the low magnification areas
is exactly one unit length,,;;. If we compute the magnification along a linear tracgideone
of this regions, the resultant lightcurve will be flat. Howewhere is a maximum length for such
flat lightcurves: there cannot be any flat lightcurves withgin larger that,,.. = v/2 lunic. Now
suppose that this magnification map corresponds to a cdnyaiothetical gravitationally lensed
system and we have a flat observed microlensing lightcursesponding to an observing period
of tohs. Then we can calculate an upper limit for the velocity of tharse: V. = v/2lunit [tobs-

As stated above, true microlensing magnification maps arehrmore complex than the ideal-
ized case presented in Figure 6.1. But, nevertheless we tamdee an upper limit on the track
lengths in any magnification pattern in a statistical sehggust replacing théixeddistance be-
tween caustics by the realistic distribution of causti¢adises: this way we can get an upper limit
on the track lengths (ing) that are consistent with the observed variability. Thiperdimit on the
track length is labelled,,,... Since we know the duration of the observing petigd from the ac-
tual monitoring campaign, it is straightforward to obtaue upper limit on the transverse velocity
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FIGURE 6.1: Idealized magnification pattern to illustrate the idea of the method: Blaelk are low
magnification zones, the regular grid of thick white lines represent thdicsufsigh magnification areas)
and the thin white lines are example tracks due to the effective transversanrabtiee source which result
in flat lightcurves.

for assumed values of the lens mags,.,,; and the source size/profil&,,per = lupper/tobs-

Although the effective transverse velocity has contritmugi from all three components source,
lens, and observer as shown below, for the system Q2@305, the effective transverse velocity
is dominated by the effective transverse velocity of thesileg galaxy.

6.3.2 Monitoring Observations of Q223%-0305 to be compared with

This study employs the results of the GLITP (Gravitationahkes International Time Project)
collaboration which monitored Q2230305 from October 1st, 1999 to February 3rd, 2000, using
the 2.56 m Nordic Optical Telescope (NOT) at El Roque de losiabos Observatory, Canary
Islands, Spain (see Alcalde et al. 2002 for data reductitaildeand results).

The R band photometry employed here is shown in Fig. 6.2 .clear that whereas components
A and C show a relatively significant variability (see Shalyaet al. 2002 and Goicoechea et
al. 2002 for the analysis of the brightest component A), iesaB and D remain relative flat,
showing no signs of strong microlensing during the mommgrperiod. As the expected time
delays between the images are shgrtl(day), intrinsic fluctuations would show up in all 4 images
almost simultaneously and microlensing fluctuations degively easy to distinguish. Keeping in
mind the idea expressed in the previous subsection, we hedthtness of these two components
to statistically infer upper limits on the length of lineaac¢ks in the corresponding magnification
patterns.

For a given component (we here consider B and D), the largestiufition in the lightcurve
is given by the difference between the maximum and the mimirmagnitudes. Thuamy =
M X max — Mx.min, Where X denotes component B or D. For the simulated micsihgrlightcurves
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FIGURE 6.2: The R band photometry of Q2288305 from the GLITP collaboration. The observing
period was from October 1st, 1999 (JD 2459452) to February 3th) 20D 2459577) with the Nordic
Optical Telescope at Canary Islands, Spain (details in Alcalde et al.)2002 components are labeled
from A to D (Yee 1988).

the condition to be fulfilled then isAm x (simul) < Amx, whereAmx (simul) is the difference
between the maximum and the minimum in the simulated lighegagain X is component B or
D). For component B we obtainedmz = 0.116 mag and for component D\mp = 0.155 mag
(see Fig. 6.3).

6.3.3 Microlensing Simulations

We computed magnification patterns for quasar images B andibg the Schmidt et al. (1998)
model for the values of and-~ (cf. Table 1). We assumed all compact objects have the sarsg ma
M ,uens- The physical sizes lengths of these maps wére; covered byt500 pixels, resulting in
a spatial resolution of 300 pixels per Einstein radigs The effect of the finite source size is
included by convolving the magnification patterns with ataier source profile. We adopted a
Gaussian surface brightness profile for the quasar. Theesaize is defined by the Gaussian
width 0. We used three different values@$= 0.003 rg, 0.01 rx and0.05 rz. This corresponds
to ’physical’ sizes fron® x 10'* cm to3 x 10'* cm for M, ., = 0.1M,,, and a factor of/10 larger
for lens masses a¥/,,...s = 1.0M, (range of sizes favoured by various authors: e.g. Wambsgans
et al. 1990, Wyithe et al. 2000b).

In Fig. 6.4 we show a portion of one of these magnificationgoatt (for component D): the side
length is4 r, and it was convolved with a gaussian profilergf = 0.01 rx. White color indicates
high magnification while black means low magnification. Timedr track drawn inside Fig. 6.4
illustrates the calculation procedure: we start at a rangosition and with a random direction.
This is indicated by an arrow at the beginning of the white ltthe top. We determine the magni-
fication along the track and construct in this way a lighteupeint by point. Whel\m p (simul)
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FIGURE 6.3: R band lightcurves of images Q2237305 B and D on an expanded scale, with the bands
defined by the the maximum and the minimum in each component. The widths of trededreAmp =
0.116 mag andAmp = 0.155 mag.

— the amplitude between maximum and minimum of the so fartoaected lightcurve — gets larger
than Amp the construction of this particular light curve is stoppaxd the length of the track,
is determined. This corresponds to the white part in Fig. 6.4

In order to statistically infer an upper limit on the permadtlength of the linear tracks across the
magnification maps we do the following (for a given source)sizve randomly select a starting
pixel in the magnification pattern of one of the images, leassume it is component B. Then
we also select a random direction for which the magnificasilmmg a linear track is going to be
computed.

As the next step, a random starting point in the magnificgtettern of the other image D is se-
lected. However, this time the direction is not arbitraryreTdirection of motion in the two images
relative to the external shear is fixed, the displacementiseo§ource in the magnification maps B
and D are no longer independent. In fact, because of the-tkesgeometrical configuration of
the system, they are orthogonal to each other (see Fig. @iSateal by Kent & Falco, 1988; Witt
and Mao, 1994; Schmidt et al., 1998). Thus, once the direetidghe magnification pattern B is
selected, the one in the magnification pattern D is detemrasevell. So in this way we construct
simultanously the lightcurves for quasar images B and Dtgmyjrpoint along linear tracks.

When eithetAmg(simul) or Amp(simul) —the amplitudes between maximum and minimum
of the so far constructed lightcurves for images B and D — angelr thamAm g or Amp, respec-
tively, then the construction of this particular pair ofHigurves is stopped, and the length of the
two tracks/, is determined. This corresponds to the white part in Fi}. 6.

We did this for10® pairs of tracks and stored theK# values for the respective maximum lengths
[. From this distribution we can now derivg,,., from the cumulative probability’(I < l,pper)
= 95%, i.e., the 95 per cent upper limit on the allowed patlytles. The whole procedure was
repeated for magnification patterns constructed with«thend ~ values of the Schneider et al.
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FIGURE 6.4: A small part of the total magnification pattern for component D, comebWith a gaussian
profile withog = 0.01 7. The sidelength i r¢. The length of the track is determined in such a way as to
fulfill the criterion Amp(simul) > Amp, which corresponds to the white part (the beginning of the track
is indicated by the arrow.

(1988) model, see Table 1. The results were indistinguishab

6.4 Results

The resulting cumulative probability distributions foettarious simulations are shown in Fig. 6.6.
These lines represent the integrated probabilities faagetrack lengths in units of Einstein radii.
The three curves represent the three different source sigeonsideredo, = 0.003 rg (thin
line), oo = 0.01 rg (Mmedium line) andrg = 0.05 rg (thick line).

From each distribution we can determine the upper limit anlémgth of the tracks consistent
with the variability of the observed lightcurves defined hg bands described before. The three
limits are (95% confidence limit):

lupper = 0.11 g for og = 0.003 rg,

lupper = 0.12 75 for og = 0.01 rg,

and

lLupper = 0.12 g for oo = 0.05 7.

We can also estimate an error for these numbers fromy/iNe — it is a Poissonian process, as
the photon statistics in CCDs —, whebléis the number of simulations at t#% point. The
error is+0.02 rg. So within this error estimation, the results are compatif@ing the same for the
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FIGURE 6.5: Relative positions of the quasar images, galaxy centre and galaxy'ba direction of
motion relative to the external shear is not independent between the imegmssk of the cross-like geo-
metrical configuration. This is orthogonal between image<Zfand BLD.

three source sizes considered. These numbers can be eohied physical quantities by using
Eg. 6.2 and a given value for the mass of the microlen£g,,;. As we are observing the inner
part of the lens galaxy, a resonable range for the microfensass i).1Mq < M jens < 1M
(Alcock et al. 1997, Lewis & Irwin 1995, Wyithe et al. 20004&)sing the observing period time,
tobs = 126 days, we can then dedueg,,.,, the 95% limit on the effective tranverse velocity in
this lens system.

In calculating the effective transverse velocity of thesl@mthe lens plane from these numbers,
we need to use the following expression (Kayser et al. 1986):

]' DdS—)

1 1 D
Vobs) (6 . 3)

/AL S LY
1—}-st$ 1+ZdDdUd+1+ZdDd

whereV is the effective transverse velocity of the systamthe velocity of the sourcej; the
velocity of the deflector (lens), and,, the velocity of the observer. The effective transverse
motion of the lens includes the true transverse velocityhefdalaxy as a whole and an effective
contribution due to the stellar proper motions. The adoptsology if2, = 0.3, A, = 0.7 and

Hy, = 66 km sec! Mpc~!. andz,, z, are the redshifts of the source and deflector, respectively.
Putting in the respective values in Eq. 6.3, we get:

V = 0.37 vy — 10.55 vg + 10.18 vgps. (6.4)

Comparison of the Earth’s motion relative to the microwavekigagound (Lineweaver et al. 1996)
with the direction to the quasar Q2280305 indicate that these vectors are almost parallel, $o tha
the last term in the right side of Eg. 6.4 can be neglectedhEtmore, assuming that the peculiar
velocities of the quasar and the lensing galaxyandv,, are of the same order, the first term can
be neglected as well, since its weight is only abgiitof the total. In this way, we just keep the
expression

V >~ 10.55 vy. (6.5)

An upper limit for the effective transverse velocity of theng measured in the lens plang,
can now be calculated by just settiig= vypper, Wherev,,pe: is the 95% limit on the effective
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FIGURE 6.6: Cumulative probability distribution for the maximum lengths of the lightcudetsrmined
by the criterionAmp(simul) > Amp or Amp(simul) > Amp for three different source sizesy =
0.003 rg (thin line),ocq = 0.01 rg (Mmedium line), andrg = 0.05 rg (thick line).

transverse velocity, as inferred from the simulations. Témulting value for the limit on the
transverse velocity of the lensing galaxy obtained in thay Wepends on the assumed mass of the
microlenses and on the quasar size. Fj.,.s = 0.1M, the numbers are:

vg = 580 km/s

for the smallest source size, and
vg = 633 km/s

for the two larger sources sizes. The limits for masse®/pf,; = 1.0M, are
vg = 1840 km/s and vy = 2005 km/s respectively.

The results are summarized in Tab. 6.2.

source sizer(g) lupper (re) M =1Mg M = 0.1Mg

0.003 0.11 1840 km/s 580 km/s
0.010 0.12 2005 km/s 633 km/s
0.050 0.12 2005 km/s 633 km/s

Table 6.2: The limiting transverse velocity of the lens galaxy for three different source sizes. To
convert the length of the tracks i, into physical units, we need the mass of the microlenses. We
useM jjens = 1M and M, iens = 0.1Mg. The error estimation fak,, e, is £0.02 rg.

Itis even possible to place slightly stronger limits@g,.. The reason is that the actual effective
lens velocityv, is a combination of the bulk velocity of the galaxy as a whalg,() and the
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source sizer(g) lupper (Te) M =1Mg M = 0.1M

0.003 0.11 1817 km/s 508 km/s
0.010 0.12 1985 km/s 568 km/s
0.050 0.12 1985 km/s 568 km/s

Table 6.3: Same as Tab. 6.2 but using Eq. 6.6 to infer sligttlgnger limits on the effective
transverse velocityy,, of the lens galaxy. The error estimation 1Qg,., is £0.02 rg.

velocity dispersion of the microlenses, ). This latter effect was studied by Schramm et al.
(1992), Wambsganss & Kundic (1993) and Kun& Wambsganss (1995), and it was found that
the two velocity contributions combined are producing tfieative velocity in the following way:

Vg = \/vbulk2 + (CL U;Llens)Q (66)

wherea represents theffectivenessf microlensing produced by the velocity dispersion of the
stars versus the one caused by the galaxy bulk motion. The wdlthis effectiveness param-
etef is a ~ 1.3 (see Wambsganss & Kundic 1993, Kund Wambsganss 1995 for details).
Since the velocity dispersion of the lensing galaxy in Q228305 has been measured to be
vuens =~ 215 km/s (Foltz et al. 1992), we can use that and infer an evenrleakie for the
limit on the effective velocity of the bulk motion (using tkergest source size):

Upuk =~ 568 km/s for M ens = 0.1Mg, and

Upuk =~ 1985 km/s for Mjens = 1.0M.
In Tab. 6.3 the resulting values from applying Eq. 6.6 fotladl source sizes are shown.

6.5 Discussion

Wyithe et al. (1999) presented the first contribution foredetining the effective transverse
velocity of the lens galaxy in Q22370305 via microlensing. Here we compare this approach to
ours. First, as the Wyithe et al. method requires a numbein@iihensing events happening, they
need a base monitoring line of the order of 10 years or so. Gathad — based on the absence
of microlensing fluctuations — can be applied to shorter nooimg base lines (typically one order
of magnitude lower). Second, our statistics is simple aralgtforward: fluctuations higher than
the observations are ruled out in the simulations, no otesuraptions are necessary. Wyithe
et al. use the Kolmogorov-Smirnov statistic (and a modiieadf it), where the method has to
accept or reject a previously adopted hypothesis. Thim réisults in Wyithe et al. are slightly
guasar size dependent, contrary to ours: this can be unddrstinking that the source size plays
a more important role when microlensing fluctuations aresgmé (their method) but not during
quite episodes (our method). Fourth, although the resbitsimed by Wyithe et al. are model
dependent, their best case is a few per cent lower than ault eexl it is in very good agreement
within our error estimations. Finally, it is important totree that if outliers are present in the
photometry, the result will be overestimated (the realtlifar the transverse velocity will lower
than the obtained result) and thus a precise data reduatimegure is needed. This seems to be
true in both methods.
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6.6 Conclusions

Estimating peculiar motions of galaxies is in general adiftitask. Here we have derived upper
limits to the transverse velocity of the lensing galaxy ia tluadruple quasar system Q223805.
Using four months of monitoring data from the GLITP colladkion (Alcalde et al. 2002), we took
the limits from the lightcurves of components B and D, whesesttong microlensing signals are
present. The idea of the method is simple and straightfawathe galaxy is moving through the
network of microcaustics but no microlensing is presenhadbservations, this defines a typical
length of the low magnification regions in the magnificati@tterns, which in turn can be easily
converted into a physical velocity. This typical length éigled in a statistical sense from intensive
numerical simulations using two different macro modeldfierlens (which both produce the same
results). The resulting value obtained for this upper liomtthe transverse velocity of the lensing
galaxy isvpu < 570 km/s for lens masses aff = 0.1 M andwvyc < 2000 km/s for lens masses
of M = 1.0M. Within the error estimation for this limit, the result isdependent of the quasar
sizes considered. Future monitoring campaigns of this éimer anultiply imaged quasars can be
used to provide more and stronger limits on the transvereeities of lensing galaxies.
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Chapter 7

Weak lensing: the galaxy cluster
Cl 0024+1654 from VLT-BVRIJK
multiband photometry™

Link. The study of clusters of galaxies is a powerful way to get information on
the cosmological parameters. Mass and luminosity estimates of clustgrafieo
understand how dark matter is distributed in the Universe. Neverthelesse #re
several ways of analysing galaxy clusters and not all the methods gisathe results.

In order to find an explanation to these discrepancies, a detailed descripfighe
systems and their physical states are needed. Gravitational lensing alvesobtain

the total mass of a cluster independently of its dinamical state. In the lass$ yiea
improvements in the lensing techniques and in the observational instrummeikis
possible to get accurate mass distributions.

Abstract. We present a mass reconstruction using weak lensing asalfydie
cluster of galaxies CL00241654. We make use of a multiband BVRIJK pho-
tometry to get the photometric redshift of the backgrounidxges in the field.
This breaks the degeneracy in the mass estimate. We contpgaradss pro-

file to the luminosity one and find that mass is well traced bitlin a region

of radiusf < 3 arcminutes from the centre of the cluster. We obtain a mass
of M(6 < 230hg kpc) = (0.98 4 0.11) 10*hz, M, and a luminosity oL =
(0.4840.04) 10'2hg? L. The mass-to-light ratio i8// L = (20042) M /L,
assuming a constant behaviour in the analysed regionngrigtiuniversal mass

density profile to the data, we find a concentration parametef.88*3 5.

*A paper based on the results of this Chapter is in preparation
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7.1 Introduction

Clusters of galaxies are the largest structures gravitafypbound we know of in the Universe.
The analysis of such systems provides deep insides in uaddrsg the nature and content of dark
matter in the Universe, one of the key issues in cosmologysTimass estimates of galaxy clusters
deserve special attention.

Three independent methods are used to estimate the massiarslof galaxies: 1) the applica-
tion of the virial theorem, which relates the galaxy velpdtspersion with the total mass of the
cluster (Zwicky 1993, Smith 1936). Its limitations are th#iculty in measuring radial velocities
for large samples of cluster members and the assumptiomafidcal equilibrium, which can be
broken by substructure or/and infalls (Merrit & Tremblay#9. 2) From the X-ray emission of the
intra-cluster hot gas, assuming spherical symmetry andosyatic equilibrium in the cluster, one
can relate the density and temperature obtained from thecioster gas spectrum with the cluster
mass as a function of radius (Bahcall & Sarazin 1977). 3) Byguia gravitational lensing theory.
The gravitational lensing by cluster of galaxies can beddidiin two regimes: strong and weak
lensing. Giant lensed arcs and multiple images fall in th&y regime, while little distorsions of
background galaxies are the signature of the latter. The esténate through strong lensing fea-
tures is associated with lens modeling and gives tight caimst on the mass (Soucail et al. 1987),
although the method is only valid in the inner parts of thes@udefined by the multiple images.
The complementary approach is the weak lensing mass essirfraim the observed distortions of
background galaxies (Kaiser & Squires 1993, Squires & Kdi8€96). This method, with some
recent improvements on the original (see also Section 8.&e one we use in this work and it
Is described in some detail in Sec. 7.4. Also in the contexjratitational lensing, the measured
source depletion due to lens magnification can be used toa&stithe mass of a galaxy cluster, as
predicted by Broadhurst et al. (1995).

The galaxy cluster Cl 00241654 was discovered by Humason & Sandage (1957). It is one
of the most interesting distant clusters of galaxies, wite 0.395 (Gunn & Oke 1975), due to
the gravitationally lensed features that it produces. &a#gnal arcs in this system were firstly
detected by Koo (1988) and then spectroscopically obsdsyddellier et al. (1991). It is also
a very rich cluster, with a high central concentration ofjhtigalaxies and not dominated by a
single cD galaxy. Dressler et al. (1985) obtained a veladi$persion of( 1300 + 100) km s7!,
suggesting a very massive cluster of galaxies (Schneidak €1986). Bhringer et al. (2000)
and Soucalil et al. (2000) analised X-ray ROSAT observataSl 0024+1654, finding a mass
discrepancy of a factor 1.5 to 3 lower with respect to the mhical approach. Mass estimates
from gravitational lensing by Kassiola et al. (1992), Snedifl. (1997), Tyson et al. (1998) and
Broadhurst et al. (2000) using strong lensing models and bil%al. (1996) using weak shear
estimates are in general a factor of 2-3 higher than the Xeaylts. Recently, Ota et al. (2003)
found a discrepancy between lensing mass estimate andsefayfactor of 3, using observations
from the CHANDRA satellite. Czoske et al. (2002) proposed asiolt scenario where a high
speed encounter between two similar mass clusters wouldiexgl these discrepances. Being
this approach valid would imply that X-ray mass estimatesmarlonger possible without detailed
hydrodynamic simulations. Furthermore, Kneib et al. (2063 wide-fiedl HST analysis, found
significantly massive substructure at a distance of 1 Mpggsesting that the system might be not
relaxed.
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Filter Exp.time[s] Seeing’] Pixel Size[] F.O.V[']

B 4800 0.54 0.2 6'.86.8
\Y, 4800 0.57 0.2 6'.&6'.8
R 4800 0.48 0.2 6'.86".8
I 4200 0.52 0.2 6.%6’.8
J - - 0.2 2'5%2'5
K - - 0.2 2'.5x2’.5

Table 7.1: VLT data of the galaxy cluster Cl 0024654. BVRI bands were obtained with the
FORS camera and JK bands with the ISAAC camera. The field of (f€@V) of the two cameras
Is different, so the photometric redshifts can only be dakewl for the galaxies in the common
field of both cameras.

In this work we analyse multiband BVRIJK photometry of the gglaluster Cl 0024-1654.
In Sec. 7.2 we present the observations and data set. In Sasetlescribe the cluster members
distribution. Sec. 7.4 describes the mass estimates defrom the weak lensing signal whereas
in Sec. 7.5 we fit this results to an universal density profile.Sec. 7.6 we analyse the light
distribution and compare to the distribution of the pragecinass. Finally, in Sec. 7.7 we compare
our results to previous ones and conclude.

Throughout this Chapter we ug&, = 65 km st Mpct, Q;, = 0.3 and2, = 0.7. Using this
cosmology, at the redshift of Cl 0024.654,1’ corresponds to 230 kpc.

7.2 Data acquisition

The galaxy cluster Cl 00241654 was observed with the VLT at ESO. FORS2 camera was used
to obtain the B, V, R and | bands with a field of view of 6x8.8. The J and K bands were
obtained with the ISAAC camera and field of view of 2<8’.5. The photometric calibrations and
image stacking were done at the TERAP¥ata center. These data are presented in Tab. 7.1.

This multi-band photometry makes possible to obtain theéquhetric redshifts,;,,; of the back-
ground galaxies in the common field of the different bandse 3 },; were computed using the
fitting softwarehiperz (Bolzonella et al. 2000) by means of a comparison betweenpbetisl
energy distribution of galaxies inferred from our data 8YRIJK bands) and spectral templates
of galaxies with time-evolution correction models (a dethexplanation of this procedure can be
found in Athreya et al. 2002). In genera)y,,, errors obtained from thieiperzsoftware were found
to be Azynor ~ 0.05 at zppr < 1 anNdAzypee ~ [0.1 (1 4 zp50:)] fOr larger redshifts. It is important
to notice here the fact pointed out by Athreya et al. (200&) tising only BVRI photometry would
introduce a much larger error in these estimates, due tattiedf strong spectral features in the
wavelenghts covered by these filters. The distribution ddxges versus photometric redshift is
shown in Fig. 7.2.

Yhitp:/fterapix.iap.fr
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FIGURE 7.1: The galaxy cluster Cl 00241654 in the R band obtained with the FORS camera. The field
of view is6’.8 x 6'.8. North is up and East is left.
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FIGURE 7.2: Distribution of galaxies with photometric redshift in Cl 0624654 field. The photometric
redshifts were computed usifgperz software (see text for details) applied to the BVRIJK set of filters.
Theinner panneis the same distribution only in the redshift interval [0.37 0.45]. We canndfirca/reject
a bimodal distribution of galaxies — as suggested by Czoske et al. (208@¢+o the error estimates in the
photometric redshifts, too high for this comparison.
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7.3 Distribution of cluster members

Czoske et al. (2002) proposed a collision scenario basedebithodal distribution of the
redshift histogram of the cluster members . They found @lpegpk centered at= 0.395 (0.387 <
z < 0.402), i.e., at the known cluster redshift, containing 237 gela:and a secondary background
peak centered at= 0.381 (0.374 < z < 0.387) containing 46 cluster members. They interpreted
this as two clusters of galaxies in a merging process.

We looked into our data in order to check this hipothesis. Buée error estimates in the
photometric redshifts, large for this purpose althougltigeeenough for the weak lensing analysis,
we cannot confirm/reject this issue. In Fig. hBer pannele plot the distribution of galaxies in
the redshift range [0.37 0.45]. No bimodal distributionasifid.

The distribution of galaxies with respect to their R magaéts shown in thdeft pannelof
Fig. 7.3 and in theight pannelthe same distribution only for cluster members. This ilatss the
completeness of our sample. The sample is complete until BF8&gnitudes.
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FIGURE 7.3: To illustrate the completeness of our sample:lg¢fftepannelis the distribution of the total
number of galaxies in the field in the R band; ttight pannelshows the histogram of cluster members
against R magnitude. Our sample is complete until R=25.5 magnitudes.

7.4 Mass reconstruction from weak shear

The mass reconstruction method used here is the Aperture Blassitometry oc-statistics
described by Kaiser & Squires (1993), Fahlman et al. (198d)3quires & Kaiser (1996), with
some modifications introduced by Hoekstra et al. (1998). Y\l describe the method here and
refer the reader to those authors and references thereurtoer details.

The general idea of the method resides in two basic statsment

(a) that the surface mass density can be calculated inggheintegral expression for the shear
(see e.g. Bartelmann & Schneider 2001)

v0)== [ DO —0)K(0)d0 (7.1)

T R2
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where the complex functio®(0) =

91:71‘192)2 andd; andf, are the two components of the
vectord;

(

(b) that the shear can be approximated by the weak distoirtidime background galaxies in-
duced by the gravitational lensing potential of the clust&ithough this distortion is an
observable, not all the distortion observed in the backguayalaxies is due to gravitational
lensing: undesirable effects induced by the PSF (‘smeaamgl/or camara distorsions must
be properly corrected.

Following Hoekstra et al. (1998), we first quantify the stapkthe selected background galaxies
calculating the second moments of their fluxes and forming their 2-component polarization
(Blandford et al. 1991)

. L — I 2519

= and €g = —————. 7.2
Iy + Iy ? Iy + Iy (7.2)

€1
The PSF smearing or smear polarizabiliy" will change the shape of the objects and must
be corrected. It has two opposite effects. One comes fronatigotropy of the PSF, which
introduces a systematic polarization of the galaxies. Tthercone is the convolution of the PSF
with the seeing that tends to circularize the objects. THe & be estimated from the field stars
in the images, fitting a second order polynomial over the fld interpolating at the position of
the galaxies. After these corrections, the new galaxy aiion will be
P
€a — ea—zpsg*eﬂ (7.3)
ﬁ «

where asteriks denote measurements from the stars.

Since the seeing circularizes the shape of the objects,imp®rtant to take this effect into
account as well. In this way we will be able to have a ‘presgeshear polarizabilityP”, i.e. the
shear polarizability before ‘suffering’ the seeing effdaippino & Kaiser 1997)

PY = psh — _x_psm (7.4)

where P*" denotes ‘postseeing’ shear polarizability which can bedlly calculated from the
observations and asteriks denote again measurementsHeosters.
Finally, the distortion at a certain position in the image dol gravitational lensing is

B =)
Jo = Py (7.5)
Working in the weak lensing regime (when< 1) we can write(vy) ~ (g) (see e.g. Kaiser

& Squires 1993, Mellier 1999), the surface mass density caexpressed as (the so-calléd
statistics)

0>
c(el,eﬁ:n(sel)—fe(elses%):ﬁ | cename s
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and the mass within a certain aperture is given by
M(S 92) = /‘i(é 92) Zcm‘t T (QiDol)z (77)

whereX..;; is the critical surface mass density alg is the angular distance between the observer
and the lens. Also the critical surface mass density can peesged in terms of the angular
distances: ,

Zcrit = ‘ DOS 5

47 G Dol Dls
wherec is the vacuum speed of ligh§; is the gravitational constant and,,, D, and D,, are
the angular distances observer-sources, observer-lersmsources, respectively (see also Sec-
tion 2.2.1) .
With the photometric redshifts of the background sourégs,andD,, can be calculated, giving

a value for the critical surface mass density:

(7.8)

Yerit = 1.39 - 107 hgs M, kpc™2

FIGURE 7.4: Thek-isocontours obtained with the mass reconstruction process on the R bageldia
the galaxy cluster Cl 00241654. The field of view is the common area of the FORS1 and ISAAC cameras
(2.5x2'.5), where the photometric redshift of the background galaxies weslaged. North is up and East
is left.

The surface mass density profidéd) is plotted in Fig. 7.5. It is calculated by computing annuli
centered on the centre of the cluster — we assume the mostdusgalaxy is the centre, which
allows us to make comparisons with other authors —.
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FIGURE 7.5: The surface mass density profidglor convergence) from the weak lensing analysis of
Cl 002441654, using the image in the R band for the reconstruction.

7.5 Universal density profile fitting

Navarro et al. (1997, hereafter NFW) showed, through N-badystions, that the equilibrium
density profiles of CDM halos of all masses follow the simpkribution

50
PUO) = perit S T T 070,72

whered, is a scale radiug,. is a characteristic dimensionless density ang = 3H2/87G is the
critical density for closure (see Section friedmod. In gahdow-mass halos are denser, so having
higher values o6, than high-mass halos. The dimensionless density can bessqt in terms of

a concentration parametens

(7.9)

w e
3 In(l+c)—c/(1+c¢)

That halos follow this NFW mass profiles would favor a unigedominated by collision-less
dark matter. Nevertheless is not clear yet whether these [dffiles rule out alternative density
profiles, e.g. isothermal spheres (IS hereafter). ThismuEgey can be easily explained since both
NFW and IS profiles follow a similar—2 behaviour at short and intermediate radial distances (a
recent discussion on the validity and implications of theViNBensity profiles can be found in
Gavazzi et al. 2003).

The NFW profile results in a surface mass densiprofile given by (Bartelmann 1996)

de =

(7.10)

k(z) = 55% (7.11)
where
- = tan !\ /i, (>1)
fle)=9 1= \/12_7 tanh ™! }jr—ﬁ , (x<1) (7.12)
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Tr = 9/95 and"is = Perit (50 es/zcm’t-

Once the surface mass density profil@) has been calculated after the mass reconstruction
process, we fitted this profile to a NFW profile, obtaining tladues ford, ands.. We gotf, =
0.6315:25 andc = 9.881335. The fitted mass profile is plot in Figure 7.6.
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FIGURE 7.6: The mass profile from the weak lensing analysis of Cl 6aBb4. This done by computing
consecutive annuli (see Eq. 7.6) on the surface mass density mapp ir Eignfered on the cluster centre.
Theupper pannekhows the mass profile with the radius expressed in arcminutedoWwie pannelis the
fitted universal mass density profile NFW; the radius is expressed inkpomparison’ ~ 230 kpc).

7.6 Light distribution and mass-to-light ratio

Having the surface mass density distribution computed doffield, it is interesting to compare
this to the distribution of light in the same field. To do thigge computed the luminosity for each
galaxy in the same R-band we used for the mass reconstruction.

The luminosity was then computed assuming no-evolutionefsoand a K-correction for SO/E
galaxies, since it is assumed most of the cluster membeavad&d this classification (see Sec. 7.3).
The z=0.39 K-correction (the correction at the Cl 0024654 redshift) was kindly provided by
Damian Le Borgne based on models by Bruzual & Charlot (1993).vahe for the K-correction
in the R-band filter was 0.46.

In Fig. 7.8 we show the luminosity map for the cluster memlagrd the number density map.
We can compare these maps to thenap in Figure 7.4 to see how well theisocontours follow
the light distribution. The mass-to-light / L ; profile, which quantifies this comparison, is shown
in Fig. 7.7. Afitting to a constant give®/ /Ly = (200 + 2) M/ L.
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FIGURE 7.7: The mass-to-light ratia\{ / L r) profile of Cl 0024+1654 from the weak lensing analysis.
Fitting a constant to the data we obtdify Lr = (200 + 2)My /L.

7.7 Comparison with previous results and conclusions

Several lensing mass estimates have been reported sorfastirong lensing modeling. Kassiola
et al. (1992) and Smail et al. (1997) obtainktd < 220hs; kpc) = (2 + 0.2) - 10"hs) My,
whereas Tyson et al. (1998) obtained a slightly higher vali@ < 220h;, kpc) ~ 3.2 -
10"~z M. Broadhurst et al. (2000), including a new arc redshift mesment at: = 1.675 in
the lens modeling and thus breaking the mass-redshift @egeyin those previous models, ob-
tainedM (6 < 220hs, kpc) = (2.6 +0.06) - 10*hz; M, a value very close to that from Kassiola
et al. (1992) and Smail et al. (1997). They also claimed tbatessubstructure is required in
Cl 0024+1654 — contrary to what Tyson et al. (1998) concluded — dubddigh mass-to-light
ratio they assigned to the central luminous elliptical ges, implying a well local minima of a
more general potential.

Using X-ray ROSAT observations,dBringer et al. (2000) found a cluster mass(8f4) -
10Mhz; M, within a radius of3h;; Mpc. They also reported the core size of the mass halo
to be 66 52h;, kpc, compatible to those found by Tyson et al. (1998) and Betal (1997),
70h5, kpc and(40 4 10)hs; kpc, respectively. Bhringer et. al (2000) concluded that although
the X-ray mass is consistent with the core mass of strongrignesults, there could be much
more unrelaxed gas surrounding the cluster. Furthermanacal et al. (2000) from their X-ray
ROSAT+ASCA analysis found/ ( < 220hs, kpc) = 0.967552 - 10* s M., and extrapolating
the total mass/ (6 < 3hs) Mpc) = 1.4%52 - 10%h) M,

On the other side, from weak lensing studies, Bonnet et a@4)l®und a mass of- 10"°h;, M,
within 3hs; Mpc, assuming that the mass density profile remains isothleanthis distance. And
from the velocity dispersion of 26 cluster members, Schereddlal. (1986) inferred a cluster mass
of M (6 < 480hs; Kpc) = 6.6 - 10Mhzy M.

From our mass profile in Figure 7.6, we can obtain a refereatgefor the mass at a given
radius. Thus, we get a mass bf(0 < 230hg; kpc) = (0.98 & 0.11) - 101* M. This value is
in surprising good agreement with that obtained by Soudaal.e(2000) in X-rays and a factor
of 2 smaller than other previous estimates using strongrigng his result is surprising because
usually the discrepancy is between X-rays and optical eséis rather than between strong and
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FIGURE 7.8: Theleft pannelkhows the number density of galaxies members of Cl 8A5564. Theight
pannelis the luminosity distribution of the same galaxies. The field is the same as in Fig!.3.%, 6'.8.
North is up and East is left.

weak lensing ones, in the case of Cl 0824654. Furthermore, our estimates are also in agreement
with the results obtained by Ota et al. (2003) using the CHANDRray satellite.

Kneib et al. (2003) have recently presented a wide-field Hia@ysof Cl 0024+1654, based
on a panoramic sparse-sampled imaging. They detected wealg signal up to a radius of
~5 hy'5 Mpc. Moreover, they found a secondary mass peak located afpc NW of the cluster
centre, which corresponds with the substructure alreatiyctirl by Czoske et al. (2002). This
would mean that the galaxy cluster Cl 0624654 is not a ‘typical relaxed cluster at all. They also
found that the mass-to-light ratio (M/L) keeps constanaege radii —which agrees with our M/L
profile —.

These results suggest that numerical simulations wouldelpg elpful in order to carefully
analyse all these discrepancies and to explain the phystetal of Cl 0024-1654



Chapter 8

A search for gravitationally lensed arcs in
the z=0.52 galaxy cluster RBS380 using
combined CHANDRA and NTT
observations

Link. New clusters of galaxies are mainly discovered during X-ray survaysir
X-ray luminosity can be used to roughly estimate their masses. After threselipiy
discoveries, optical follow-ups are carried out in order to determine #wshifts of
such systems. With both the mass and the redshift one can assign ceotaaibifity to
a cluster as acting as a gravitational lens, suggesting a deeper and retadat! study
of a given cluster. But things are not usually as simple as this. If, e.g.t pources
are not properly removed when estimating the X-ray luminosity of a gathster,
erroneous conclusions can be achieved.

Abstract. CHANDRA X-ray and NTT optical observations of the distant
z = 0.52 galaxy cluster RBS380 - the most distant cluster of the ROSAGIBri
Source (RBS) catalogue — are presented. We find diffuse, noerisplly sym-
metric X-ray emission with a X-ray luminosity dfy (0.3 — 10 keV) = 1.6 10*
erg/s, which is lower than expected from the RBS. The reasohright AGN in
the centre of the cluster contributing considerably to the)Xflux. This AGN
could not be resolved with ROSAT. In optical wavelength wenidfy several
galaxies belonging to the cluster. The galaxy density i®ast times higher
than expected for such a X-ray faint cluster, which is anotbefirmation of the
weak correlation between X-ray luminosity and optical neks. The example of
the source confusion in this cluster shows how importantésolution X-ray
imaging is for cosmological research.

*Chapter based on the refereed publication Gil-Merino & Bdler, A&A, in press (also as
astro-ph/0306499)
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8.1 Introduction

The galaxy cluster RBS380 is part of a large optical progranmomearch for strong gravita-
tionally lensed arcs in X-ray luminous clusters selectesnfthe ROSAT Bright Survey (RBS,
Schwope et al. 2000), with a predicted probability for art4%%6. In addition to the optical im-
ages X-ray observations are taken in order to compare messasnined with different methods
and to use the X-ray morphology for lensing models. The maia of this project is to com-
bine X-ray and optical information, together with possiglavitational lensing information, to
constrain cosmological models.

The cluster presented here — RBS380 — is after RBS797 (Schirtdiér 2001) the second
cluster for which we have performed a combined optical anéyanalysis. The X-ray source
RBS380 was found in the ROSAT All-Sky Survey (RASS, Voges et 2861 1999) and classified
as a massive cluster of galaxies in the RBS. RBS380 is the moahti@duster of this catalogue.

We present here CHANDRA ACIS-l1 and NTT SUSI2 observations oitray cluster RBS380
atz = 0.52 and coordinates = 03 01 07.6, 6 = —47 06 35.0 (J2000).

We find a lower X-ray luminosity than expected from the RBS. Té®spn is source confusion
in the ROSAT data — the X-ray emission of the central AGN haenbmiixed up with cluster
emission —.

The high galaxy number density in this cluster is in conttasts low X-ray luminosity. This
is another confirmation that optical luminosity is not wedkielated with X-ray luminosity, see
e.g. Donahue et al. (2001) or the clusters ClI0938913 and CI0056 24 for extreme examples of
optical richness and low X-ray luminosity (Schindler & Wasglnss 1996, 1997; Schindler et al.
1998).

Throughout this Chapter we usk = 65 km/s/Mpc,§2\; = 0.3 and2, = 0.7.

8.2 Data acquisition and reduction

8.2.1 X-ray data reduction

The cluster RBS380 was observed on October 17, 2000 by the CHANBDR Observatory
(CXO). A single exposure of 10.3 ksec was obtained with theahded CCD Imaging Spectrom-
eter (ACIS). During the observations the 2 front-illuminated array ACIS-I was active, together
with the SO chip of the ACIS-$ x 6 array, although this last one was not used for the data reduc-
tion, since the expected cluster centre was placed on the-Aa@i@y. Each CCD in the ACIS-1 is
a1024 x 1024 pixel array, each pixel subtending.492 x 0”.492 on the sky, covering a total area
of 16".9 x 16'.9.

The data were ground reprocessed on February 28, 2001 by tAeNODRA X-ray Center
(CXC). The analysis of these reprocessed data was performim [§1AO-2.2 suite toolkit.

As upgraded gainmaps from preprocessing were availablese® theacis processeventgool
to improve the quality of the leve? events file. We also corrected for aspects offsets and retnov
bad pixels in the field. For that we used the provided bad pibechcisf02201000N001bpix1.fits
by the CXC. We built the lightcurve for the observation period ave searched for short high
backgrounds intervals. We found none, so no data filterirgveseded.
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Since we are interested in the diffuse emission of the gatdxster, special attention has to
be paid to the removal of point sources. This extra care isneetled when the count rate is
high enough, since the cluster emission can be seen eveoutvdiny processing. If the number
of counts from diffuse cluster emission is low, any not regtbyoint source can induce wrong
estimates. In a broadband.§ — 10 keV) image, we applied two different procedures for the
detection of sourcescelldetectandwavdetect The latter uses wavelets of differents scales and
correlates them with the image; the former uses slidingregeells with the size of the instrument
PSF. In generakelldetectworks well with well-separated point sources, althoughvwatlareshold
selection will obviously overestimate the number of pomiirges. On the other hanwavdetect
tends to include some diffuse emission regions as pointcesurfFor these reasons, a scientific
judgment must be applied in order to decide which regionstrnesdentified as point sources.
Using a sigma threshold daf)~% in the wavdetectoutine, we found 31 point sources, expecting
a probability of wrong detections of 0.1 in the image. Usinglagous criteria for theelldetect
routine we found no significant differences.

The correction for telescope vignetting and variationmdpatial efficiency of the CCDs was
done by means of an exposure map, using the standard precafdine CIAO-2.2 package. The
exposure map was generated for an integrated energy distnibpeak. The value of the peak
was slightly different depending on the included regionle&ng the whole effective area of the
ACIS-I array, the peak value was 0.7 keV. If the selected aras only the region covering the
central part of the cluster (a circle of radib5), the value of the peak was then 0.5 keV. We used
these two values for the reduction and we could not see anifisent change in the final result.

The background correction was done using a blank field backgt set acisC_i0123 bg evt -
230301.fits provided by the CXC. We used a blank field instead i@&géon from the science
image, since one cannot be sure a priori whether a certaiarrég the field is free of galaxy
cluster emission. The smoothing process for the final image done with thesmoothCIAO
tool and compared to the result using the IRAFmage Reduction and Analysis Facility) task
gauss(using ac = 20 pixels Gaussian) to be sure that no artificial features werated in the
convolution process. We found no significant differences.

8.2.2 Optical data reduction

The galaxy cluster RBS380 was observed in optical wavelengthtiae New Technology Tele-
scope (NTT) in service mode during summer 2001. The Supezin@émager-2 (SUSI2) camera
was used in bands V and R. The SUSI2 detector is a 2 CCDs afayx 2048 pixels each, sub-
tending a total area on the sky®f5 x 5.5 (the pixel size in th@ x 2 binned mode i9.16” / pizel).

In order to be able to avoid the gap between the two chips gtine data reduction process, dither-
ing was applied.

The data reduction was perfomed with the IRAF package. A tataiber of 6 images in R band
and 3 in V band in very good seeing conditiors (") were used in the analysis. The exposure
time was 760 sec for each image. For each band, after biamstibh, a standard flatfielding was
not enough to produce good results, because the twiligktgtawided by the NTT team contained
some stars and the scientific images showed stronger gtadiean the flats. A hyperflat (see

LIRAF is distributed by the National Optical Astronomy Obsxpries, which are operated by the Association of
Universities for Research in Astronomy, Inc., under coapee agreement with the National Science Foundation.
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e.g. Hainaut et al. 1998) was built to flat-correct the imagéfe briefly describe the hyperflat
technique here.

To produce a hyperflat we processed separately the prowdédht flats and the scientific
images, although the procedure will be analogous in both 3éie technique is to smooth strongly
all the bias subtracted and normalized frames (with e.g as€anc = 100 pixels). The result
Is then subtracted from the original frames, so one obtaweraflat background, but still with
stars in the images. Smoothing again the result with a sm@ldeissian (e.go = 20 pixels)
will show all the stars. One can then mark all these starsearotiginal frames, median average
them and reject the marked values. Applying this procedortné twilight flats set and to the
scientific images set, one obtains a final twilight flat and alfiright-sky flat, respectively. A
linear combination of these two yields the final hyperflat.

Once the images are flatfielded, they can be co-added, resurita deep image of the field and
free of chip gaps. Note that the whole procedure has to be fdomach filter.

FIGURE 8.1: X-ray image of RBS380 (z=0.52) in the (0.3-10 keV) band, adaptgtsmoothed with
the csmoothCIAO tool and cross-check with the IRAfausstask. The total area ist’ x 14’. The rotated
square shows the region that was observed in the optical band (V afdth&gircle with a radius of’.5
marks the area within which we have computed a count rate of 0.05 courusitlike X-ray sources have
been removed. North and East are marked.
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FIGURE 8.2: Optical R band image of RBS380 (z=0.52). The total aréais5’. North is up and East
is left.

8.3 Analysis and results

8.3.1 X-ray results

The final X-ray image after data reduction (including pomiirces removal) is shown in Fig. 8.1.
We encircle the main cluster emission within a radiug’df centred on the peak of the emission.
The count rate obtained in that area is 0.05 counts/s. We a@dthis count rate to the count rate
of the same region in the background fields, finding a value @ @ounts/s. We found that this
background count rate was in fact not very sensitive to itstjgm in the field, as expected. Using a
weighted average column densityf = 2.23-10%° cm~2 (Dickey & Lockman 1990), a Raymond-
Smith source model witl" = 5 keV and the cluster redshift = 0.52, the derived luminosity
is Lx(0.3 — 10keV) = 1.6 - 10* erg/s. Using slightly lower numbers for the temperaturehim t
source model (in the range 3-4 keV), reduces the final lunitynossult in only by a few per cent.
This is a relatively low X-ray luminosity for a massive clesbf galaxies. As the luminosity is so
low we were particularly careful with the background suttie and the removal of point sources.

The X-ray luminosity is lower than expected from the RBS resulhe reason is an X-ray point
source centred on the coordinates= 03 01 07.8 andy = —47 06 24.0. The point source is
probably an AGN which could not be resolved with ROSAT andéf@e not distinguished from
cluster emission. The AGN is probably the central clustdabga Within a radius of/” we find a
count rate of 0.07 counts/s for this point source. Using agydaw model with photon index 2,
the same column density as for the cluster and an energy farg3&0 keV], the obtained flux for
this AGN is fx = 8.2- 10713 erg cnt s~1. This AGN is one of the galaxies for which the RBS
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Name Q2000 02000 Counts [cts/s] L [erg/s]
AGN 030107.8 -470624.0 0.07 1.8410
RBS380 030107.6 -47 06 35.0 0.05 1.640

Table 8.1: Coordinates of the AGN and the cluster. The AGNr®oat at the centre of the cluster
emission. We also show the count rate for the two objectaxfabzed for the different apertures,
see text for details) and the luminosities, both in the [00ZeV] band (bolometric luminosity for
the cluster is given in Tab. 8.2). The contribution of the AGNarger than the cluster luminosity.
Both objects are at the same redshift of 0.52. An optical apart of the AGN is marked in
Fig. 8.7.

optical follow-up observations (Schwope et al. 2000) yaelé redshift of 0.52 (see Fig. 8.7). In
Tab. 8.1 we summarise the coordinates, count rates anddsimes of the AGN and the cluster.
In addition to the main cluster emission within a circle adites 1’.5 described above, we found
an asymmetric structure extending to both sides of this mejion. If this is cluster emission, it
could indicate that the cluster is not relaxed, but intengctvith surrounding material or/and an
infalling galaxy group. In any case we consider the infedXehy luminosity L x as an lower limit
for the cluster. Due to the low number of X-ray counts we ditperform any spectral analysis.

8.3.2 Optical results

Both V and R images show a high number density of galaxies. Tdie goal is to find a way of
selecting the cluster members in order to determine thentian and their spatial distribution. We
select cluster members through a colour-magnitude relaioplying it to all the galaxies detected
both in V and R bands.

We use the SExtractd(Source-Extractor) package to build the catalogue for esag and R.
First we extract all the objects detected in both images witletection threshold &fo over the
local sky. We show in Fig. 8.3 all the detected objects in dmthds, representing uncalibrated
magnitude vs. FWHM. In the two plots a vertical stellar locsislearly seen at the position of the
expected seeing for each image (FWHEM.1 for V and FWHM= 0.75 for R). We consider all
objects to the right of these values as being galaxies. IWthand, many objects lie on the lower
left side of the vertical stellar locus. We think the problendue to the low S/N value in the final
V image, built with only 3 original frames.

We select the galaxies present in both images and caliiratmagnitudes. For the calibration
we use data from the SuperCOSMOS Sky Sut®&BS). We obtain from the SSS the magnitudes
in R and B, for two galaxies in our field (see both marked in Fig. 8.7). Th&bration for our
R filter is straightforward. For our V filter we use the Bontained in the SSS. This means that
our V filter is not perfectly calibrated, but the offset doed imduce any difference in our results
(since we are interested in the shape/slope of the cologninale diagram of our galaxies, the
offset induces only a vertical shift of all the objects in filet).

In Fig. 8.4 we show the selected galaxies in both V and R ima§ss and deficient detections

2available at http://terapix.iap.fr/soft/sextractod@x.html
3http://www-wfau.roe.ac.uk/sss/
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FIGURE 8.3: All the objects detected in V (upper panel) and R (lower panel) bafddsrtical stellar
locus is present in both plots at the position of the seeing for each imagenddn@tudes are not calibrated.

(SExtractor indicates this with different flags) are regectThe number of galaxies is 452 in the R
filter and only 64 in the V filter. This represents a 70% of thaltaumber of objects detected in
R and only a 23% of the objects detected in V.
The next step is to cross-check which galaxies detectedeirvVtimage were also detected as
galaxies in the R image. We find that all the galaxies in V (6é)aso present in the R catalogue.
The existence of a relation between colour and magnitudeddy-type galaxies is well known
(Baum 1959; Sandage & Visvanathan 1978). In Fig. 8.5 we shevedtour-magnitude relation
for the selected galaxies. Since the presence of a red segjoéparly-type galaxies is an almost
universal signature in clusters (Gladders et al. 1998, @dexl& Yee 2000 and references therein)
and clusters at ~ (0.5 tend to concentrate elliptical galaxies in their centrgioas (Dressler et al.
1997), we look for this sequence in our data. We select omlygtiaxies below 23 magnitude as
this is our completeness limit (see Fig. 8.6 upper paneldormeteness), and we fit the remaining
galaxies by a straight line. Note that this fit is not senesitw calibration problems, these induce
only a vertical shift in the line. We used a robust statistio@thod based on minimizing the
absolute deviation, which is expected to be less sensiivaitliers compared to standard linear
regression (Press et al. 1992).

The result, presented in Fig. 8.6 lower panel, shows a regeseg with slope 0.06. According
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FIGURE 8.4: Galaxies detected in V (upper panel) and R (lower panel) bands. niEHgnitudes are
calibrated using the SSS archive.

to the predicted slopes for formation models of galaxy €lissas a function of redshift in Gladders
et al. (1998, see their Fig. 4), this slope is compatible witfalaxy cluster at = 0.5. This value

does not strongly depend on the cosmology. This is partigutéeresting because we would have
derived a most likely redshift of 0.5 from this prediction, which is in good agreement with the

actual redshift of 0.52.

8.4 Comparison: X-ray vs. Optical

In Fig. 8.7 we show the selected galaxies through the colmagnitude relation, using the R
image. We now want to compare the galaxy number density tdigtebution of the X-ray emis-
sion in the same area. For the number density map, using & inlege of the same size as the
optical image, we allocate pixels with value 1 in all the piosis where we detected a galaxy, and
then we smooth it strongly (i.e. with a 200 pixels GaussiaWe need such a large smoothing
Gaussian because of the low number of galaxies finally cedett this way we obtain the smooth
distribution of the galaxies in the field.

From the X-ray image we extracted the contour lines from theaeed region shown in Fig. 8.1
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FIGURE 8.6: Left panel In the distribution of galaxies for the R filter we see the completeness until the
23? magnitude, where there is a drop in the number of galaxies deteRiglt panel The fit shows a red
sequence of the detected early-type galaxies with a slope of 0.06.
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(which corresponds to the observed region in the optical)id). 8.8 we plot the galaxy number
density together with the X-ray contour lines. The main maxin peak in the number density
map is shifted by2 arcmin in SE direction with respect to the X-ray maximum. 8&ktheless,
galaxies are present close to the asymmetric X-ray featurdsth sides of the main peak (in N
and NE direction). These asymmetric features might indittae existence of surrounding material
interacting with the cluster, e.g. infalling galaxy groups

The number of galaxies to the limiting magnitude is at |€astnes higher than expected for a
such faint X-ray cluster (using the number of cluster memloetected in an Abell radius éf <
1.5 h~! within the centre of the cluster) but since the detection memmefficiency is not complete
due to the V band poor quality, this number could even be highkis is another confirmation
that number of galaxies and X-ray luminosity are not wellelated (see Table 1 for a comparison
with other X-ray underluminous clusters).
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FIGURE 8.7: Optical R band image of RBS380 (z=0.52). The total argd is 5. We have inverted
colours and marked the galaxies that were detected as cluster memberbatkifyand V bands with a
circle. The arrows indicate the two galaxies used for the calibration frorB 8% (see text for details). The
thicker arrow shows the AGN described in Sec. 8.3.1 and in Tab. 8.1. Manfhand East is left.

8.5 Conclusions

The X-ray source RBS380 was found in the RASS and identified asstéeclof galaxies in the
RBS. From the RBS catalogue, the cluster was expected to be vesivaalue to its inferred
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FIGURE 8.8: RBS380 galaxy number density in the R band (left panel) and the/<entours for the
same region (right panel). The circle with radiis is the same as in Fig. 8.1. The total area in both panels
is5 x 5. North is up and East is left.

Name Redshift Luminosity [erg/s] band

CIl0500-24 0.32 5.6 18 bolometric
Cl0939+4713 0.41 7919 bolometric
RBS380 0.52 218 bolometric

Table 8.2: We compare the X-ray luminosity of RBS380 with twaendusters of galaxies which
are optically rich, but have relatively low X-ray luminogifor comparison, we give the bolometric
luminosity for RBS380 too.

high X-ray luminosity. Its redshift = 0.52 makes it the most distant galaxy cluster in that cat-
alogue. Our interest in this object was due to its predictethgbility (up to 60%) of acting as a
gravitational lens. In fact these observations are partlwbader project that searches systemati-
cally for gravitational arcs in different galaxy clustersdacombines this optical information with
X-ray studies of the same clusters in order to constrain otmgical models and find possible
correlations between X-ray and optical properties of them.

With the new CHANDRA imaging we detect a strong X-ray point saufan AGN) very close
to the cluster centre, which could not be resolved with ROS$¥er subtracting the emission of
this AGN, the remaining diffuse emission is almost one om@femagnitude less luminous than
expected:Ly = 1.6 - 10** erg/s. No previous investigation of the system has beemedanut,
so our first aim was to make sure that it is really a cluster ¢dbges. The X-ray CHANDRA
observation shows a non-relaxed cluster of galaxies pigloateracting with surrounding material
or/and another nearby cluster.

From the NTT optical observations we are able to distingsisme of the cluster members by
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means of the colour-magnitude relation for early-type xyjampresent in the cluster, which is a
well known signature for almost every cluster of galaxielse ©btained slope for this red sequence
Is 0.06. Using existing predicted slopes for different fatimn models as a function of redshift,
the most likely redshift for this slope s~ 0.5, in good agreement with the measured redshift of
0.52.

We could not detect any gravitational arc in this clusterisTi& not surprising as with the low
X-ray luminosity the probability for arcs is strongly rechat

The example of this cluster shows that high-resolution XHm@aging is crucial for cosmological
research. This type of distant galaxy clusters is often deedarious types of cosmological
applications. Due to source confusion some clusters caa wawng luminosity measurements
and hence influence the results. This effect might e.g. @dilfy flatten the luminosity function
for distant clusters.
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Chapter 9

Summary

Ojala quien visite este folleto

sea lego en Chaquespiare y en sor Juana
no compite mi boina de paleto

con el chambergo de Villamediana.

JOAQUIN SABINA

9.1 Overall conclusions

A thesis period is thought to be a training time in which thadidate acquires the ability of
conducting research by his/her own. There are many diftavags of doing so and the candidate
IS, in many cases, the one with less control on it. Differahtisors put emphasis on different
aspects — sometimes in opposite directions —, observahi@ak down or the data adquisition is
not good enough or someone you need for something is on tlee site of the World. On the
top of that, research is often a blind random walk, a fuzzyctaanin the middle of nowhere and
instead of light at the end of the tunnel, one only sees flasta¢€£loud even more the direction to
follow. At some point the thesis project, like an undesireanfkenstein, wakes up to life and there
is not much one can do to keep it under control.

This thesis was planned from the beginning as an investigatn different aspects of lensing.
The goal was to learn different techniques establishinglid background for the future. In the
end, it has been that, but | also had to go into other problem&dm lensing which | decided
not to include in the report (different data reduction pesbs, mathematical analysis of time de-
lay methods, etc.). And, moreover, learning different tegbes is not possible without working
closely with different people, so that | was lucky to do scein several institutions. In this way,
when the thesis project was alive it had most of the ingradiewanted it to have.

Obviously, if the reader is not familiar with the techniquesvith the state of the art of the topic,
it is difficult to place the results in their proper contexhelfirst part of the thesis is devoted to this
purpose. We give some historical guidelines and then inttedhe background needed throughout
the rest of the chapters. And in order to give an actual petisqgeof the work, we present the most
recent aspects of gravitational lensing. In pdrisand /1] we present our research, the former
dedicated to quasar lensing and microlensing and the latigalaxy cluster lensing and X-rays.
We highlight here the main conclusions obtained along thugkw
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e We determine a time delay for the double quasar HE +1(BD5 (Chapter 4), using a poorly
sampled dataset. We explore in detail a number of technignédind differences in their
behaviour. In general, well sampled datasets are difficutilitain and it is interesting to
know under which circumstances the available techniquésgyive useful results. We find
that the dispersion spectra method has some difficultigsatieanot found in the rest of the
technigues. The more robust result is found withdhmethod, which gets the time delay by
minimizing the differences between the autocorrelatiod e cross-correlation functions
of the two components. We obtain a time del&y, 5 = (—310 £ 20) days (2 errors). A
quite different time delay has been reported recently. mévg value ofAt4_p = (—16147)
days (b errors) is obtained using a photometric dataset with mutielbsampling but with
a high microlensing signal. The results probably need &rrihvestigation.

¢ In Chapter 5 we perform an analysis of three monitoring cagns{1996/98) of the double
guasar Q095%561. We are able to construct two difference light curvesefdystem (the
time delay is 420 days). We analyse the fluctuations we seeeimifference light curves
with Monte Carlo simulations. We conclude that they are catghy consistent with noise
and no microlensing is needed to explain them. The sourcaesisé can be instrumental,
observational or the data reduction itself. These conahssivere extended for two more
years of observations (1998/2000). Recently, other authiwiged at similar conclusions
(Colley et al. 2003a).

e The system Q223%0305 studied in Chapter 6 was observed during four months.o\dics-
ing is a well known signature in this system and has been tetdry several teams. In our
observing period, two images showed little or no strong até&rsing signal. We use this
behaviour to put limits on the effective transverse velpoitthe lens galaxy. We conclude
thatv,, < 570 km/s considering microlenses with.,,, = 0.1 M andvy, < 1000 km/s
for Miens = 1 M.

e Chapter 7 is dedicated to the cluster of galaxies Cl @aBb4. This is one of the most
studied cluster in many aspects. Here we concentrate ondhk l@nsing signal that can be
detected in the background galaxies. We use this weak lgmhsiget a mass profile of the
cluster, obtaining a reference valuesidff < 230hg;" kpc) = (0.98 £0.11) - 10 M. We
compare this profile to the light distribution. We get an adtnconstant mass-to-light ratio
M/L ~ 200 M/ L. within a radius of3 arcminutes. We found that the best fit to a universal
mass density profile (Navarro et al. 1997) has paraméters0.631)35; andc = 9.8875:35.
Our mass estimate is in agreement with previous estimates X-ray studies, which was
unexpected since usually there is a discrepancy of a fat@B8dower in X-rays results.

e The cluster of galaxies RBS380 (Chapter 8) is the most distasterlin the ROSAT Bright
Source catalogue: (= 0.52). It was thought to be a very massive galaxy cluster due to its
apparent high X-ray luminosity. For this reason it had a jgted probability of~ 50% for
producing gravitational arcs of background galaxies. Néetess, we found that the former
X-ray luminosity estimate was erroneous due to the presehae AGN close to the centre
of the galaxy. This AGN contributes abo6@% of the total X-ray luminosity. In spite of
this low luminosity, we still see an optically rich clustermich gives another example of an
unclear correlation between optical richness and highyduminosity.
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9.2 Future work

It is quite hard, probably one of the most difficult things toite;, to imagine the problems |
would like to solve in the future when my ‘only’ worry is to fsti up this thesis. In any case, there
are many open and interesting questions derived from orrialphto the research presented here.

A very promising tool for the estimate of the Hubble constastatistics on gravitational lensed
systems with known time delays. This means that regular tooong of multiple quasars is re-
quired. But it is also important to understand properly tlohtegques we use for the determination
of the time delays. Currently we have more time delay methioals theasured lags. This means
that each author has encountered different problems asttittvisolve them with a new method. In
my view, a deep analysis of the techniques is needed, afatasisin that allows to know which is
the best technique for a given system — or a given datasetivwhat the pros/cons of each tech-
nigue are. This will be the only way to properly evaluate tesuit and to compare the different
results.

The double quasar HE 1164805 is a fascinating system. The amount of microlensing tha
it shows is a problem for time delay estimates, but opens noéimgr interesting points. In fact,
several scenarios have been proposed to interpret its higblensing signal. One of the possible,
and probably one of the best, ways to try to clarify this ditrais a multiband analysis of the
system. If the microlensing signal is, e.g., seen in opticéilnot in infrared, we can put limits to
the size of the regions in which the cause of microlensinghtrig.

Although the double quasar Q095361 was the first discovered lensed quasar and has been
studied for long, the system is not fully understood. Sdvaushors claimed that the little dis-
crepancy of the published time delays can only be explaingdtive existence of multiple time
delays. The short-time scale fluctuations reported by séaethors are very likely due to different
types of noise, so a careful data reduction process is almagded. Furthermore, the long-term
variability has been clearly detected, but interpretetedghtly by different authors. A long term
campaign would be the best way to clarify these issues.

Numerical simulations are very powerful tools in lensingds¢s. The analysis we performed
with the quadruple quasar Q2280305 was done with limited computer resources. Large simu-
lations with magnification patterns 10* x 10* pixels will help to put stronger limits on physical
properties of the system — source size, effective transwaiocity, etc. —.

The cluster of galaxies RBS380 has revealed itself as one afatbes in which high resolution
X-ray imaging is crucial. In order to improve the undersiagdf the system, new observations
would increase the signal-to-noise statistics. Furtheemthe mix up of point sources and in-
tracluster gas emissions could occur in more cases, witgrafiseant impact on the luminosity
function for distant clusters. And, as it was concluded frtbia analysis of RBS380, the correla-
tion between optical richness and high X-ray luminosityaisffom being clear. This issue deserves
more attention.



126 SUMMARY




Acknowledgments

[...] sefias esclarecidas

que, con llama parlera y elocuente,

por el mudo silencio repartidas,

a la sombra seis de voz ardiente;
pompa que da la noche a sus vestidos,
letras de luz, misterios encendidos; [...]

FRANCISCO DEQUEVEDO

Starting this work with a historical introduction seems &ebnatural beginning. Ending it in the
same way, sounds like too much. Nevertheless, this is thd taye to explain how things started
three years — an a half — ago and to thank the people who, in serses, were there.

Obviously, this thesis could not ever have been done witti@iposition provided by Joachim
Wambsganss at the UniveiitPotsdam — under the Deutsche Forschungsgemeinschaft gra
WA 1047/6 —. | want to specially thank him for his trust on maldhe freedom | had to con-
duct my research, even when | was wrong.

When | decided to come to Potsdam, | needed some help. Luisdoéabhea provided me with
some funds for the first scientific contacts (from a Univeadide Cantabria project). Since then,
| have been a Research Associate at his university, beingufudt a three month visit there (and
several shorter ones) and an observing period in Calar Alte.atiditional advise during all this
time was always a help.

The lensing group at the Instituto Astisito de Canarias (IAC) is also thanked for making their
data available to me, in particular the observations atAa80 telescope by Alex Oscoz, David
Alcalde and Miquel Serra, among others. The head of the givgncio Mediavilla, invited me to
a one month visit at the IAC and provided me with funds for aepiation period at the Roque de
los Muchachos Observatory in La Palma (under the IAC prdpé¢88). Moreover, he introduced
me to Luis Goicoechea so, saying thanks to him is probablgnotgh.

Parts of the thesis have been done in other institutions.afleasure to thank Sabine Schindler
for selecting me to a three months Marie Curie PredoctordbWship at the Liverpool John
Moores Astrophysics Institute (contract number EU HPMTZDD0-00136). Working with Sabine
and learning from her is always a very smooth process. Sheraléed me to a one week visit to

127



128 ACKNOWLEDGMENTS

the Institut fir Astrophysik in Innsbruck. In both institutes | met vergaipeople: Elisabetta de
Filippis and Africa Castillo-Morales in Liverpool and Eelgan Kampen in Innsbruck help me a
lot in my research.

| thank Yannick Mellier for a four months visit to the Instiéud’Astrophysique de Paris (AIP)
under an EARA Predoctoral Fellowship (contract HPMT-CT-200032). Working in Paris was
a very enrichment experience. Raph&avazzi is also thanked for all the time he spent solving
my scientific and technical problems.

In Potsdam, | have received inputs from many people. | shaifeze with Lutz Wisotzki for a
long time. It is impossible to say how many things | learnexhfthim and | was lucky that he was
always ready for discussions. | thank Andreas Helms, Jadaiemiller, Daniel Kubas, Robert
Schmidt and Olaf Wucknitz for reading and commenting a fiession of this thesis. And it is
also something to thank how well they received the idea ofingpbgroup meetings to wine group
meetings, which are a little longer. | specially thank Damoe joining the spanish after-lunch
‘tertulias’, which are the soul of the spanish characteesehtertulias’ were visited by Giovanna,
Isabel, Antonio, Ernest and Andreas in a more or less redpalsis. With some of them, what it
was supposed to be done after-lunch was converted inteladtes. Soon after arriving at Pots-
dam, | met Mamen and Marco. Since then, they have been alwayg about me.

A thesis period, as almost any activity, is not free of buoeacy. And if all those papers come
from a german office, the problem gets harder for me. AndreakBraus, the secretary in our
Department, made completely transparent to me all thosnpat problems. Her help was some-
thing invaluable. In this sense, | also thank Rita Schulzéigzck, from the Internationale Begeg-
nungszentren der Wissenschaften (IBZ). They made my lifeneasier.

Spanish Epilogue

La investigaddbn es, desde mi punto de vista, una labor un tanto solitariarg, giempre ab-
sorbente y con tendencia a convertir el tiempo libre en uogiait Todo ello se multiplica si a uno
le protiben la siesta, le obligan a comer en la hora del desayunmyrleten a torturas lingsticas.
Bajo estas circunstancias, la personalidad se trastocayiseé el norte y el edptu se agra. Se
pierden las buenas constumbres, comaadignatius J. Reilly. Sin embargo, es ta@bila in-
vestigacbn una especie de droga deidiifabandono y, en los momentos en los que se obtienen
resultados, llega la euforia introspectiva, una especiextksis personal e intrasferible que casi
nunca se deja ver. Esta breve yneéra embriaguez tiene tangbi su fase de exaltacion de la
amistad.

Con lo mal que he tratado a mis amigos, creo que no puedo taraimian siquiera nombrar a
muchos de los que he conseguido no perdery con los que he daoaenos y malos momentos.
Los de siempre son Jas, Esteban, Adolfo, Raquel, Alfredo; aunque no necesidalim nada ras,
les agradezco que siempreasah, de una u otra forma. A ellos le dedico la introdwechisbrica
de este trabajo. Creo que sabia rabn.

De obligada menéin son Araceli, Cristina y Sonia, no me perddaarun olvido, como creo



ACKNOWLEDGMENTS 129

estoy olvidando a muchos otros.

Durante tantosf@os de estudio he tenido la suerte de hacer buenos amigodlatolid, Sala-
manca y La Laguna: Pencho, Itziar, Marta, i@pCristina, Marga,fligo A., Iiigo R., Sergio, Rafa
y Victor. Muchos de ellos tienen la culpa de esta tesis, aemgulo sepan. La cita en el sumario
esh especialmente pensada para el grupo de La Laguna.

He comenzado esta segoicon un soneto de Quevedo. Creo que hay muchas personas a las
gue no he mencionado en estos agradecimientos y a las que sefpo mucho. A todas ellas va
dedicada esa cita.



130 ACKNOWLEDGMENTS




References

Abajas C., Mediavilla E., Miioz J.A., Popovic L.C., Oscoz A., 2002, ApJ, 576, 640

Abetti G., 1949, “Storia dell’Astronomia”, Vallecchi Edite (spanish edition: “Historia de la
Astronoma”, 1956, Fondo de Cultura Ecomica)

Albrow M., Beaulieu J.-P., Birch P. et al., 1998, ApJ, 509, 687

Alcalde D., 2002, PhD. Thesis, Univerdad de la Laguna-IAGi®gn spanish)

Alcalde D., Mediavilla E., Moreau O. et al., 2002, ApJ, 57297

Alcock C., Akerloff C.W.,, Allsman R.A. et al., 1993, Nature, 3@21

Alcock C., Allsman R.A., Alves D. et al., 1997, ApJ, 486, 697

Alcock C., Allsman R.A., Alves D. et al. (The MACHO Collaboratjpi997, ApJ, 491, L11
Alcock C., Allsman R.A., Alves D. et al., 1998, ApJ, 499, L9

Alcock C., Allsman R.A., Alves D. et al., 2000, ApJ, 542, 281

Allen S.W., 1998, MNRAS, 296, 392

Athreya R.M., Mellier Y., van Waerbeke L., PelR., Fort B., Dantel-Fort M., 2002, A&A,
384, 743-762

Aubourg E., Bareyre P., Brehin S. et al, 1993, Nature, 365, 623

Bahcall J.N., Sarazin C.L., 1977, AJ, 213, L99

Barkana R., 1997, ApJ, 489, 21

Bartelmann M., Huss A., Colberg J.M., Jenkins A., Pearce FFB81A&A, 330, 1
Bartelmann M., Narayan R., 1995, ApJ, 451, 60

Bartelmann M., Narayan R., Seitz S., Schneider P., 1996, Ajl],14.15
Bartelmann M., Schneider P., 2001, Physics Reports 340, 284 4a astro-ph/9912508)
Bartelmann M., Weiss A., 1994, A&A, 287, 1

Baum W.A., 1959, PASP, 71, 106

Bernardeau F., Uzan J.-P., 2001, Physical Review D, 63(2)

Biggs A.D., Browne I.W.A., Helbig P. et al., 1999, MNRAS, 304934

Blandford R.D., Saust A.B., Brainerd T.G., Villumsen J.V., 199INRAS, 251, 600
Boden A.F., Shao M., Van Buren D., 1998, ApJ, 502, 538

131



132 REFERENCES

Bohringer H., Tanaka Y., Mushotzky R.F., Ikebe Y., Hattori #0998, A&A, 334, 789
Bohringer H., Soucail G., Mellier Y., Ikebe Y., SchueckerZ200, A&A, 353, 124
Bolzonella M., Miralles J.-M., Pl R., 2000, A&A, 363, 476

Bond I., Abe F., Dodd R.J., et al. (MOA collab.), 2002, MNRAS, 3B19
Bonnet H., Mellier Y., Fort B., 1994, ApJ, 427, L83

Brainerd T.G., Blandford R.D., Smail I., 1996, ApJ, 466, 623

Bridle S.L., Hobson M.P., Lasenby A.N., Saunders R., 1998, MBR299, 895
Broadhurst T.J., Huang X., Frye B., Ellis R.S., 2000, ApJ, 534 L
Broadhurst T.J., Taylor A.N., Peacock J.A., 1995, ApJ, 438, 4

Bruzual G., Charlot S., 1993, ApJ, 405, 538

Burud I., Courbin F., Magain P. et al., 2002a, A&A, 383, 71

Burud 1., Hjorth J., Coubin F. et al., 2002b, A&A, 391, 481

Burud I., Hjorth J., Jaunsen A.O., 2000, ApJ, 544, 117

Burud I., Magain P., Sohy S., Hjorth J., 2001, A&A, 380, 805

Chae K-H., Turnshek D.A., Khersonsky V.K., 1998, ApJ, 499 60

Chang K., Refsdal S., 1984, A&A, 132, 168

Chwolson O., 1924, Astr. Nachrichten, 221, 329

Czoske O., Moore B., Kneib J.-P., Soucail G., A&A, 386, 31

Colley W.N., Shapiro I.1., Pegg J. et al., 2003a, ApJ, 588, 711

Colley W.N., Schild R.E., 2000, ApJ, 540, 104

Colley W.N., Schild R.E., Abajas C. et al., 2003b, ApJ, 587, 71

Colley W.N., Tyson J.A., Turner E.L., 1996, ApJ, 461, L83

Corrigan R.T., Irwin M.J., Arnaud J. et al., 1991, AJ, 102, 34

Courbin F., Lidman C.,Magain P., 1998, A&A, 330,57

Courbin F., Lidman C., Meylan G., Kneib J.-P., Magain P., 2088A, 360, 853
Dekel A., Bertschinger E., Faber S.M., 1990, ApJ, 364, 349

Dickey J.M., Lockman F.J., 1990, ARA&A, 28, 215

Donahue M., Mack J., Scharf C., Lee P., Postman M., Rosati P, 20Q1, ApJ, 552, L93
Dressler A., Gunn J.E., Schneider D.P., 1985, ApJ, 294, 70

Dressler A., Oemler A., Couch W.J. et al., 1997, ApJ, 490, 577

Edelson R.A., Krolik J.H., 1988, ApJ, 333, 646

Eddington A.S., 1920, “Space, time and gravitation”, Cagtiniversity Press
Einstein A., 1936, Science, 84, 506



REFERENCES 133

Evans N.W., 2003, “Gravitational lensing: a unique tool émsmology”, ASP Conference
Series, eds., Valls-Gabaud D., Kneib J.-P. (also astro30i#252)

Fahlman G., Kaiser N., Squires G., Woods D., 1994, ApJ, 431, L

Fahlman G., Kaiser N., Squires G., Woods D., 1994, ApJ, 487, 5

Falco E.E, Wambsganss J., Schneider P., 1991, MNRAS, 251, 698

Fassnacht C.D., Womble D.S., Neugebauer G., et al., 1996,480)L103
Fassnacht C.D., Xanthopoulos E., Koopmans L.V.E., Rusin@22ApJ, 581, 823
Foltz C.B., Hewett P.C., Webster R.L., Lewis G.F., 1992, ApJ, 384G

Fort B., Mellier Y., 1994, A&ARYv, 5, 239

Freedman W.L., Madore B.F., Gibson B.K. et al., 2001, ApJ, 833,

Freese K., Fields B., Graff D., 2000, ApJ, 534, 265

Friedman M., 1983, “Foundations of Space-Time Theorieghd@ton University Press (span-
ish edition: “Fundamentos de las tess del espacio-tiempo”, 1991, Alianza Editorial)

Gavazzi R., Fort B., Mellier Y., PéIR., Dantel-Fort M., 2003, A&A, 403, 11-27

Gladders M.D., bpez-Cruz O., Yee H.K.C, Kodama T., 1998, ApJ, 501, 571

Gladders M.D., Yee H.K.C., 2000, ApJ, 120, 2148

Gil-Merino R., Goicoechea L.J., Serra-Ricart M. et al., 199&SS, 263, 47

Gil-Merino R., Goicoechea L.J., Serra-Ricart M. et al., 200NRAS, 322, 428

Gil-Merino R., Schindler S., 2003, A&A, in press

Gil-Merino R., Wambsganss J., Goicoechea L.J., Lewis G.220B8&A, submitted
Gil-Merino R., Wisotzki L., Wambsganss J., 2002b, A&A, 38234

Gioia .M., Shaya E.J., Leévre O., Falco E.E., Luppino G., Hammer F., 1998, ApJ, 493, 57
Goicoechea L.J., 2002, MNRAS, 334, 905

Goicoechea L.J., Alcalde D., Mediavilla E., Moz J.A., 2002, A&A, 397, 517

Goicoechea L., Mediavilla E., Oscoz A., Serra-Ricart M., Bagb J., 1998b, A&SS, 261, 341

Goicoechea L., Oscoz A., Mediavilla E., Buitrago J., SerreaRiM., 1998a, ApJ, 492, 74
(G98)

Gorenstein M.V, Falco E.E., Shapiro I.1., 1988, ApJ, 3273 6

Gould A., 1995, ApJ, 444, 556

Gould A., 1997, “Astronomical Time Series”, Kluwer, p. 37

Gould A., Miralda-Escud J., 1997, ApJ, 483, L13

Grogin N.A., Narayan R., 1996, ApJ, 464, 92; erratum, 19961433, 570
Grossman S.A, Narayan R., 1988, ApJ, 324, L37

Gunn J.E., Oke J.B., 1975, ApJ, 195, 255



134 REFERENCES

Haarsma D.B., Hewitt J.N., Léin J., Burke B.F., 1997, ApJ, 479, 102
Haarsma D.B., Hewitt J.N., Léin J., Burke B.F., 1999, ApJ, 510, 64
Hainaut O.R., Meech K.J., Boehnhardt H., West R.M., 1998, A&23,3746
Hammer F., Rigaut F., 1989, A&A, 226, 45

Hawkins M.R.S., 1993, Nature, 366, 242

Hawkins M.R.S., Taylor A.N., 1997, ApJ, 482, L5

Hjorth J., Burud I., Jaunsen A.O. et al., 2002, ApJ, 572, L11

Hoekstra H., Franx M., Kuijken K., 1998, ApJ, 504, 636-660

Hoekstra H., Franx M., Kuijken K., 2003, MNRAS, 340, 609

Hoskin M., ed., 1999, “The Cambridge Concise History of Astnory”, Cambridge University
Press

Humason M.L., Sandage A., 1957, Carnegie Institution of \iMegbn Yearbook 1956, 61
Ibata R., Harvey B., Gilliland R.L., Scott D. et al., 1999, Ap245L95

Impey C.D., Falco E.E., Kochanek C.S., lagld., McLeod B.A., Rix H.-W., Peng C.Y., Keeton
C.R., 1998, ApJ, 509, 551

Irwin M. J., Webster R. L., Hewitt P. C., Corrigan R. T., JedrzejkiiR. I., 1989, AJ, 98, 1989
Kaiser N., 1992, ApJ, 388, 272

Kaiser N., Squires G., 1993, ApJ, 404, 441

Kaiser N., Squires G., Broadhurst T., 1995, ApJ, 449, 460

Kassiola A., Kovner I., Fort B., 1992, ApJ, 400, 41

Kayser R., Refsdal S., Stabell R., 1986, A&A, 166, 36

Keeton C.R., Falco E.E., Impey C.D., Kochanek C.S.,dreh, McLeod B.A., Rix H.-W.,
Muinoz J.A, Peng C.Y., 2000, ApJ, 542, 74

Kent S.M., Falco E.E., 1988, AJ, 96, 1570
King L.J., Browne [.LW.A., Muxlow T.W.B. et al., 1997, MNRAS, 289250
Klimov Y.G., 1963, Sov. Phys. Doklady, 8, 119

Kneib J.-P., Hudelot P., Ellis R.S., Treu T., Smith G.P., MaikP., Czoske O., Smail I.,
Natarajan P., 2003, ApJ, submitted, astro-ph0307299

Kneib J.-P., Mellier Y., Fort B., Mathez G., 1993, A&A, 237,86

Kneib J.-P., Mellier Y., Pell R, Miralda-Escud J., Le Borgne J.-F.,@ringer H., Picat J.P.,
1995, A&A, 303, 27

Kochanek C.S., 1995, ApJ, 445, 559

Kochanek C.S., 1996, ApJ, 466, 638

Kochanek C.S., 2002, ApJ, 578, 25

Kochanek C.S., Keeton C.R., McLeod B.A., 2001, ApJ, 547, 50



REFERENCES 135

Kochanek C.S., Falco E.E., Impey C.ehar J., McLeod B.A., Rix H.-W., 1998, CASTLE
Survey, http://cfa-www.harvard.edu/castles/

Kochanek C.S., Schechter P.L, 2003, to appear in “MeasundgModeling the Universe”,
Carnegie Observatories Astrophysics Series, Vol. 2. Ed. Weedman, Cambrige Uni-
versity Press (also as astro-ph/0306040)

Koo D.C., 1988, “Large-Scale Motions in the Universe”, Rubi@MCayne G.V. (eds.), Prince-
ton Univ. Press, 513

Koopmans L.V.E., de Bruyn A.G., 2001, in Brainerd T.G., Koalla@. S., eds., “Gravitational
Lensing: Recent Progress and Future Goals”, ASP Conferenced&tings, Vol. 237. San
Francisco: Astronomical Society of the Pacific, ISBN: 1-58884-9

Koopmans L.V.E., de Bruyn A.G., Xanthopoulos E., Fassnadbt,2000, A&A, 356, 391
Kundic T., Colley W.N., Gott lll J.R. et al., 1995, ApJ, 455, L5

Kundi€ T., Turner E.L., Colley W.N. et al., 1997, ApJ482, 75

Kundi¢ T., Wambsganss J., 1993, ApJ, 404, 455

Laplace P.S., 1795, “Exposition du s§ste du monde”

Lasserre, T., et al., 2000, A&A355, L39

Lehar J., Hewitt J.N., Roberts D.H., Burke B.F, 1992, ApJ, 384, 453

Lehar J., Falco E.E., Kochanek C.S., McLeod B.A., itz J.A., Impey C.D., Rix H.-W.,
Keeton C.R., Peng C.Y., 2000, ApJ, 536, 584

Lewis G.F,, Ibata R.A., 1998, ApJ, 501, 478

Lewis G.F., Irwin M.J., 1995, MNRAS, 276, 103

Lewis G.F., Irwin M.J., Hewett P.C., 1996, IAU Symposium, 1231

Lewis G.F., Miralda-EscugJ., Richardson D.C., Wambsganss J., 1993, MNRAS, 261, 647
Lidman C., Courbin F., Kneib J., Golse G., Castander F., SoGaR000, A&A, 364, L6
Liebes S., 1964, Phys. Rev. B, 133, 835

Lineweaver C.H., Tenorio L., Smoot G.F. et al., 1996, ApJ,,88)

Lodge O.J., 1919, Nature, 104, 354

Lopez S., Reimers D., Rauch M., Sargent W.L.W., Smette A., 1889,513, 598
Lovell J.E.J., Jauncey D.L., Reynolds J.E. et al., 1998, Af8, 51

Luppino G.A., Kaiser N., 1997, ApJ, 475, 20

Lynds R., Petrosian V., 1987, Bull. AAS, 18, 1014

Lynds R., Petrosian V., 1989, ApJ, 336, 1

Mao S., 2001, in Brainerd T.G., Kochanek C.S., eds., “Graeital Lensing: Recent Progress
and Future Goals”, ASP Conference Proceedings, Vol. 237F&acisco: Astronomical
Society of the Pacific, ISBN: 1-58381-074-9

Maoli R., Van Waerbeke L., Mellier Y. et al., 2001, A&A, 368,56



136 REFERENCES

Maoz D., Rix H.-W., 1993, ApJ, 416, 425

Mediavilla E., Arribas S., del Burgo C. et al., 1998, ApJ, 508, 2
Mellier Y., 1999, Ann. Rev. Astron. Astrophys., 37, 127-189

Mellier Y., Fort B., Soucail G. et al., 1991, ApJ, 380, 334

Mellier Y., Fort B., Kneib J.-P., 1993, ApJ, 407, 33

Meneghetti M., Bartelmann M., Moscardini L., 2003, MNRAS, 3405
Merrit D., Tremblay B., 1994, AJ, 108, 514

Michell J., 1982, “Black Holes: Selected reprints”, Stony &koOriginally appeared in 1784,
Trans. R. Soc. London, 74, 35.

Miralda-Escué J., 1991, ApJ, 380, 1

Miralda-Escué J., Babul A., 1995, ApJ, 449, 18

Misner C.W., Thorne K.S., Wheeler J.A., 1973, “Gravitatiow.,H. Freeman and Company
Navarro J.F., Frenk C.S., White S.D.M., 1997, ApJ, 490, 493-50

North J., 1994, “The Fontana history of astronomy and cosgysl Fontana Press (spanish
edition: “Historia Fontana de la astron@arny la cosmolo@”, 2001, Fondo de Cultura
Ecorbmica)

Ofek E.O., Maoz D., 2003, ApJ, in press (astro-ph/0305200)

Oscoz A., Mediavilla E., Goicoechea L.J., Serra-Ricart M.ittago J., 1997, ApJ, 479, L89
Oscoz A., Serra-Ricart M., Goicoechea L.J., Buitrago J., shatia E., 1996, ApJ, 470, L19
@stensen R., Refsdal S., Stabell R. et al., 1996, A&A, 309, 59

Ota N., Mitsuda K., Fukazawa Y., 1998, ApJ, 495, 170

Ota N., Pointecouteau E., Hattori M., Mitsuda K., 2003, @&$th/0306580

Ovaldsen J.E., Teuber J., Schild R.E., Stabell R., 2003, A&, 891

Paczyski B., 1986a, ApJ, 301, 503

Paczyski B., 1986b, ApJ, 304, 1

Paczyski B., 1987, Nature, 325, 572

Patnaik A.R., Narasimha D., 2001, MNRAS, 326, 1403

Peacock J.A., 1999, “Cosmological Physics”, Cambridge UsityePress

Peebles P.J.E., 1993, “Principles of Physical Cosmologyiiceton University Press.
Peebles P.J.E., Phelps S.D., Shaya E.J., Tully R.B., 2001 55d) 104

Pelt J., Holf W., Kayser R., Refsdal S., Schramm T., 1994, A&B6,2775 (P94)

Pelt J., Kayser R., Refsdal S., Schramm T., 1996, A&A, 305, 9B)P

Pelt J., Refsdal S., Stabell R., 2002, A&A, 389, L57

Pelt J., Schild R., Refsdal S., Stabell R., 1998, A&A, 336, 829



REFERENCES 137

Petters A.O., Levine H., Wambsganss J., 2001, “Singuldiitgory and Gravitational Lens-
ing”, Birkhauser

Pijpers F.P., 1997, MNRAS, 289, 933

Popovt L.C., Mediavilla E., JovanotiP., Mufioz J.A., 2003, A&A, 399, 795
Press W.H., Rybicki G.B., 1998, ApJ, 507, 108

Press W.H., Rybicki G.B., Hewitt J.N., 1992a, ApJ, 385, 404 (BRH

Press W.H., Rybicki G.B., Hewitt J.N., 1992b, ApJ, 385, 416 (PRH

Press W.H., Teukolsky S.A., Vetterling W.T., Flannery BIR92, “Numerical Recipes: The
Art of Scientific Computing”, Cambridge University Press

Refsdal S., 1964a, MNRAS, 128, 295
Refsdal S., 1964b, MNRAS, 128, 307

Remy M., Claeskens J.-F., Surdej J., Hjorth J., Refsdal S., Wte®., Sgrensen A., Gruhdahl
F., 1998, NewA, 3, 379

Rix H.W., Franx M., Fischer D., lllingworth G., 1992, AJ, 1859

Roukema B.F., Bajtlik S., 1999, MNRAS, 308, 309

Saha P., Williams L.L.R, 2003, AJ, 125, 2769

Sandage A., Visvanathan N., 1978, ApJ, 225, 742

Sarazin C.L., 1988, “X-ray emissions from clusters of gaaki Cambridge University Press

Schechter P.L., 2000, in IAU Symp. 201, New Cosmology and @dads of the Fundamental
Parameters, ed. A.N. Lasenby and A. Wilkinson (also as-qstf0009048)

Schechter P.L., Udalski A., Szymanski M. et al., 2003, A, 557
Schild R.E., 1996, ApJ, 464, 125 (S96)
Schild R.E., 1999, ApJ, 514, 598

Schild R.E., Thomson D.J., 1995, in Holt S.S., Bennett C.L.,éBsirk Matter”, AIP Confer-
ence Proceedings, 336, 95

Schild R.E., Thomson D.J., 1997, AJ, 113, 130
Schindler S., Belloni P., Ikebe Y., Hattori M., Wambsganssldnaka Y., 1998, A&A, 338,

843
Schindler S., Castillo-Morales A., De Filippis E., Schwope, AVambsganss J., 2001,
A&A376, L27

Schindler S., Hattori M., Neumann D.M. 0Bringer H., 1997, A&A, 317, 646
Schindler S., Wambsganss J., 1996, A&A, 313, 113

Schindler S., Wambsganss J., 1997, A&A, 322, 66

Schmidt R.W., Kundi T., Pen U.-L. et al., 2002, A&A, 392, 773

Schmidt R.W., Wambsganss J., 1998, A&A, 335, 379 (SW98)



138 REFERENCES

Schmidt R.W., Webster R.L., Lewis G.F., 1998, MNRAS, 295, 488
Schneider P., 1985, A&A, 143, 413

Schneider D.P., Dressler A., Gunn J.E., 1986, AJ, 92, 523

Schneider P., Ehlers J., Falco E.E., 1992, “Gravitatiomaides”, Springer Verlag
Schneider D.P., Turner E.L., Gunn J.E. et al., 1988, AJ, 6591

Schneider P., Wambsganss J., 1990, A&A, 237, 42

Schneider P., Weiss A., 1987, A&A, 171, 49

Schramm T., Kayser R., Chang K., et al., 1992, A&A, 268, 350

Schibdinger E., 1950, “Space-Time Structure”, Cambridge UsitgPress (spanish edition:
“La estructura del espacio-tiempo”, 1992, Alianza Edddri

Schutz, B.F., 1985, “A first course in general relativity”, Gange University Press
Schwope A., Hasinger G., Lehmann I. et al., 2000, AN, 321, 1

Serra-Ricart M., Oscoz A., Sanchis T., Mediavilla E., Goaloena L.J., Licandro J., Alcalde
D., Gil-Merino R., 1999, ApJ, 526, 40 (SR99)

Seitz C., Schneider P., 1995, A&A, 297, 287
Seitz S., Schneider P., Bartelmann M., 1998, A&A, 337, 325

Shalyapin V.N., Goicoechea L.J., Alcalde D., MediavillaMufoz J.A., Gil-Merino R. et al.,
2002, ApJ, 579, 127

Simonetti, J. H., Cordes, J. M., Heeschen, D. S., 1985, A, 4®

Sklar L., 1992, “Philosophy of Physics”, Westview Pressasph edition: “Filosdfa de la
fisica”, 1994, Alianza Editorial)

Sluse D., Surdej J., Claeskens J.-F. et al., 2003, A&A, 406, 43

Smalil I., Dressler A., Kneib J.-P., Ellis R.S., Couch W.J., iBles R.M., Oemler A., 1996,
ApJ, 469, 508

Small I., Ellis R.S., Dressler A., Couch W.J., Oemler A., SkesR.M., Butcher H., 1997,
ApJ, 479,70

Smail I., Ellis R.S., Fitchett M.J., 1994, MNRAS, 270, 245
Smail I., Ellis R.S., Fitchett M.J., Edge A.C., 1995, MNRAS, 2237

Smette A., Robertson J.G., Shaver P.A., Reimers D., Wisotzikd@hler T., 1995, A&A, 113,
199

Smith S., 1936, AJ, 83, 23

Smith D.R., Bernstein G.M., Fischer P., Jarvis M., 2001, Apl, %43
Stetson P.B., 1987, PASP, 99, 191

Soldner J., 1804, Berliner Astronomisches Jahrbuch, 161

Soucail G., Fort B., Mellier Y., Picat J.P., 1987, A&A, 172,41



REFERENCES 139

Soucail G., Mellier Y., Fort B., Mathez G., Cailloux M., 1988&A, 191, L19

Soucail G., Ota N., Bhringer H., Czoske O., Hattori M., Mellier Y., 2000, A&A, 35533
Squires G., Kaiser N., 1996, ApJ, 473, 65

Stockton A., 1980, ApJ, 242, L.141

Sutherland W., 1999, Rev. Mod. Phys. 71, 421

Torretti R., 1999, “The Philosophy of Physics”, Cambridge\énsity Press

Treu T., Koopmans L.V.E., 2003, MNRAS, 343, L29

Trimble V., 2001, in Brainerd T.G., Kochanek C.S., eds., “@edional Lensing: Recent
Progress and Future Goals”, ASP Conference Proceedings23/l San Francisco: As-
tronomical Society of the Pacific, ISBN: 1-58381-074-9

Tyson J.A., Fischer P., 1995, ApJ, 446, L55

Tyson J.A., Kochanski G.P., Dell’Antonio I.P., 1998, Ap984L.107
Tyson J.A., Valdes F., Wenk R.A., 1990, ApJ, 349, L1

Udalski A., Szymanski M., Kaluzny J. et al., 1993, AcA, 43928
Uzan J.-P., Bernardeau F., 2001, Physical Review D, 63(2)

Van Waerbeke L., Mellier Y., Radovich M. et al., 2001, A&A, 377

Vilenkin A., Shellard E.P.S., 1994, “Cosmic Strings and @thepological Defects”, Cam-
bridge University Press

Voges W., Aschenbach B., Boller T. et al., 1996, IAU Circ. 6420
Voges W., Aschenbach B., Boller T. et al., 1999, A&A, 349, 389
Walsh D., Carswell R.F., Weymann R.J., 1979, Nature, 279, 381
Wambsganss J., 1990, PhD thesis, Munich University, réfyBA 550
Wambsganss J., 1999, Journ. Comp. Appl. Math., 109, 353

Wambsganss J., 2001, in “Cosmological Physics with Grawitat Lensing”, Proceedings of
the XXXVth Rencontres de Moriond, 2000, eds. Tran J.T.V.,IMeV., Moniez M., EDP
Sciences

Wambsganss J., Bode P., Ostriker J.P., 2003, ApJ, submatsea{ph/0306088)
Wambsganss J., Kurir., 1995, ApJ, 450, 19

Wambsganss J., Paciki B., 1994, AJ, 108, 1156

Wambsganss J., Schneider P., PaskyB., 1990, ApJ, 358, 33

Webster R.L., Ferguson A.M.N., Corrigan R.T., Irwin M.J., 1981, 102, 1939
Weinberg S., 1972, “Gravitation and Cosmology”, J. Wiley &So

Will C.M., 1988, Astr. Ap., 236, 311

Williams L.L.R., Navarro J.F, Bartelmann M., 1999, ApJ, 52355

Witt H.J., 1993, ApJ, 403, 530



140 REFERENCES

Witt H.J., Mao S., 1994, ApJ, 429, 66

Witt H.J., Mao S., Keeton C.R., 2000, ApJ, 544, 98

Wisotzki L., Becker T., Christensen L. et al., 2003, A&A, acies] (astro-ph/0307147)
Wisotzki L., Kohler T., lkonomou M., Reimers D., 1995, A&A, 297, L59

Wisotzki L., Kohler T., Kayser R., Reimers D., 1993, A&A, 278, L15

Wisotzki L., Wucknitz O., lopez S., Sgrensen A., 1998, A&A, 339, L73 (W98)

Wozniak P.R., Alard C., Udalski A., Szmanski M., Kubiak M., Panski G., Zebrun K.,
2000, ApJ, 529, 88

Wozniak P. R., Udalski A., Szynieki et al., 2000b, ApJ, 540, L65

Wu X.-P., Fang L.-Z., 1997, ApJ, 483, 62

Wucknitz O., Wisotzki L., lbpez S., Gregg M.D., 2003, A&A, 405, 445
Wyithe J.S.B., Loeb A., 2002, ApJ, 577, 615

Wyithe J.S.B., Webster R.L., Turner E.L., 1999, MNRAS, 309, 261
Wyithe J.S.B., Webster R.L., Turner E.L., 2000a, MNRAS, 315, 51
Wyithe J.S.B., Webster R.L., Turner E.L, Mortlock D.J., 2000INRAS, 315, 62
Yee H.K.C., 1988, AJ, 95, 1331

Yonehara A., 1999, ApJ, 519, L31

Yonehara A., 2001, ApJ, 548, L127

Zhao H., Pronk D., 2001, MNRAS, 320, 401

Zwicky F., 1933, Helv. Phys. Acta 6, 110

Zwicky F., 1937a, Phys. Rev. Lett. 51, 290

Zwicky F., 1937b, Phys. Rev. Lett. 51, 679



List of Publications

Refereed papers

1.

Gil-Merino R., Schindler S., "Galaxy and hot gas distributions in the 32Qgalaxy clus-
ter RBS380 from CHANDRA and NTT observation2003, A&A, in press (also astro-
ph/0306499)

. Gil-Merino R., Wambsganss J., Goicoechea L.J., Lewis G., "The transwaiseity of

the lensing Galaxy in Q2237+0305 from the lack of microlagstariability”, 2003, A&A,
submitted

Shalyapin V.N., Goicoechea L.J., Alcalde D., Mediavila Muiioz J.A.,Gil-Merino R.,
"The Nature and Size of the Optical Continuum Source in QSCO722305”, 2002, ApJ,
579, 127

Alcalde D., Mediavilla E., Moreau O., Moz J.A., Libbrecht C., Goicoechea L.J., Surdej J.,
Puga E., De Rop Y., Barrena R5jl-Merino R. , McLeod B.A., Motta V., Oscoz, A., Serra-
Ricart M., "QS0O 2237+0305 VR Light Curves from GravitationarskES International
Time Project Optical Monitoring”2002, ApJ, 572, 729

Gil-Merino R., Wisotzki L., Wambsganss J., "The Double Quasar HE HTBD5: A case
study for time delay determination with poorly sampled tgirves”, 2002, A&A, 381, 428

Gil-Merino R., Goicoechea L.J., Serra-Ricart M., Oscoz A., Alcalde D., Meatla E.,
"Short time-scale fluctuations in the difference light eesvof QSO 0957+561A,B: mi-
crolensing or noise?’2001, MNRAS, 322, 428

Serra-Ricart M., Oscoz A., Sanchs T., Mediavilla E., Gedw®a L.J., Licandro J.,Alcalde
D., Gil-Merino R., "BVRI Photometry of QSO 0957+561A, B: Observations, New Reduc-
tion Method, and Time Delay’1999, ApJ, 526, 40

Gil-Merino R., Goicoechea L.J., Serra-Ricart M., Oscoz A., Mediavilla Bujtrago J.,
"Analysis of the Difference Light Curve of the Gravitatioriirage QSO 0957+56171998,
A&SS, 263, 47

141



142

LIST OF PUBLICATIONS

10.

11.

12.

Proceedings

Goicoechea L.JGil-Merino R., Serra-Ricart M., Mediavilla E., Oscoz A., Alcalde D.,
"The Nature of Dark Matter in Elliptical (cD) Galaxies: Malirens Galaxy of Q0957+561",
Gravitational Lensing: Recent Progress and Future GoalsASP Conference Proceed-
ings, Vol. 237. Edited by Tereasa G. Brainerd and ChristophEon&hanek. San Francisco:
Astronomical Society of the Pacific, ISBN: 1-58381-074-020p.87

Puga E., Alcalde D., Barrena R., Mediavilla E., Motta V.,ia J.A., Oscoz A., Serra-
Ricart M., Gil-Merino R. and 6 coauthors, "Daily monitoring of the gravitational4eSO
2237+0305 at the Nordic Optical Telescopkfighlights of Spanish astrophysics Il Pro-
ceedings of the IV Scientific Meeting of the Spanish Astrome@inSociety (SEA), held
in Santiago de Compostela, Spain, September 11-14, 200dyé&att: Kluwer Academic
Publishers, 2001 xxii, 409 p. Edited by Jaime Zamorano gldvorgas, and Jesus Gallego.
ISBN 0792369742, p.53

Goicoechea L.JGil-Merino R., Serra-Ricart M., Oscoz A., Alcalde D., Mediavilla E.,
"IAC gravitational lenses monitoring program: differensignals from 2.5 years of QSO
0957+561 observationsHlighlights of Spanish astrophysics Il Proceedings of the IV

Scientific Meeting of the Spanish Astronomical Society ($H#eld in Santiago de Com-
postela, Spain, September 11-14, 2000, Dordrecht: Kluvead@mic Publishers, 2001 xxii,
409 p. Edited by Jaime Zamorano, Javier Gorgas, and JesilegGalSBN 0792369742,

p.376

Gil-Merino R., Schindler S., "The Galaxy Cluster RBS380: X-ray and Opticahlisis”,
to appear irHighlights of Spanish Astrophysics Ill, Proceedings of the V Meeting of the
Spanish Society of Astronomy (SEA), held in Toledo, Spaept&mber 9-13, 2002. Eds. J.
Gallego, J. Zamorano and N. Cardiel, ASSL, Kluwer AcademialiBhers



	Title
	Abstract
	Preface
	Contents
	List of Figures
	List of Tables
	I General Introduction
	1 Historical perspective
	2 Basic concepts
	2.1 General Relativity and Cosmology
	2.1.1 Einstein field equations
	2.1.2 The Roberson-Walker metric
	2.1.3 Friedmann models and cosmological parameters
	2.1.4 Redshift and cosmic distances

	2.2 Gravitational Lensing
	2.2.1 Deflection angle, lens equation and the gravitational potential
	2.2.2 Magnification matrix, convergence, shear and critical lines
	2.2.3 Time delays and the Hubble constant
	2.2.4 Simple lens models and lensing scenarios


	3 Recent progress in gravitational lensing: a context for this thesis
	3.1 Lensed quasars, time delays, the Hubble constant and mi-crolensing
	3.2 Galaxy clusters lensing and X-rays observations
	3.3 Other lensing scenarios


	II Quasar Lensing and Microlensing
	4 Time delay techniques: a comparative analysis via the case study of the double quasar HE 1104 -1805*
	4.1 Introduction
	4.2 Data acquisition and reduction
	4.3 Time Delay Determination
	4.3.1 Dispersion spectra method
	4.3.2 Borders and gaps
	4.3.3 Techniques based on the discrete correlation function
	4.3.3.1 Reasons for ‘clean’ datasets
	4.3.3.2 Standard DCF plus a parabolic fit.
	4.3.3.3 Locally normalized discrete correlation function: averaging in each bin
	4.3.3.4 Continuously evaluated discrete correlation function: overlapping bins in the DCF
	4.3.3.5 Continously evaluated bins and locally normalized discrete correlation function: overlapping bins in the LNDCF

	4.3.4 The δ 2 technique: a comparison between the cross correlation function

and the autocorrelation function

	4.4 Discussion
	4.4.1 Comparison of the different techniques
	4.4.2 Investigation of secondary minima/maxima
	4.4.2.1 Microlensing
	4.4.2.2 Sampling
	4.4.2.3 Summary of microlensing/sampling effects

	4.4.3 Implications for H 0 determination

	4.5 Conclusions

	5 Analysis of difference lightcurves: disentangling microlensing and noise in the double quasar Q0957 + 561*
	5.1 Introduction
	5.1.1 Microlensing caused by the Milky Way and other galaxies
	5.1.2 Microlensing in the first gravitational lens system (Q0957+561)

	5.2 Q0957 + 561 difference lightcurves in the R band
	5.3 Interpretation of the difference signal
	5.3.1 The 1996/1997 seasons
	5.3.2 The 1997/1998 seasons

	5.4 The ability of the IAC-80 telescope to detect microlensing ‘peaks’
	5.5 Conclusions

	6 Microlensing Simulations: limits on the transverse velocity in the quadruple quasar Q2237 + 0305*
	6.1 Introduction
	6.2 Microlensing simulations background
	6.2.1 Lens models of Q2237+0305
	6.2.2 Simulations

	6.3 The Method
	6.3.1 The idea in a nutshell
	6.3.2 Monitoring Observations of Q2237+0305 to be compared with
	6.3.3 Microlensing Simulations

	6.4 Results
	6.5 Discussion
	6.6 Conclusions


	III Galaxy Cluster Lensing and X-rays
	7 Weak lensing: the galaxy cluster Cl 0024 + 1654 from VLT-BVRIJK multiband photometry*
	7.1 Introduction
	7.2 Data acquisition
	7.3 Distribution of cluster members
	7.4 Mass reconstruction from weak shear
	7.5 Universal density profile fitting
	7.6 Light distribution and mass-to-light ratio
	7.7 Comparison with previous results and conclusions

	8 A search for gravitationally lensed arcs in the z=0.52 galaxy cluster RBS380 using combined CHANDRA and NTT observations*
	8.1 Introduction
	8.2 Data acquisition and reduction
	8.2.1 X-ray data reduction
	8.2.2 Optical data reduction

	8.3 Analysis and results
	8.3.1 X-ray results
	8.3.2 Optical results

	8.4 Comparison: X-ray vs. Optical
	8.5 Conclusions


	IV Final Remarks
	9 Summary
	9.1 Overall conclusions
	9.2 Future work


	Acknowledgments
	References
	List of Publications

